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Collaborations with CoE PIs

• Hybrid multi-agent optimization with Dawn Hustig-Schultz, Ricardo Sanfelice (UCSC)

• “Exponentially Converging Distributed Gradient Descent with Intermittent 
Communication via Hybrid Methods” to appear at CDC ’21

• Ricardo visited UF, made plans for next steps/journal version

• New privacy mechanism on the unit simplex with Parham Gohari, Bo Wu, Ufuk Topcu (UT-A) 

• P. Gohari, B. Wu, C. Hawkins, M. Hale and U. Topcu, "Differential Privacy on the Unit 
Simplex via the Dirichlet Mechanism," IEEE Transactions on Information Forensics and 
Security, vol. 16, pp. 2326-2340, 2021.

• Parham visited UF again, worked out basis for private policy synthesis in MDPs

• Resilient multi-agent control with Fred Zegers (UF & AFRL) and John Shea, Warren Dixon (UF)

• F. M. Zegers, M. T. Hale, J. M. Shea and W. E. Dixon, "Event-Triggered Formation Control 
and Leader Tracking With Resilience to Byzantine Adversaries: A Reputation-Based 
Approach," IEEE Transactions on Control of Network Systems, vol. 8, no. 3, pp. 1417-
1429, Sept. 2021. 

• Discussions on incorporating privacy into event-triggered communication



Collaborations with Air Force Colleagues

• Applied optimization work to weapon-target assignment (WTA) problems

• K. Hendrickson, P. Ganesh, K. Volle, P. Buzaud, K. Brink, and M.T. Hale, 
"Decentralized Weapon-Target Assignment under Asynchronous 
Communications", Under review. 

• Kat and Kyle are full-time at UF REEF, collaborations continue

• Developed order-optimal algorithm for anomaly detection in multi-armed bandits 
with switching costs

• With Ben Robinson and Beth Morrison at AFRL/RY

• Publication forthcoming

• Engaging with AFRL every summer

• William Warke was a Summer Scholar in 2018, 2019 at RW

• I was a Summer Faculty Fellow at RW in 2020

• Matthew Ubl was a Summer Scholar in 2021 at RY

• William Warke applying to RW for 2022, 
Gabriel Behrendt applying to RV for 2022
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Recipient/ Analyst/ Adversary

Private 

Algorithm

We will design this!
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• 𝑥 𝑥 = 𝑥 + 𝑧 𝑧

•

x

y

RestaurantGrocery

Home OfficeMike

Mike’s daily trajectory: (“Home”, “Office”, “Restaurant”, 

“Grocery”)
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𝑆1, 𝑆2 … 𝑆𝑛

Pr 𝑆𝑡+1 𝑆𝑡 , 𝑆𝑡−1, … , 𝑆1 = Pr[𝑆𝑡+1|𝑆𝑡]
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• 𝑤 = 𝑠1𝑠2 … 𝑠𝑛 𝑡
Pr 𝑠𝑡+1 𝑠𝑡 > 0
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(N,W,N,E) (N,S,E,E)
Private 

Algorithm

(N,W,N,E)
Private 

Algorithm (N,E,E,N)

Infeasible!

Feasible!

Output 1

Output 2
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Definition 2 (Hamming Distance): The Hamming distance between sequences 𝑤1, 𝑤2

denoted by 𝑑(𝑤1, 𝑤2), is the minimum number of substitutions that can be applied to 𝑤1

to convert it to 𝑤2.

Definition 1 (Word Adjacency): For a positive integer n and k, the word adjacency

relation between two words 𝑤1, 𝑤2 is 𝐴𝑑𝑗𝑛,𝑘 = 𝑤1, 𝑤2 |𝑑(𝑤1, 𝑤2) ≤ 𝑘 .
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• 𝜀

Definition 3 (Word Differential Privacy): 

Let 𝜀 > 0. A randomized algorithm 𝑀 is 𝜀-

differential private if for all 𝑆 ⊆ Range(M)
and for all word adjacent sequence 

(𝑤1, 𝑤2) ∈ 𝐴𝑑𝑗𝑛,𝑘 we have

Pr[𝑀(𝑤1) ∈ 𝑆] ≤ exp(ε)Pr[𝑀(𝑤2) ∈ 𝑆]

2. Hsu, Justin and Gaboardi, Marco and Haeberlen, Andreas and Khanna, Sanjeev and Narayan, Arjun and Pierce, Benjamin C. and Roth, Aaron, “Differential 

Privacy: An Economic Method for Choosing Epsilon”.
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Private Algorithm

• 𝑤 = 𝜎1𝜎2 …𝜎𝑛
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Time complexity: 𝑂(|𝑆|𝑛) .



• 𝑥
𝐴𝑑𝑗|𝑥|,𝑘

𝜀

𝜌 𝑙; 𝑥 , 𝑘 =
𝑚𝑙exp −

𝜀𝑙
2𝑘

σ
𝑖=0
|𝑥|

𝑚𝑖exp −
𝜀𝑖
2𝑘

Length of 

sensitive 

input word
Number of possible sequences 

that are distance 𝑖 from input

Hamming distance 𝑙 increasing

𝜌 𝑙; 𝑥 , 𝑘

For 𝑥 = 10, 𝑘 = 1
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Automaton states

Transition relation

Output characters

Transition 

probabilities

a

b

c

Set of possible output 

characters which are 

independent with each other.

For an input “abc” and 𝑙=2 
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a

b
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State space of a Markov chain

  
       

       
       

   
       

 
   

     

Synchronous state

Exist when it satisfies the transition

relation of both the modified

Hamming distance automaton and

the Markov chain

Construct it in this way

Key Result: The offline mechanism is 𝜺-differentially private.



Theorem 2 (differential privacy and concentration bounds): For an input sequence 𝑤𝑖, let 𝑤𝑜 be an output

sequence generated by the offline mechanism, then 𝑤𝑜 is 𝜀-differentially private and the expectation and

variance of distance is bounded by

𝑛 𝑁𝑚𝑖𝑛 − 1 𝐵𝜀,𝑘[ 𝑁𝑚𝑖𝑛 − 1 𝐵𝜀,𝑘 + 1]𝑛−1

σ
𝑖=0
|𝑥|

𝑚𝑖exp −
𝜀𝑖
2𝑘

≤ 𝐸[𝑑(𝑤𝑖 , 𝑤𝑜)] ≤
𝑛𝑁𝑚𝑎𝑥𝐵𝜀,𝑘[𝑁𝑚𝑎𝑥𝐵𝜀,𝑘 + 1]𝑛−1

σ
𝑖=0
|𝑥|

𝑚𝑖exp −
𝜀𝑖
2𝑘

  

  

𝑁𝑚𝑖𝑛 = 2, 𝑁𝑚𝑎𝑥 = 3
Weaker privacy

Concentration 

bounds when 

k=1 and n=10.
𝐸[𝑒𝑟𝑟𝑜𝑟]

𝜀

Depends on 𝜀 and k 

𝑁𝑚𝑖𝑛, 𝑁𝑚𝑎𝑥: min/max outdegree



•

Markov chain application 1 Markov chain application 2

Private state 

at time t



• 𝑠𝑡

• 𝑠𝑡
Pr[𝑠𝑡] 𝜏

1 − 𝜏

• 𝑠𝑡
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Application 1 Application 2



Theorem 2 (Online Mechanism is differentially private): For a sensitive input sequence 𝑤𝑜 =
𝑠1

𝑜𝑠2
𝑜 … 𝑠𝑛

𝑜and an initial private state 𝑠0
𝑜, the online mechanism is word 𝜀-differentially private if

𝜏 𝑠𝑡
𝑜 =

1

𝑁 𝑠𝑡
𝑜 − 1 exp −

𝜀
𝑘

+ 1

1. 
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I do so like 

green eggs and ham thank you 
thank you Sam I am



Weaker privacy
𝜀

This is random! We just got lucky! 

Sensitive input: I do so like green eggs and ham thank you thank you Sam I am

Different starting word incurs different errors.

1. 
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Weaker privacy
𝜀

Input transition

Output transition

Sensitive input: I do so like green eggs and ham thank you thank you Sam I am


