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Within the United States alone there are tens of millions of individuals who suffer

from neurological conditions (NCs), such as stroke, Parkinson’s disease (PD), multiple

sclerosis (MS), cerebral palsy (CP), spinal cord injury (SCI), among others. The average

age of the global population is increasing, which is resulting in an increased number

of people with NCs each year. In fact, annually there are millions of new cases of NCs

throughout the world. A consequence of NCs is that people may experience muscle

weakness, paralysis, partial/total loss of coordinated limb control, and secondary

effects such as obesity, diabetes, and cardiovascular disease resulting from sedentary

lifestyles. Consequently, performance of activities of daily living is significantly impaired

and culminates in annual health care costs of upwards of 150 billion dollars. In an

effort to combat the severity of disability, limit the complications, and reduce the cost of

treatment of NCs, clinicians and researchers have turned to technological solutions such

as functional electrical stimulation (FES) and motor assistive devices (e.g., rehabilitation

robotics, motorized stationary cycles) to facilitate rehabilitative therapies, both of which

are the focus of this dissertation.

FES uses electrical stimulation to evoke muscle contractions, despite a dam-

aged nervous system, to perform a functional task. Evoking muscle contractions has

numerous health benefits such as improved muscular strength, motor control, and

cardiovascular parameters. Additional benefits include increased bone mineral density,
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lean muscle mass, sensory ability, and range of motion. A common application of FES is

FES cycling, since it is an active therapy that is both low-impact and low-risk. However,

closed-loop FES control has numerous challenges including uncertain nonlinear dynam-

ics, unmodeled disturbances, fatigue, and that the muscle characteristics are unknown

and vary with time. Furthermore, the complex electro-physiological mechanism involved

in FES induced force production results in an electromechanical delay (EMD) between

the instant stimulation is applied and the onset of muscle force, which may result in

instability of the control system. Practically, fatigue is a challenge because it limits the

duration of an exercise, which has been shown to lower the rehabilitative effectiveness

of the exercise. To help reduce fatigue, motorized FES-cycling is often implemented,

which intermittently provides motor inputs to assist the rider as required. However, coor-

dinating control between the motor and FES, particularly when FES is used on multiple

muscles, requires a switched system stability analysis to be performed to guarantee

stability of the system.

In Chapter 1, an overview and motivation of the dissertation is provided, including

a review of relevant literature. Chapter 2 includes a dynamic model for the delayed

combined-cycle rider system, where the EMD is modeled as an input delay. In Chapter

3, the effect of cycling time (i.e., fatigue) and lower limb position (i.e., crank angle)

on the EMD are characterized to develop models of the EMD as a function of cycling

time and as a function of crank angle. Chapters 4 and 5, develop EMD-compensating

cadence tracking motor and FES controllers for the FES-cycle system in Chapter 2.

Chapter 4 implements a constant estimate of the EMD, whereas Chapter 5 implements

a time-varying estimate of the EMD using the results in Chapter 3. In Chapters 6 and 7,

cadence tracking controllers are again developed for the combined cycle-rider system

that is modeled in Chapter 2; however, now the FES and motor controllers are designed

to be saturated to compensate for the fact that the controllers are functions of the

system’s states, which without saturation could result in high FES inputs that cause

14



discomfort/pain or motor inputs that exceed motor capabilities. Relative to Chapter

6, Chapter 7 modifies the control development and stability analysis to ensure both

position and cadence tracking. In Chapter 8, unlike in the prior chapters, a dual objective

control structure for simultaneous position/cadence and power tracking is developed

for the FES cycle-rider system modeled in Chapter 2. The FES and motor controllers

are designed to track a desired power and cadence, respectively, which results in

uncontrolled periods for the power tracking objective due to intermittent FES application.

Chapters 4-8 provide Lyapunov-like analyses to ensure the designed controllers achieve

their tracking objective and Chapter 8 includes a dwell-time analysis. Furthermore,

experiments on both able-bodied participants and participants with NCs are included in

Chapters 4-8 to validate the developed control systems. In Chapter 9, the dissertation is

concluded by summarizing the contributions and future efforts are discussed.
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CHAPTER 1
INTRODUCTION

1.1 Background

Neurological conditions (NCs) such as traumatic brain injury (TBI), stroke, spinal

cord injury (SCI), and Parkinson’s Disease (PD), multiple sclerosis (MS), cerebral

palsy (CP), among others, often result in a deterioration of quality of life for affected

individuals [1]. Individuals suffering from NCs may experience paralysis, muscle

weakness, partial or total loss of coordinated limb control, reduced endurance or

strength, in addition to secondary health effects such as diabetes, obesity, muscle

atrophy, reduced cardiovascular fitness, osteoporosis, cardiovascular diseases, etc.

that result from a sedentary lifestyle, and a predisposition to depression [2–6]. Within

the United States alone there are over 900,000 new cases of NCs annually, which

culminates in annual health care costs of upwards of 150 billion dollars [2]. In an effort

to combat the severity of disability, reduce the cost of treatment of NCs, and limit the

complications, researchers and clinicians have turned to technological solutions such as

hybrid exoskeletons, which combine rehabilitation robots (e.g., exoskeletons, motorized

stationary cycles) with functional electrical stimulation (FES) to facilitate rehabilitative

therapies [7].

FES involves the application of an electric field to induce muscle contractions

yielding functional tasks (e.g., walking [8, 9], cycling [3, 10–17], or arm curls [18, 19]).

Evoking muscle contractions has been shown to have numerous health benefits such

as improved muscular strength, motor control, and cardiovascular parameters, and

increased bone mineral density, lean muscle mass, sensory ability, and range of motion

[20–23]. FES-cycling is a common rehabilitative exercise for those with a variety of NCs

such as stroke, PD, CP, MS, etc. [1, 3, 10–15], because FES-cycling is a low-impact

and low-risk (e.g., minimal risk of a fall) intensive and repetitive exercise and has been
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shown to have numerous health benefits, such as improved cardiovascular parameters

and musculoskeletal fitness, increased bone mineral density and muscle mass, nervous

system reorganization, among other benefits [20–27]. Those with NCs often lack the

strength, limb control, or endurance to voluntarily maintain cycling intensities needed

to achieve desired training effects. As a result, FES of the lower body muscles is

used to facilitate cycling tasks, yielding improvements in neurological, physiological,

and psychological measures, as well as in musculoskeletal and cardiorespiratory

fitness [28].

A critical factor for facilitating nervous system reorganization and potentially bene-

ficial change in the neuromuscular system is sufficient intensity and repetitive practice

of coordinated limb movements. Therefore, coordinated motion of multiple muscle

groups and limbs over long durations is motivated to yield rehabilitative outcomes; yet,

the potential effectiveness of current FES methods is limited by the onset of muscle

fatigue which impedes the user’s ability to intensely and repeatedly practice the activity.

Further, evidence indicates that to derive neural adaptation and plasticity, a person must

be actively participating in functional activities [29]. Moreover, as discussed in [30] an

assistive device, that allows the rider to passively participate, could even potentially

decrease recovery if it encourages a decrease in motor output, effort, energy consump-

tion, and/or attention during training. Additionally, each individual has different injuries,

medical conditions, abilities, and initial conditions. However, despite the vast differences

between people, a one-size-fits-all approach is used in current commercially available

FES-cycles. Specifically, a motor is typically always on to maintain a desired cadence

(independent of the person’s capabilities or activity) while providing FES intensities

based on iterative open-loop designs. However, this approach encourages passive

riding instead of active engagement and the FES intensities are typically insufficient to

allow a person to pedal without the motor.
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Dynamic or adaptive FES therapy (i.e., closed-loop FES control) is more effective

than such traditional passive rehabilitation approaches in the promotion of muscle

strength and neurological recovery [31, 32]. However, implementing closed-loop

control of a FES-cycle has numerous challenges [1, 3, 11–13, 33]. For example, from

a control systems perspective, FES-cycling is a prime example of a switched system

because there are continuous physical dynamics of the limbs and the cycle, yet there

are discrete logical jumps that are required to engage different muscle groups, to

potentially engage a motor for assistance/resistance, or to discretely turn on/off the

motor control (motivated by the desire to allow the rider to contribute all the torque

or by different stimulation schemes) [3]. Additional challenges are nonlinearity and

uncertainty of the muscle activation dynamics [34], unmodeled disturbances [35],

uncertain parameters in the nonlinear dynamic model [35], and fatigue. Fatigue reduces

the FES-induced muscle force under a fixed stimulation intensity [36] and decreases

the duration an exercise can be performed (e.g., the number of repetitions), which

may lower rehabilitative effectiveness. Additionally, a challenge of FES control is that

participants may be sensitive to the stimulation, requiring limits to be placed on the

FES controller for a participant’s comfort and safety [1]. Furthermore, FES cycling

typically has a lower metabolic efficiency than cycling volitionally due to several factors,

including fatigue, poor control of each muscle group, or less than optimal stimulation

parameters [37–41]. Metabolic efficiency during FES cycling can be improved by

increasing the power output (PO), such as by implementing a power tracking controller,

which cultivates fatigue resistant muscle fibers and reverses muscle atrophy, among

other benefits [38,41].

Another challenge of closed-loop FES control is that there exists a complex electro-

physiological mechanism involved in force production in response to electrical stimu-

lation. A result of this complex energy conversion process is that there exists an input

delay between the application of an electric field and the onset of force production, (i.e.,
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an electromechanical delay (EMD)) [33,42,43]. Often in literature the EMD corresponds

to the time latency between the onset of EMG activity and muscle force [44], however,

in this dissertation we refer to the EMD in a broader sense as the time latency between

the application of stimulation and the corresponding torque, such as the EMD is defined

in [11–13, 33, 45–48]. EMD can potentially destabilize a control system such as FES-

cycling (e.g., the cadence tracking error is not contained in a bounded set). To prevent

delay-induced instability, EMD needs to be included in the dynamic model that is used in

the stability analysis of the closed-loop system. Practically, the EMD can be modeled as

an input delay.

Few studies have developed FES controllers to compensate for an FES-induced

input delay, and these studies have focused on continuous exercises (e.g., leg exten-

sions) with FES of a single muscle group [45, 46, 48, 49]. For example, results such

as [45, 46, 48, 49] all consider a continuous leg extension exercise with FES of the

quadriceps femoris muscle group. In [48], uncertain dynamics with a known delay were

assumed to yield a uniformly ultimately bounded result. A global asymptotic tracking

controller was developed in [49]; however, a constant but unknown delay and exact

model knowledge of the lower limb dynamics was assumed. An unknown, time-varying

input delay is examined in [45] and [46]; however, the delay is estimated by a constant.

A constant estimate is not ideal because EMD has been shown to change due to FES-

induced fatigue and a more accurate estimate will improve performance [33]. Prior

studies on continuous exercises only considered the contraction delay (CD), where

the CD is the time latency between the start of stimulation and the onset of torque.

Recently, closed-loop FES controllers have been developed to compensate for FES-

induced input delays for FES-cycling as will be detailed in this dissertation [11–15].

When a coordinated exercise is performed, such as cycling, switching is required be-

tween multiple muscle groups and the residual delay (RD) must also be considered,

where the RD is the time latency between the end of stimulation and the cessation of
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torque. If the RD is unaccounted for it could result in residual forces being produced by

antagonistic muscles, which oppose the desired motion and may increase the rate of

fatigue, and hence, may effect the rehabilitative effectiveness.

Each of the prior results to compensate for the EMD require for certain aspects

of the EMD to be known. For example, often the EMD is assumed to be bounded by a

known lower and upper bound. However, all previous studies to understand the time-

varying effects of FES-induced fatigue on torque production and EMD have focused on

simple single joint (e.g., knee extension [33, 48, 50, 51]) tasks, and the effects of FES-

induced fatigue during more complex tasks that involve multiple muscle groups (e.g.,

cycling) remains unclear. In fact, it is unclear if closed-loop control during motorized

FES-cycling produces enough fatigue to cause the EMD to vary and bounds on the

EMD are unknown. As previously stated, the CD and RD must be considered (and

hence known) for the more complex interaction and timing of multiple muscle groups

involved in FES-cycling. An increased understanding of the CD and RD will allow

closed-loop controllers to determine when to apply/cease stimulation to reduce muscle

contractions in antagonistic muscles [11–13].

Although results that compensate for FES-induced input delays are sparse, input

delayed systems have been extensively studied for general systems [52–74]. Often

results either assume exact model knowledge (cf. [58–60]) or that the input delay is

known (cf. [60–62]). However, there are uncertainties in many practical engineering

systems and the input delay may be unknown and potentially time-varying (e.g., an

FES-induced input delay is time-varying and difficult to measure outside of isometric

conditions [75]). Therefore, results such as [63–68] have analyzed systems with an

unknown input delay. In recent years, some results have begun to examine input delay

compensation for switched systems [11–15, 56, 69–74]. A linear system with a constant

input delay is considered in [69], while stability is achieved for a class of nonlinear

systems with time-varying delays in [70] and [71]. However, the aforementioned results
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do not compensate for FES-specific factors such as the development of a complex

state-dependent switching signal to produce effective agonist muscle contractions

despite the contraction delay, while simultaneously preventing or minimizing residual

antagonistic forces that remain after the stimulation has ceased.

Non-FES related systems with input delays have been studied extensively; however,

few studies have implemented saturated control [76–82]. Most saturated controllers

for input delayed systems have been for linear systems [76–78], with a few exceptions

that include nonlinear systems [79–82]. Strict-feedforward nonlinear systems are

considered with no disturbances in [79] and with no uncertainties in [80]. A class of

uncertain nonlinear systems are considered in [81] with known and constant input

delays and in [82] with unknown delays. However, the aforementioned results either

are not for switched systems or do not implement a saturated controller. Additionally,

non-FES related systems do not compensate for FES specific factors, such as the

need to properly time stimulation to yield effective agonist muscle contractions and to

remove/limit residual antagonistic forces.

As has been previously stated, it is desired to increase the PO to increase the

metabolic efficiency during FES cycling. Multiple strategies have been employed to

increase the PO of FES cycling such as cadence strategies [39, 83], releasing the ankle

joint [84], creating the optimal pedal path [85], using higher stimulation currents [38],

using a fixed gear cycle [86], and modifying the stimulation frequency and pattern [40].

In recent decades, closed-loop controllers have been developed to ensure torque/power

tracking1 during FES cycling to increase the PO. For example, in [87] torque tracking

is performed when it is kinematically efficient, in [88, 89] discretized power tracking is

achieved, and in [14, 41, 90–92] there is instantaneous power tracking. However, of the

1 Power and torque tracking are synonymous within the scope of this dissertation.
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prior torque tracking results, only the author’s prior work in [14] provided compensation

for the EMD.

1.2 Outline of the Dissertation

In Chapter 2, a nonlinear switched dynamic model is presented for a combined

cycle-rider system. The model consists of a modified motorized recumbent tricycle. The

participant is seated on the cycle and then coupled to the cycle using orthotic boots.

The cycle is then actuated by using either the motor or FES. The FES is applied across

the participant’s quadriceps femoris, hamstrings, and gluteal muscle groups to elicit

muscle contractions to yield pedaling of the cycle. Switching signals are introduced to

determine when to activate each actuator (e.g., the muscles and motor) to pedal the

cycle.

In Chapter 3, two protocols were performed to better understand the EMD. The

objective of the first protocol, called the cycling protocol, is to test the hypothesis that

FES-induced cycling will induce sufficient fatigue such that the EMD and torque about

the cycle crank axis will vary with cycling time and to then establish bounds on the

torque and EMD and on the rate of change of the torque and EMD. The objective

of the second protocol, called the angle protocol, is to determine if the crank angle

has an effect on the EMD. A focus of prior works has been to examine the underlying

physiological factors for the latency between electrical input and force output [93–95],

but in this chapter the EMD is considered at the macro level, motivated by the desire

to compensate for the phenomenological effects within a closed-loop control structure,

and the underlying physiological factors are beyond the scope. To provide additional

information for the control designer, two types of EMD were considered, the CD and RD,

and both the CD and RD were measured in three different ways for the cycling protocol

and two different ways for the angle protocol. To test both protocols, experiments were

performed on five able-bodied individuals and five individuals with NCs. The cycling

protocol consisted of 10 minutes of FES-cycling. Both protocols consisted of using the
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motor to fix the crank at preset angles to create isometric conditions. Transcutaneous

electrical stimulation was delivered to a combination of the quadriceps femoris and

gluteal muscle groups in these isometric conditions. The resultant torque data was

then examined to determine information about the torque and EMD. Multiple linear

regressions were performed on the data and the results provide evidence that FES-

cycling does result in fatigue, that the EMD is time-varying, and that the EMD is angle

dependent. Figures were constructed to show how the torque and EMD vary with

cycling time and with the crank angle. The results in this chapter can be used to improve

the future development of closed-loop controllers for FES-cycling that are robust to

time-varying input delays.

In Chapter 4, closed-loop FES and motor cadence-tracking controllers were devel-

oped for the FES-cycle modeled in Chapter 2 that compensates for the unknown and

time-varying EMD. Further, an extension is provided with a modified control objective in

the sense that motorized assistance is continuously provided to further align with current

clinical practice in rehabilitation cycles. A delay-free FES control input is injected into

the dynamics via an auxiliary tracking error signal. Trigger conditions are developed to

appropriately schedule the activation and deactivation of stimulation for each muscle

group and the motor such that the muscle forces occur in desired locations and the

residual muscle forces are less likely to come from antagonist muscles, which would

impede cycling and increase fatigue. These trigger conditions are significant because

cycling requires complex state-dependent switching conditions, which are further com-

plicated by the input delay, to ensure muscle contractions occur in more efficient regions

of the crank. A Lyapunov-like switched systems stability analysis is performed to prove

a cadence tracking error with semi-global exponential convergence to a uniform ultimate

bound. To demonstrate the performance of the developed controller, in-depth experi-

ments were performed on six able-bodied participants and four participants with different

NCs (spina bifida, quadriplegia, MS, and CP). The experiments compare the developed
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controller, the extended controller, and for comparison, a controller that was developed

assuming the system has no input delay. The developed controller achieved an average

cadence error of 0.01 ± 2.00 revolutions per minute (RPM) for the able-bodied partic-

ipants and 0.01 ± 2.72 RPM for the participants with NCs. The experimental results

validate the controller and indicate that delay compensation can result in an improved

FES-cycling experience when compared to a controller of the same form, but without

delay compensation.

Chapter 5, building upon our work in Chapter 4, implements a time-varying estimate

of the EMD, includes volitional effort from the participant in the dynamic model, includes

comparative experiments on nine participants (including four with NCs), and modi-

fies/improves the error system, switching signals, and Lyapunov-based stability analysis

to yield improved FES/motor controllers, improved gain conditions, and exponential

position/cadence tracking for the delayed, switched, uncertain, and nonlinear FES-

cycling system. Furthermore, FES and motor switching signals are designed to maintain

control authority, to ensure efficient muscle contractions, and to mitigate contractions in

antagonistic muscles. Passive therapy (i.e., no volitional contributions) experiments were

conducted on able-bodied participants to compare the developed FES/motor controllers

to an alternate control method, of similar form, that was developed by assuming the

EMD was negligible. Likewise, active therapy (i.e., with volitional contributions) experi-

ments were conducted on participants with varied NCs. Experimental results show that

compensating for the EMD significantly improves the cadence tracking performance,

and the developed control system can safely and effectively yield cadence tracking for

individuals with varied capabilities during both active and passive therapy exercises.

In Chapter 6, a cadence tracking control system is developed for the switched

FES-cycle modeled in Chapter 2 that is robust to uncertainties in the system, unknown

disturbances, and a time-varying input delay. Similar to Chapters 4 and 5, a delay-

dependent trigger condition is developed to schedule the activation/deactivation of FES
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to yield effective muscle contractions. However, in Chapters 4 and 5, the controllers are

functions of the system’s states and unmodeled disturbances or large initial conditions

may result in large FES or motor inputs, and although the controllers are proven to

be bounded, the bounds are unknown, which could result in high FES inputs that

cause discomfort/pain or motor inputs that exceed motor capabilities. The focus of this

chapter is to guarantee safety and comfort by developing saturated FES and motor

controllers where the control bounds are known and can be adjusted a priori. Further, a

Lyapunov-like stability analysis is performed to guarantee uniformly ultimately bounded

cadence tracking errors despite using saturated controllers. To validate the control

system a preliminary experiment was performed on a single able-bodied participant

and demonstrated a cadence of 48.24 ± 2.09 RPM for a desired cadence of 50 RPM.

Chapter 7 is motivated to reduce the offset in the cadence tracking error.

Chapter 7, building on our precursory result in Chapter 6, modifies the control

development and Lyapunov-based stability analysis to compensate for the EMD and to

ensure both exponential position and cadence tracking of a switched FES-cycle system

using saturated FES control. Furthermore, compared to Chapter 6, Chapter 7 improves

the gain conditions and provides comparative experiments on four and five participants

with and without NCs, respectively. The controllers developed in this chapter are robust

to unknown disturbances, uncertainties in the dynamics, and the unknown time-varying

EMD. To properly schedule the application of the FES, switching signals and trigger

conditions were developed that are state and delay dependent, which ensure muscle

contractions occur in efficient regions of the crank cycle. An important feature of the

bound on the developed saturated FES controller is that, similar to Chapter 6, it is

known a priori and can be adjusted by tuning the control gains to limit the stimulation

levels, providing a more comfortable experience for the participant. Comparative

passive therapy experiments were performed on five able-bodied participants using

the controllers developed in Chapters 6 and 7 to compare the performance of each
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method. The results indicate that the controllers developed in Chapter 7 significantly

improved the cadence tracking while simultaneously reducing the required control effort,

relative to the controllers developed in Chapter 6. Furthermore, active therapy (i.e., the

participant provided volitional effort) experiments were performed on four participants

with NCs (e.g., CP, spina bifida, and MS), which further validated the performance of the

developed control system.

In Chapter 8, unlike in the prior chapters, a dual objective control structure for simul-

taneous position/cadence and power tracking is developed for an uncertain, nonlinear,

switched FES cycle-rider system with an unknown and time-varying EMD. Furthermore,

switching conditions are designed to properly schedule the application/deactivation of

FES to efficiently contribute to forward pedaling, and rider asymmetries are accounted

for by implementing instantaneous power tracking via a running integral [14, 41]. This

chapter includes an in-depth description and presentation of the developed methods, the

complete stability analysis, volitional effort from the participant in the dynamic model,

and a series of comparative experiments with a statistical analysis and discussion for

nine participants, including four with NCs. The position/cadence objective is regulated

by the motor, similar to clinical practice, and the power objective is regulated using FES

to increase the PO and ensure participant contribution. However, due to intermittent

FES application there exists uncontrolled periods for the power tracking objective, which

requires a dwell-time analysis, which was further complicated by the existence of the

EMD. For example, the EMD required the development of an auxiliary signal to inject a

delay free FES input into the closed-loop error system and Lyapunov-Krasovskii (LK)

functionals to aid the stability analysis. Although the auxiliary signal provides a delay

free FES input, the cost is additional delayed FES input terms. Thus, each term included

in the FES controller requires special consideration. The torque error system was spe-

cially designed such that the FES controller does not need to consider the motor input,
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to reduce the complexity of the FES control design. Uncertainty in the EMD further com-

plicates the mathematical development (FES input terms are delayed by the actual EMD

and an estimate of the EMD) and resulted in more complex and conservative gain and

dwell-time conditions. Overall, a switched systems Lyapunov-like analysis is provided to

develop dwell-time conditions and to ensure uniformly ultimately bounded torque/power

tracking and global exponential position/cadence tracking of a delayed and switched

FES cycle system. A series of experiments were conducted on four participants with

NCs and five able-bodied participants. Experiments on the able-bodied participants

compared the control system developed in this chapter to the control system developed

in [41], which did not consider the EMD. It was concluded from the experimental results

that the presented control system improved the power tracking performance while re-

ducing the control inputs. Furthermore, the experiments on the participants with NCs

included volitional effort and further demonstrated the validity of the developed control

system.

Chapter 9 concludes the dissertation by providing a summary of each chapter, the

contributions, and potential future research direction.
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CHAPTER 2
DYNAMIC MODEL

In this chapter, the dynamic model for the combined cycle-rider system is de-

veloped. The dynamic model is an extension of the model from [3, 30] with the main

difference being that the EMD is included in the model. The rider is seated in the mod-

ified recumbent tricycle and then coupled to the cycle using orthotic boots. Electrodes

are then placed on the quadriceps femoris, hamstring, and gluteal muscle groups to al-

low for the application of FES. The application of FES must be coordinated appropriately

to produce effective muscle contractions that yield efficient forward pedaling of the cycle

crank. In [34], it was observed that based on the position of the cycle (e.g., the crank

angle), it is more kinematically efficient to use certain muscles rather than others [34].

Therefore, each muscle has a set of crank angles over which its contractions are more

efficient. However, there also exists some crank angles over which muscle contractions

of each muscle group are not kinematically efficient to contribute torque to pedal the

cycle (e.g., kinematic deadzones). Therefore, it is desired for the developed controllers

to switch control between multiple inputs (i.e., six muscle groups and a motor) in such

a manner that a muscle produces contractions when it is kinematically efficient and

that the motor is activated as required to yield continuous pedaling of the cycle. Thus,

although the state dynamics are continuous (i.e., position, cadence, etc.) the inputs

into the system are discontinuous, which results in the development of a switched sys-

tem. Further, the existence of the EMD requires the development of state and delay

dependent switching conditions such that muscle contractions occur when it is kinemat-

ically efficient. The dynamic model developed in this chapter is used in Chapters 4-8 to

facilitate the control development.

2.1 Experimental Testbed: FES Cycle

The experimental testbed for Chapters 3-8 was created by modifying an existing

recumbent tricycle (TerraTrike Rover) to include actuators and sensors as described
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in other papers and dissertations [3, 88, 96–98]. The dynamic model of the combined

cycle-rider system is developed in [3, 88, 96–98]; however, in these prior works the

EMD was assumed to be non-existent and was not included in the dynamic model.

In this dissertation, the model is modified to include the EMD, which is modeled as

an input delay on the FES controller. Orthotic boots (Össur Rebound Air Tall) were

used to couple the rider to the cycle, to securely constrain the ankles, and to maintain

sagittal alignment of the legs. A Kinetic Bike Trainer and rider rings were used to

offset the cycle from the ground. The original bike crank was replaced with a SRM

Science Road Wireless Powermeter crankset to measure the torque. A US Digital H1

encoder was mounted to the cycle and attached to the crank via spur gears to measure

the position and cadence. A 250 W, 24 V DC brushed motor (Unite Motor Co. Ltd.

MY1016Z2) was coupled to the drive train and actuated using a current-controlled

Advanced Motion Controls1 (AMC) AB25A100 motor driver and an AMC PS300W24

power supply, and an AMC FC15030 filter card was added in-line with the motor. A

current-controlled, 8-channel HASOMED RehaStim 1 stimulator (operating in science

mode) was used to deliver symmetric, biphasic, and rectangular pulses via self-adhesive

electrodes (Axelgaard ValuTrode CF7515).2 For all experiments, the stimulation is

applied at 60 Hz and amplitudes are fixed at 90, 80, and 70 mA for the quadriceps,

hamstrings, and gluteals, respectively. The stimulation pulse width for each muscle

group is determined by the subsequently designed controllers and commanded to the

stimulator by the control software. For safety, an emergency stop switch was mounted

to the cycle’s handle to allow the rider to halt the experiment if required. The power

1 ADVANCED Motion Controls supported the development of this testbed by providing
discounts on their branded items.

2 Surface electrodes for this study were provided compliments of Axelgaard Manufac-
turing Co., Ltd.
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Figure 2-1. Motorized FES cycle: (A) Encoder (B) Power Meter (C) Electrodes (D)
E-Stop (E) Filter Card (F) Stimulator. Photo courtesy of Christian Cousin [1].

meter, encoder, motor, and stimulator were interfaced with a desktop computer running

MATLAB/Simulink/Quarc through a Quanser Q-PIDe data acquisition board at 500 Hz.

The motorized FES cycle with a rider is depicted in Fig. 2-1.

2.2 Cycle-Rider Dynamic Model

Throughout the dissertation, delayed functions are defined as

hτ ,

 h (t− τ (t))

0

t− τ (t) ≥ t0

t− τ (t) < t0

, (2–1)

where t, t0 ∈ R≥0 denote the time and initial time, respectively. The time-varying EMD,

i.e., the delay between the application/removal of the current and the onset/elimination

of muscle force production is denoted by τ : R≥0 → S, where S ⊂ R represents a

set of all possible delay values [75, 99, 100]. The combined cycle-rider dynamics, are
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considered as3 [3]

τe (t) = τc (q̇, q̈, t) + τr (q, q̇, q̈, t) , (2–2)

where q : R≥0 → Q, q̇ : R≥0 → R, and q̈ : R≥0 → R denote the measurable crank angle,

measurable angular velocity (cadence), and unmeasured acceleration, respectively.

The set of Q ⊆ R denotes the possible angles of the crank. The torque from the motor

applied about the crank axis is denoted by τe : R≥0 → R and is defined as

τe (t) , BeuE (t) , (2–3)

where the unknown motor control effectiveness is denoted by Be ∈ R>0 (In Chapter 8 Be

is assumed to be known) and the designed motor control input (i.e., current) is denoted

by uE : R≥0 → R. The torques applied about the crank axis by the cycle and the rider

are denoted by τc : Q× R2 × R≥0 → R and τr : Q× R2 × R≥0 → R, respectively, and are

defined as

τc (q, q̇, q̈, t) , Jc (q) q̈ + bcq̇ + dc(t), (2–4)

and

τr (q, q̇, q̈, t) , τp (q, q̇, q̈)− τM (q, q̇, τ, t) + dr(t), (2–5)

respectively. The cycle inertial effects, cycle viscous damping effects, and the cycle

disturbances are denoted by Jc ∈ R>0, bc ∈ R>0, and dc : R≥0 → R, respectively.

The torque applied by the rider about the crank can be decomposed into the passive

effects denoted by τp : Q × R2 → R, the muscle contribution due to the FES-

induced muscle contractions or volitional efforts from the participant are denoted by

τM : Q × R × S × R≥0 → R, and the disturbances (e.g., spasticity or changes in load)

3 For notational brevity, all explicit dependence on time, t, within the terms q(t), q̇(t),
q̈(t), and τ(t) is suppressed.

31



denoted by dr : R≥0 → R. The passive torques applied by the rider are defined as

τp (q, q̇, q̈) ,Mp (q) q̈ + V (q, q̇) q̇ +G (q) + P (q, q̇) , (2–6)

where the inertial effects, gravitational effects, centripetal-Coriolis effects, and passive

viscoelastic tissue forces are denoted as M : Q → R>0, G : Q → R, V : Q× R→ R, and

P : Q× R→ R, respectively. The torque applied by the muscles due to the FES-induced

muscle contractions can be expanded into the sum of their individual contributions and

is defined as

τM (q, q̇, τ, t) ,
∑
m∈M

Bm (q, q̇, t)um (t− τ) + τvol(t), (2–7)

where the volitional torque contribution from the participant is denoted by τvol : R≥0 → R

and the unknown muscle control effectiveness is denoted by Bm : Q × R × R>0 →

R>0, ∀m ∈ M, where m ∈ M , {RH, RQ, RG, LH, LQ, LG} indicates the right

(R) and left (L) hamstrings (H), quadriceps femoris (Q), and gluteal (G) muscle

groups. The delayed FES input (i.e., pulse width) to the rider’s muscles is denoted by

um,τ : S× R≥0 → R, ∀m ∈M. Substituting (2–3)-(2–7) into (2–2) yields

∑
m∈M

Bm (q, q̇, t)um,τ + τvol(t) +BeuE (t) = M (q) q̈+V (q, q̇) q̇+G (q) +P (q, q̇) + bcq̇+d (t) ,

(2–8)

where M : Q → R is defined as M(q) , Jc(q) + Mp(q), and d : R≥0 → R is defined as

d(t) , dc(t) + dr(t).

2.3 Switched System Dynamic Model

As in results such as [2, 3, 30, 88, 101], FES-cycling often stimulates the muscles

in regions of the crank cycle where it is efficient. The crank angles where it is efficient

to stimulate a given muscle can be determined a priori based on the kinematic effec-

tiveness of the torque transferred to the crank axis from the muscle. Stimulation is not

applied in the kinematic dead zones (KDZ) where it is not efficient for any of the muscle

groups to significantly contribute to the forward motion of the crank. In the KDZ regions
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the electric motor is used to provide the torque. For a given muscle, the efficient crank

angles are denoted by Qm ⊂ Q, ∀m ∈ M, where Qm is defined using the definition in [3]

as

Qm , {q ∈ Q | Tm (q) > εm} , (2–9)

∀m ∈ M, where εm ∈ (0, max(Tm)] denotes a selectable lower threshold for each torque

transfer ratio that is denoted by Tm : Q → R. The region, Qm, is called the FES region

for the muscle m ∈ M. Thus, (2–9) limits the FES regions for each muscle group such

that FES-induced muscle contractions efficiently contribute to forward pedaling (i.e.,

positive crank motion). The union of all muscle regions defined in (2–9) represents the

FES region, denoted by QFES, and defined as QFES , ∪
m∈M

{Qm}. The kinematic dead

zones are defined as QKDZ , Q \ QFES. The FES and KDZ regions are depicted in

Figure 2-2.

Now switching signals must be developed to determine when to activate the

FES and the motor. For each muscle, a state and delay dependent FES switching

signal, denoted by σm : Q × R → {0, 1}, is designed to compensate for the delay by

activating/deactivating the muscle at the appropriate locations of the crank at time t such

that contractions occur in the more efficient FES regions. For Chapters 4 and 8, the

designed piecewise right-continuous switching signal for each muscle group is defined

as

σm (q, q̇) ,


1,

1,

0,

qα (q, q̇) ∈ Qm

qβ (q, q̇) ∈ Qm

otherwise

,∀m ∈M, (2–10)

and for Chapters 5, 6, and 7, σm (q, q̇) is defined as

σm (q, q̇) ,

 1,

0,

qα (q, q̇) ∈ Qm

otherwise
,∀m ∈M, (2–11)
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Figure 2-2. Sample crank cycle illustrating the FES and KDZ regions for a single leg.
The crank positions qFESn and qKDZn denote the points at which the crank
enters the FES and KDZ regions of cycle n, respectively. Cycle n refers to
the nth time the crank enters the FES/KDZ region [102].
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where qα, qβ : Q× R → R denote trigger conditions. The functions qα and qβ are

designed to stimulate the rider’s muscles sufficiently prior to the crank entering an

FES region and for the stimulation to cease sufficiently prior to the crank leaving the

FES region. The trigger conditions, qβ and qα, use the fact the delay can be lower

and upper bounded, respectively, (e.g., see the experimental results in [75, 99, 100])

and do not require explicit knowledge of the actual delay. The trigger conditions, qα

and qβ, are thus used to adjust the activation/deactivation of the FES input to ensure

that the FES-induced muscle contractions occur in desired FES regions, denoted by

Qm ⊂ Q,∀m ∈ M, and to reduce/eliminate the residual torques in antagonistic muscles.

The switching signal in (2–10) ensures the muscle contractions occur over the entire

FES region, whereas (2–11) ensures a muscle contraction occurs before entering a FES

region. To indicate when stimulation is applied, the following piecewise right-continuous

switching signal, denoted by σs : R≥0 → {0, 1}, is defined

σs (t) ,

 1,

0,

∑
m∈M σm > 0

otherwise
. (2–12)

For Chapters 4-7, the piecewise right-continuous switching signal for the activa-

tion/deactivation of the motor, denoted by σe : Q× R→ {0, 1}, is defined as

σe (q, σs) ,


1, q ∈ QKDZ

1, q ∈ QFES, σs = 0

0, otherwise.

. (2–13)

In Chapter 8, the motor is active for all t ≥ t0 (i.e., the motor switching signal is defined

as σe , 1).

Based on the aforementioned switching laws, the FES input to each muscle group

that is implemented at time t is defined as

um , kmσm (q, q̇)u (t) ,∀m ∈M, (2–14)
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where u : R≥0 → R is a subsequently designed FES control input and km ∈ R>0, ∀m ∈

M are selectable constants, which allows for the FES input into each muscle group

to be different for a given control input. However, as was previously stated, the EMD

causes the implemented FES input to be delayed. The delayed FES input (i.e., pulse

width) to the rider’s muscles is defined as

um,τ , kmσm,τuτ , ∀m ∈M. (2–15)

Notice that the delayed switching signals, σm,τ , ∀m ∈ M, indicate which muscle groups

received the FES input uτ at t− τ (t).

Based on the aforementioned switching laws, the current input to the motor wind-

ings is defined in Chapters 4 and 6 as

uE , keσe (q, σs)ue (t) , (2–16)

and in Chapters 5, 7, and 8 as

uE , keue (t) , (2–17)

where ke ∈ R>0 is a selectable constant and the subsequently designed motor input is

denoted by ue : R≥0 → R. Substituting (2–15) and (2–16) (or (2–17)) into (2–8) yields4

Bτ
Muτ + τvol︸ ︷︷ ︸

τM

+BEue = Mq̈ + V q̇ +G+ P + bcq̇ + d, (2–18)

where the lumped switched muscle control effectiveness, denoted by Bτ
M : Q× R × S ×

R≥0 → R≥0, is defined as

Bτ
M ,

∑
m∈M

Bmkmσm,τ , (2–19)

4 For notational brevity, all functional dependencies are hereafter suppressed unless
required for clarity of exposition.
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and the motor control effectiveness, denoted by BE : Q × R → R≥0, is defined in

Chapters 4 and 6 as

BE , Bekeσe, (2–20)

and in Chapters 5, 7, and 8 as

BE , Beke. (2–21)

The parameters in (2–18) capture the torques that affect the dynamics of the

combined motorized cycle-rider system, however the exact values of these parameters

are unknown. The subsequently designed FES and motor controllers only require

known bounds on the aforementioned parameters. Specifically, the switched system

in (2–18) has the following properties, which are used in Chapters 4 and 6 for the

cycle-rider system [3,75,99,100].

Property 2.1. cm ≤M(q) ≤ cM , where cm, cM ∈ R>0 are known constants.

Property 2.2. |V (q, q̇)| ≤ cV |q̇|, where cV ∈ R>0 is a known constant and | · | denotes

the absolute value.

Property 2.3. |G(q)| ≤ cG, where cG ∈ R>0 is a known constant.

Property 2.4. |P (q, q̇)| ≤ cP1 + cP2 |q̇|, where cP1, cP2 ∈ R>0 are known constants [2].

Property 2.5. |bc| ≤ cc, where cc ∈ R>0 is a known constant [2].

Property 2.6. |d| ≤ cd, where cd ∈ R>0 is a known constant.

Property 2.7. | |τvol| ≤ cvol, where cvol ∈ R>0 is a known constant.

Property 2.8. The muscle control effectiveness Bm is lower and upper bounded

∀m ∈ M; thus, cb ≤ Bτ
M ≤ cB, whenever a muscle contraction is occurring (i.e.,

σs,τ = 1), where cb, cB ∈ R>0 are known constants. Otherwise (i.e., σs,τ = 0), Bτ
M = 0.

Property 2.9. In Chapters 4 and 6, the motor control effectiveness is bounded such

that whenever the motor is active (i.e., σe = 1), ce ≤ BE ≤ cE, where ce, cE ∈ R>0 are

known constants, and otherwise (i.e., σe = 0), BE = 0. In Chapters 5 and 7, the motor

control effectiveness is bounded such that ce ≤ BE ≤ cE. Recall that BE is assumed to

be known in Chapter 8.
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Property 2.10. Ṁ(q)− 2V (q, q̇) = 0, by skew-symmetry.

Property 2.11. The delay is upper and lower bounded such that τ ≤ τ ≤ τ̄ , where

τ , τ̄ ∈ R>0 are known constants. The EMD estimate error, defined as τ̃ , τ̂ − τ , is

bounded such that |τ̃ | ≤ τ̃ , where τ̃ , τ̂ ∈ R>0 denotes a known constant estimate of the

EMD, respectively. Note, the EMD estimate is time-varying in Chapter 5 and is constant

in all other chapters.

To aid the control design and analysis in Chapter 6, the vector Tanh (·) ∈ Rn is

defined as follows

Tanh (ξ) , [tanh (ξ1) , ..., tanh (ξn)]T , (2–22)

where ξ = [ξ1, ..., ξn]T ∈ Rn. Based on the definition in (2–22), the following inequalities

hold ∀ξ ∈ Rn [103]:

‖ξ‖2 ≥
n∑
i=1

ln (cosh (ξi)) ≥ ln (cosh (‖ξ‖)) ≥ 1

2
tanh2 (‖ξ‖) , (2–23)

‖ξ‖ > ‖Tanh (ξ)‖ , ‖Tanh (ξ)‖2 ≥ tanh2 (‖ξ‖) , (2–24)

‖ξ‖
tanh (‖ξ‖)

≤ ‖ξ‖+ 1. (2–25)
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CHAPTER 3
CHARACTERIZATION OF THE TIME-VARYING NATURE OF ELECTROMECHANICAL

DELAY DURING FES-CYCLING

In this chapter, the FES-induced torque production and EMD are quantified on

an FES-cycle for the quadriceps femoris and gluteal muscle groups. Two protocols

were performed on five able-bodied individuals and five individuals with NCs. The

EMD was examined by considering the CD and the RD, where the CD (RD) is the

time latency between the start (end) of stimulation and the onset (cessation) of torque.

For the first protocol, called the angle protocol, the motor fixed the crank arm in 10-

degree increments and at each angle stimulation was applied in a random sequence

to a combination of the quadriceps femoris and gluteal muscle groups to understand

how the torque and EMD vary at different crank angles of an FES cycle system. The

crank angle was determined to be statistically relevant for both the CD and RD. For

the second protocol, called the cycling protocol, closed-loop FES-cycling was applied

to induce fatigue and torque and EMD measurements were made during isometric

conditions before and after each minute of cycling to quantify the effect of fatigue on

EMD and torque production. A multiple linear regression and other descriptive statistics

were performed to establish a range of expected EMD values and bounds on the rate

of change of the EMD across a diverse population. Further, the EMD was found to

increase slightly and the torque to decrease significantly during the cycling experiment.

The results from these experiments can be used to assist in the development of closed-

loop controllers for FES-cycling that are robust to time-varying EMD and changes in

torque production. In fact, the results of this chapter are used to bound the EMD in

Chapters 4-8 and to estimate the EMD in Chapter 5.

3.1 Methods

Transcutaneous electrical stimulation was applied to the quadriceps femoris and the

gluteal muscle groups and the resulting crank arm torque was recorded during isometric

conditions to examine the torque production and EMD. During dynamic conditions
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the recorded torque measurements are a complex function of the leg and muscle

dynamics, disturbances such as volitional movement, motor contribution, FES-induced

muscle contribution, and the muscle effectiveness across various angles and velocities.

Since the FES-induced muscle contribution cannot be extracted from dynamic torque

measurements the EMD cannot be measured during dynamic conditions; thus, isometric

conditions are utilized in this chapter. The current amplitude (90 mA for the quadriceps

and 70 mA for the gluteals) and stimulation frequency (60 Hz) were fixed while the

pulse width was used as the control input.1 When recording the torque, each protocol

used the motor to hold the crank at a pre-specified angle to create isometric conditions

and then the pulse width was varied in an open-loop manner (i.e., the stimulation

pattern was predetermined) to induce muscle contractions. The pulse width pattern

was designed to enable repeated EMD and torque measurements throughout the

experiment. To fatigue the muscle, FES-induced cycling was implemented in one-minute

intervals between torque measurements for the cycling protocol.

3.1.1 Subjects

Five able-bodied individuals and five individuals with NCs, whose demographics

are listed in Table 3-1, participated in the study. Since an objective of this study is to

characterize and establish bounds on the EMD and the torque about the cycle crank

axis to inform the development of closed-loop controllers, participants with and without

NCs and with varied demographics were recruited. However, to investigate the EMD for

specific NCs including differences in levels of severity, clinical trials would need to be

pursued to yield a larger data set. Able-bodied participants are referred to by the letter

“S” followed by their participant number, while participants with NCs are referred to by

the letter “N” followed by their participant number. Prior to participation, written informed

1 These current amplitudes and stimulation frequency were selected based on prior
literature [3].
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Table 3-1. Participant Demographics
Participant Age Sex Condition Time Since Diagnosis

S1 27 M None - -
S2 28 M None - -
S3 22 F None - -
S4 21 M None - -
S5 23 M None - -
N1 26 M Spina Bifida (L5-S1) 26yr
N2 57 F Multiple Sclerosis 10yr
N3 42 F Cerebral Palsy 42yr
N4 34 F Multiple Sclerosis 5yr
N5 64 F Multiple Sclerosis 23yr

consent was obtained from each participant, as approved by the University of Florida

Institutional Review Board (IRB201901676).

3.1.2 Apparatus

The experimental testbed used in this chapter is the FES cycle, introduced in

Chapter 2.

3.1.3 Experimental Protocol

Two protocols were performed in this study, the Angle Protocol and the Cycling Pro-

tocol. Prior to either protocol, electrodes were placed medial-distal and lateral-proximal

over the quadriceps femoris muscle and over the proximal and distal components of the

gluteal muscle group in accordance with the Axelgaard electrode placement manual.2

The participant was then seated in the recumbent tricycle with their legs constrained

using orthotic boots. Next, a participant specific angle was determined for efficient stim-

ulation of both their left (right) quadriceps and left (right) gluteal muscle groups called

the left (right) angle, denoted by qL ∈ R (qR ∈ R). To allow for a comparison between

participants, qL and qR were selected using the torque transfer ratios from [3], denoted

2 If desired, images of electrode placement can be found under Knee-Extension and
Hip-Extension at https://www.axelgaard.com/Education.
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by Tm : Q → R, where m ∈ M , {RQ, RG, LQ, LG} indicates the right (R) and left (L)

quadriceps femoris (Q) and gluteal (G) muscle groups and the set of all possible crank

angles is denoted by Q ⊆ R. The left and right angle were selected as

q∗ , {q ∈ Q | [T∗ (q) = max (T∗)] & [T∗Q (q) , T∗G (q) > 0]} ,

where the * can be replaced by R or L to create distinct expressions, q denotes the

crank angle, and where

T∗ (q) ,

√(
T∗Q

max (T∗Q)

)2

+

(
T∗G

max (T∗G)

)2

.

Lastly, a proportional–integral–derivative (PID) controller was used to fix the crank

at the left (right) angle to create isometric conditions and comfort limits on the pulse

width, called the comfort threshold, were determined for the left (right) leg’s muscle

groups. During both protocols the participant was instructed to be a passive rider and to

provide no volitional effort and no practice was allowed.

The purpose of this study is to understand the effect of fatigue and the crank angle

on the EMD and torque production of two muscle groups in response to FES-induced

cycling. In previous studies, the gluteal muscle group is often stimulated only when the

quadriceps femoris group is also being stimulated [1, 3, 11, 12]. Therefore, in this study

the EMD and torque production are examined for two muscle combinations: quadriceps

only, and quadriceps and gluteal together.

3.1.3.1 Angle protocol

During the angle protocol, the motor fixed the crank arm in 10 degree increments

(from 10 degrees to 350 degrees) while 0.25 s of stimulation, at each muscle’s comfort

threshold, was provided at each angle in a random sequence to the right quadriceps

(RQ), left quadriceps (LQ), right quadriceps and gluteal (RQRG), and left quadriceps

and gluteal (LQLG) muscle groups. The pulse width input and resulting output torque
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were recorded with a 500 Hz sampling frequency. Rest periods of 2 s were provided

between each application of 0.25 s of stimulation.

3.1.3.2 Cycling protocol

The cycling protocol has two components: the measurement sequence and the

cycling sequence. For the measurement sequence, the motor randomly fixed the crank

at the right or left angle, followed by fixing the crank at the other angle. When at the right

(left) angle, 0.25 s of stimulation, at each muscle’s comfort threshold, was applied in a

random sequence to the RQ, RQRG (LQ, or LQLG) muscle groups with a 2 s rest period

provided between each bout of stimulation. The cycling sequence was 80 s and the

first 20 s consisted of the motor tracking a smooth cadence ramp from 0 to 50 RPM, at

which point the closed-loop FES controller from [3] was implemented for a one minute

duration of FES-cycling. For added comfort, the maximum allowed stimulation for each

muscle, during the cycling sequence, was set between 80% to 90% of each muscle’s

comfort threshold based on user comfort. The cycling protocol consisted of an initial

measurement sequence and thereafter a combination of a cycling sequence followed

(after a brief cool down of 5 s) by a measurement sequence repeated ten times for a

total of ten minutes of cycling.

3.1.4 Precautions

Since an aim of this chapter was to characterize the effect of fatigue on the EMD

and torque production, the experiments were only performed if the participant reported

that their muscles were adequately rested (i.e., no sore muscles from previous exercises

or activities). Additionally, an aim was to understand the effect of fatigue in various

muscle groups in both legs. However, only one leg and one muscle group combination

can be tested at a time. Therefore, during the measurement sequence, the order in

which the leg and muscle groups were stimulated was randomized. Randomization and

consistent timing were each managed automatically through the feedback controller

software.
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Due to the non-selective nature of FES [104, 105], fatigue should be similar across

intensity levels. Therefore, the comfort threshold for each muscle was used to set the

pulse width for each participant. During the cycling portion, 80% to 90% of the comfort

threshold was used as an upper limit of the stimulation input in each muscle. These

thresholds ensure comfort for the participant while simultaneously producing strong

contractions from each muscle group. To provide additional safety, an emergency stop

button was provided to halt the experiment if required.

3.1.5 Measurements

FES inputs (pulse width) and the resulting torque output were recorded with

a sampling frequency of 500 Hz. To reduce noise in the torque data, a 2nd order

Butterworth IIR low-pass filter with a half power frequency of 8 Hz was implemented

using the MATLAB functions designfilt and filtfilt to forward and reverse filter the torque

data so that the filter would not introduce a delay.

The pulse width and torque data were segmented such that each segment con-

tained 0.25 s of stimulation and its associated torque response. Each segment included

1 s of data from the moment the 0.25 s of stimulation began. The torque response in

each segment contained 3 distinct regions: a pre-contraction region called the initial

torque baseline, a region that represented the muscle contraction, and once the contrac-

tion ceased, a post-contraction region called the post torque baseline. The torque data

of each segment was shifted so that the average torque of the initial torque baseline was

0 to remove the inertia effects of the leg pushing against the torque sensor. A plot of a

single segment after being shifted is shown in Fig. 3-1.

During FES-cycling, generally stimulation is only applied when the resulting muscle

contraction yields efficient forward pedaling of the cycle. For the cycling protocol,

measurements only occurred at efficient angles. However, the angle protocol performed

isometric experiments at both efficient and inefficient angles. Therefore, it was desired

to only consider the data that resulted in efficient forward pedaling for the angle protocol,
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which was accomplished by measuring the peak (Tmax) and average (Tavg) torques as

defined below. The torque measurements were converted into a percent, for a given

participant and muscle combination, by dividing each Tmax (Tavg) measurement by the

maximum Tmax measurement over the entire experiment and multiplying by 100. The

percent torques were then plotted, and a subset of angles over which it is efficient (i.e.,

the median Tmax ≥ 40% for both muscle combinations) to stimulate the left and right

muscle groups was determined, and the data associated with non-efficient stimulation

was removed (e.g., all data associated with stimulation of a given muscle group at a

non-efficient angle for that muscle group).

3.1.5.1 Torque

The peak and average torques were measured to determine the effect of fatigue

and the effect of crank angle on the FES-induced torque. The peak torque (Tmax)

and the average torque (Tavg) are defined as the maximum and average value of the

resultant torque after 0.25 s of stimulation, respectively.

3.1.5.2 Delay

CD was measured in three ways: the initial CD (CD0), the CD to reach 25% of

the peak torque (CD25), and the CD to reach 75% of the peak torque (CD75). CD0 is

the time difference between when the first electrical pulse was delivered to the muscle

and the time the torque increased to 0.05 Nm above the initial torque baseline. CD25

(CD75) is the time difference between when the first electrical pulse was delivered to the

muscle and the time the torque increased to 25% (75%) of the peak torque value. RD

was measured in three ways: the initial residual delay (RD0), the RD to decay to 25% of

the peak torque (RD25), and the RD to decay to 75% of the peak torque (RD75). RD0

is the time the difference in time between when the last electrical pulse was delivered

to the muscle and the time that the torque fell to 0.05 Nm below the peak torque. RD25

(RD75) is the time difference between when the last electrical pulse was delivered to

the muscle and the time that the torque fell to 25% (75%) of the difference between the
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peak torque value and the average value of post torque baseline. For the angle protocol

the measurements CD0 and RD0 were not considered. Fig. 3-1 illustrates the different

delay measurements.

3.1.6 Statistical Analysis

3.1.6.1 Angle protocol

To characterize the effect of the crank angle on the EMD, a multiple linear regres-

sion was performed separately on the CD25, CD75, RD25, and RD75 measurements

using the fitlm function in MATLAB and the data obtained from the angle protocol. How-

ever, since the left and right muscle groups are effective over different sets of angles

(e.g., 50 to 160 degrees for the right muscle groups and 230 to 340 degrees for the left

muscle groups), two regressions were performed for each measurement: one for the left

muscle groups and another for the right. To allow for a comparison between the left and

right muscle groups, the angle was shifted before performing a regression. For the right

(left) angle data, the angle was subtracted by 50 (230). The regressions used the follow-

ing predictors: crank angle (Angle; quantitative predictor ranging from 0 to 110 for both

muscle groups due to shifting the data), the muscle combination (Side; RQ or RQRG for

the right muscle groups and LQ or LQLG for the left muscle groups), the individual being

tested (Subject; N1, . ., N5, S1, . ., S5), and the quadratic term Angle2. The reference

levels for the categorical predictors were selected as N1 for Subject and RQ (LQ) for the

right (left) muscle groups. Thus, the subsequent regressions do not include a coefficient

for N1, RQ, or LQ since their effects are included in the constant term of the regression

table.

3.1.6.2 Interpretation for the angle protocol

To determine if the crank angle (and hence lower limb position) has a significant ef-

fect on the EMD the statistical significance of the Angle and Angle2 predictor coefficients

were used. The coefficients for categorical predictors represent vertical shifts, while the

coefficients for quantitative predictors represent slopes. The regression over the right
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Figure 3-1. Schematic illustration to depict the six EMD measurements, where (a)
represents the initial pulse of a pulse train and (b) denotes the final pulse.
The first and last pulse of the pulse train are shown to represent timing
information for 0.25 s of stimulation where the height and width is arbitrarily
drawn. The EMD measurements are the initial contraction delay (CD0), the
contraction delay to reach 25% of the peak torque (CD25), the contraction
delay to reach 75% of the peak torque (CD75), the initial residual delay to
decay to 0.05 Nm below the peak torque (RD0), the residual delay to decay
to 25% of the peak torque (RD25), and the residual delay to decay to 75% of
the peak torque (RD75). The dashed black line indicates a torque threshold
of 0.05 Nm.
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(left) muscle groups provides a result that is effective over the crank angles 50 to 160

(230 to 340) degrees. However, recall that the angles were shifted prior to performing

the regressions. Therefore, as an example, the CD25 regression for the right muscle

groups, for a given Subject and Side, would yield a model with the following form

CD25(q) = A+B(q − 50) + C(q − 50)2, q∈[50, 160], (3–1)

where the coefficients A, B, and C are scalars obtained from the CD25 regression table

for the right muscle groups.

3.1.6.3 Cycling protocol

To quantify the effect of fatigue on FES-cycling, a series of multiple linear regres-

sions were performed using the fitlm function in MATLAB and using the cycling protocol

data. For each regression the dependent variable was selected as one of the measure-

ments (Tmax, Tavg, CD0, CD25, CD75, RD0, RD25, and RD75). Each of the regression

analyses used the following predictors (independent variables): number of minutes

spent cycling (CycleTime; quantitative predictor ranging from 0 to 10), leg dominance3

(Side; Non-dominant or Dominant), if the gluteal muscle group was stimulated (Muscle;

No Glute or Glute), and the individual being tested (Subject; S1, . . ., S5, N1, . ., N5).

To improve the model, the following quadratic and interaction terms were included in

all the regressions: CycleTime2, Side×Muscle, Side×Subject, Muscle×Subject, and

CycleTime×Subject. The interactions CycleTime×Side and CycleTime×Muscle were

initially included, however they were subsequently removed because they did not have a

significant effect (P-value > 0.05) for any of the regressions. The model for each regres-

sion included each independent variable, the quadratic term, and the aforementioned

3 Each participant was asked to self-identify their dominant leg. If they were uncer-
tain they were asked, “which leg would you use to kick a ball?” to identify their dominant
leg [106].

48



interactions. To provide additional information about how the delay varies with time the

quantitative predictors CD0, CD25, RD0, and RD75 were included in the regression on

CD25, CD75, RD75, and RD25, respectively. To assess goodness of each model the

adjusted R2 was utilized.

3.1.6.4 Interpretation for the cycling protocol

The statistical significance of the CycleTime, CycleTime×Subject, and CycleTime2

predictor coefficients was used to infer the effect of FES-cycling induced fatigue on

each measurement. The coefficients for quantitative predictors represent slopes. For

example, the quantitative predictor, CycleTime, being a significant predictor of CD0, and

CycleTime having a coefficient of 2, indicates that on average the CD0 increases by 2

ms per minute of cycling and the effect is significantly different from zero. Likewise, if

the quadratic term, CycleTime2, had a significant coefficient of 3 for the CD0, then on

average the CD0 would increase by 3 ms per squared minute of cycling. A significant

effect of the CycleTime×Subject interaction indicates that the effect of CycleTime on the

measured parameter depends on the subject. As an example, if CycleTime×Subject

has a significant S2 interaction coefficient of 5 for the CD0, then this indicates that the

CD0 increased by 5 ms more per cycling minute for S2 than for S1. This means that the

slope that CycleTime represents is steeper for S2 than for S1 (i.e., the delay increased

faster for S2).

To interpret the additional quantitative predictors, consider the CD25 regression as

an example. Including CD0 in the CD25 regression essentially segments the measure-

ments. The CycleTime parameter from the CD25 regression indicates the rate CD25 is

changing per minute of cycling relative to the CD0 measurement. For example, if Cycle-

Time is 2 from the CD0 regression and CD0 and CycleTime from the CD25 regression

are 1 and 3, respectively, then on average CD25 would increase by 3 ms per minute of

cycling relative to CD0 and would increase by 5 ms per minute of cycling (3 + 2(1) = 5)

relative to the instant the stimulation began.
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Table 3-2. Angle Protocol: Regressions on CD measurements for the right muscle
groups, where the angle coefficients are multiplied by (q − 50) ∈ [0, 110],
where q is the crank angle.

CD25 (ms) CD75 (ms)
Term Coef SE P-Value Sig. Coef SE P-Value Sig.
Constant 85.06 2.69 0.000 *** 164.34 6.73 0.000 ***
Angle -0.29 0.07 0.000 *** -0.12 0.18 0.507 ns
Angle2 0.0054 0.0006 0.000 *** 0.0073 0.0015 0.000 ***
Side

RQRG 0.76 1.20 0.528 ns 0.38 3.01 0.899 ns
Subject

N2 -1.12 2.65 0.674 ns -1.03 6.61 0.877 ns
N3 -13.58 4.31 0.002 ** -33.71 10.76 0.002 **
N4 -4.04 2.52 0.110 ns -10.68 6.29 0.091 ns
N5 -7.57 3.03 0.013 * -24.98 7.56 0.001 ***
S1 -0.12 2.84 0.967 ns -22.37 7.08 0.002 **
S2 5.42 2.49 0.031 * -10.30 6.23 0.100 ns
S3 0.65 2.53 0.799 ns -4.12 6.32 0.515 ns
S4 -12.24 2.51 0.000 *** -40.55 6.27 0.000 ***
S5 -3.02 2.61 0.250 ns -11.93 6.53 0.069 ns

R2
adj 73.1% 67.5%

3.2 Results

3.2.1 Angle Protocol

Plots of the percent torques are depicted in Figure 3-2 and plots of the EMD

measurements are shown in Figures 3-3 and 3-4. Regressions were performed on each

EMD measurement for both the left and right muscle groups using the data depicted in

Figures 3-3 and 3-4, and the results are included in Tables 3-2 to 3-5. For visual clarity,

non-significant (P-Values > 0.05) regression coefficients in each table are denoted

by ns, and statistical significance is indicated by *, **, and *** for P-values less than

or equal to 0.05, 0.01, and 0.001, respectively. Each regression model was validated

by generating normal probability plots of the residual errors and visually confirming

normality. Additionally, the adjusted R2 was between 67% and 76% (45% and 68%) for

each CD (RD) regression, indicating a good fit. Angle and/or Angle2 were statistically

significant predictors (P-value < 0.05) for each CD and RD regression, indicating the

crank angle has a significant effect on both the CD and the RD, and hence the EMD.
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Figure 3-2. Angle Protocol: Torque measurements for each muscle combination (i.e.,
right quadriceps (RQ), left quadriceps (LQ), right quadriceps and gluteal
(RQRG), and left quadriceps and gluteal (LQLG) muscle groups). The
values show the median across all subjects and the lower and upper error
bar denote the 25th (Q1) and 75th (Q3) percentiles, respectively. For a given
muscle combination and participant, the peak (average) torque was
converted into a percent by dividing each peak (average) torque
measurement by the maximum peak torque measurement for the same
participant and muscle combination over the entire experiment and
multiplying by 100. The 0 degree crank angle corresponds to the crank
being horizontal with the ground and the right leg extended. Consistent with
the findings in Bellman et al. [3], the peak and average torques vary in a
sinusoidal manner with the crank angle. The torque measurements show
that at some angles there is negligible torque production, known as
kinematic deadzones [1,3,107], and other angles are more efficient for
positive torque production.
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Figure 3-3. Angle Protocol: Box plots of the contraction delay (CD) measurements for
each muscle combination (i.e., right quadriceps (RQ), left quadriceps (LQ),
right quadriceps and gluteal (RQRG), and left quadriceps and gluteal
(LQLG) muscle groups). The black dot within a white circle denotes the
median, and the box edges denote the the 25th (Q1) and 75th (Q3)
percentiles. The most extreme, non-outlier, data points are indicated by the
whiskers and the outliers are indicated by circles. An outlier is a point above
Q3+1.5(Q3-Q1) or below Q1-1.5(Q3-Q1). The 0 degree crank angle
corresponds to the crank being horizontal with the ground and the right leg
extended. In each subplot, the CD appears to initially be relatively flat and to
then increase with the crank angle. In Muraoka et al., the delay was
measured at multiple joint angles and it was determined that the delay is
dependent on the joint angle until the tendon slack is taken up, at which
point the delay becomes constant for further joint angle changes [108].
Therefore, it is possible that the crank angles where the CD was relatively
constant correspond to the crank angles where the tendon slack is taken up.
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Figure 3-4. Angle Protocol: Box plots of the residual delay (RD) measurements for each
muscle combination (i.e., right quadriceps (RQ), left quadriceps (LQ), right
quadriceps and gluteal (RQRG), and left quadriceps and gluteal (LQLG)
muscle groups). The black dot within a white circle denotes the median, and
the box edges denote the the 25th (Q1) and 75th (Q3) percentiles. The most
extreme, non-outlier, data points are indicated by the whiskers and the
outliers are indicated by circles. An outlier is a point above Q3+1.5(Q3-Q1)
or below Q1-1.5(Q3-Q1). The 0 degree crank angle corresponds to the
crank being horizontal with the ground and the right leg extended. By visual
inspection of the RD subplots the effect of the angle on the RD appears to
be unclear.
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Table 3-3. Angle Protocol: Regressions on RD measurements for the right muscle
groups, where the angle coefficients are multiplied by (q − 50) ∈ [0, 110],
where q is the crank angle.

RD25 (ms) RD75 (ms)
Term Coef SE P-Value Sig. Coef SE P-Value Sig.
Constant 171.02 6.83 0.000 *** 102.40 4.39 0.000 ***
Angle -0.26 0.18 0.141 ns -0.05 0.11 0.653 ns
Angle2 0.0041 0.0015 0.008 ** 0.0020 0.0010 0.043 *
Side

RQRG 6.39 3.05 0.038 * 0.161 1.96 0.754 ns
Subject

N2 28.42 6.72 0.000 *** 18.50 4.32 0.000 ***
N3 16.42 10.92 0.134 ns 6.83 7.02 0.332 ns
N4 47.27 6.38 0.000 *** 33.60 4.11 0.000 ***
N5 31.56 7.67 0.000 *** 14.08 4.93 0.005 **
S1 -17.39 7.19 0.017 * -7.95 4.62 0.087 ns
S2 12.31 6.32 0.053 ns 6.53 4.07 0.110 ns
S3 7.92 6.41 0.218 ns 1.75 4.13 0.673 ns
S4 6.27 6.36 0.325 ns 4.18 4.09 0.309 ns
S5 44.05 6.62 0.000 *** 8.62 4.26 0.045 *

R2
adj 49.9% 47.1%

Table 3-4. Angle Protocol: Regressions on CD measurements for the left muscle
groups, where the angle coefficients are multiplied by (q − 230) ∈ [0, 110],
where q is the crank angle.

CD25 (ms) CD75 (ms)
Term Coef SE P-Value Sig. Coef SE P-Value Sig.
Constant 67.33 2.29 0.000 *** 134.66 5.56 0.000 ***
Angle -0.12 0.07 0.092 ns -0.29 0.165 0.083 ns
Angle2 0.0033 0.0006 0.000 *** 0.0084 0.0014 0.000 ***
Side

LQLG 0.56 1.18 0.643 ns 5.80 2.85 0.043 *
Subject

N2 21.98 2.53 0.000 *** 23.29 6.15 0.000 ***
N3 -0.59 3.04 0.846 ns -9.18 7.37 0.214 ns
N4 18.72 2.37 0.000 *** 15.16 5.74 0.009 **
N5 20.61 2.45 0.000 *** 26.25 5.95 0.000 ***
S1 24.94 2.61 0.000 *** 27.21 6.34 0.000 ***
S2 12.51 2.48 0.000 *** 25.67 6.02 0.000 ***
S3 2.40 2.42 0.3237 ns 2.19 5.88 0.710 ns
S4 35.59 2.79 0.000 *** 58.28 6.76 0.000 ***
S5 15.05 2.39 0.000 *** 7.05 5.81 0.227 ns

R2
adj 75.3% 68.9%
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Table 3-5. Angle Protocol: Regressions on RD measurements for the left muscle
groups, where the angle coefficients are multiplied by (q − 230) ∈ [0, 110],
where q is the crank angle.

RD25 (ms) RD75 (ms)
Term Coef SE P-Value Sig. Coef SE P-Value Sig.
Constant 175.69 6.59 0.000 *** 94.22 3.13 0.000 ***
Angle -0.39 0.196 0.048 * -0.16 0.09 0.078 ns
Angle2 0.0044 0.0017 0.009 ** 0.0022 0.0008 0.007 **
Side

LQLG 7.54 3.38 0.027 * 2.51 1.61 0.120 ns
Subject

N2 49.10 7.29 0.000 *** 42.17 3.47 0.000 ***
N3 84.37 8.73 0.000 *** 39.29 4.15 0.000 ***
N4 28.70 6.81 0.000 *** 31.75 3.24 0.000 ***
N5 26.85 7.06 0.000 *** 28.22 3.35 0.000 ***
S1 12.66 7.52 0.094 ns 16.28 3.57 0.000 ***
S2 10.46 7.14 0.145 ns 5.63 3.39 0.099 ns
S3 -16.34 6.97 0.020 * -2.38 3.31 0.474 ns
S4 53.23 8.02 0.000 *** 40.42 3.81 0.000 ***
S5 8.23 6.89 0.234 ns 14.75 3.27 0.000 ***

R2
adj 54.3% 67.8%

A couple of examples are presented to demonstrate the model provided by the

regression tables. The form of the model for the CD25 regression for the right muscle

groups is included in (3-1), where coefficient A is obtained by adding the Constant,

Subject, and Side coefficients from the CD25 data in Table 3-2 as applicable. Note that

the Subject and Side coefficients are associated with a specific participant or muscle

combination and recall that Tables 3-2 to 3-5 do not include a coefficient for N1, RQ,

or LQ since their effects are included in the constant terms of the regression tables.

Furthermore, coefficients B and C are obtained from the Angle and Angle2 coefficients

from the CD25 data in Table 3-2, respectively. For example, the model of CD25 for

participant S1 and the RQ muscle is CD25(q) = 84.94− 0.29(q− 50) + 0.0054(q− 50)2, q ∈

[50, 160]. Likewise, using the CD25 data in Table 3-4, the model of CD25 for participant

S1 and the LQ muscle is CD25(q) = 92.27−0.12(q−230)+0.0033(q−230)2, q ∈ [230, 340].
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Figure 3-5. Cycling Protocol: Box plots of the torque measurements for participants with
(N) and without (S) NCs. The median is depicted by a black dot within a
white circle, the edges of the box denote the 25th (Q1) and 75th (Q3)
percentiles, the whiskers denote the most extreme data points that are not
considered to be outliers, and the outliers are indicated by circles. A data
point is considered an outlier if it is below Q1-1.5(Q3-Q1) or above
Q3+1.5(Q3-Q1). As the cycling time increased the peak and average
torques tended to decrease, indicating that cycling resulted in fatigue.

3.2.2 Cycling Protocol

The effect of the number of minutes spent cycling on the Tmax and Tavg is depicted

in Fig. 3-5 and the effect of the number of minutes spent cycling on the six delay

measurements is depicted in Fig. 3-6. To better understand the range of the two

torque and six delay measurements over all the experiments, a table of descriptive

statistics for each measurement is provided in Table 3-6. Measurements for 10 subjects

in Table 3-6 resulted in N = 440 samples. Regressions were performed on Tmax, Tavg,

CD0, CD25, CD75, RD0, RD25, and RD75 and the results for CD0, CD25, and CD75
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Figure 3-6. Cycling Protocol: Box plots of the delay measurements for participants with
(N) and without (S) NCs. The median is depicted by a black dot within a
white circle, the edges of the box denote the 25th (Q1) and 75th (Q3)
percentiles, the whiskers denote the most extreme data points that are not
considered to be outliers, and the outliers are indicated by circles. A data
point is considered an outlier if it is below Q1-1.5(Q3-Q1) or above
Q3+1.5(Q3-Q1). The CD subplots show a general increasing or flat trend.
The RD subplots depict that the RD initially increased and later began to
decrease.
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Table 3-6. Cycling Protocol: Descriptive statistics

Variable Units Min Q1 Median Q3 Max
Tmax Nm 0.116 0.538 0.796 1.265 3.529
Tavg Nm 0.038 0.296 0.427 0.632 1.742
CD0 ms 33.8 49.7 56.3 64.2 92.2
CD25 ms 51.8 85.8 93.9 102.1 143.9
CD75 ms 97.7 164.3 182.0 198.1 247.9
RD0 ms 6.5 62.1 75.8 94.2 149.8
RD25 ms 119.9 204.3 226.2 272.0 408.0
RD75 ms 36.2 104.1 119.8 138.2 187.8

are provided in Table 3-7 and the results for RD0, RD25, and RD75 are provided in

Table 3-8. For visual clarity, statistical significance of the fitted coefficients is indicated

in each table by *, **, and *** for P-Values less than or equal to 0.05, 0.01, and 0.001,

respectively. Fitted coefficients that are not significant (P-Values > 0.05) are indicated by

ns. For each regression the adjusted R2 was between 66% and 95%, which indicates

a good fit was achieved [33]. To validate each regression model, normal probability

plots were created and normality of the residual errors was visually confirmed for each

measurement. To quantify the rate at which the two torque and six delay measurements

vary with cycling time (fatigue), a table of descriptive statistics for the rates of change of

each variable is provided in Table 3-9.

3.2.2.1 Torque

CycleTime, CycleTime×Subject, and CycleTime2 were all statistically significant

predictors (P-value < 0.05) of Tmax and Tavg, indicating that fatigue (induced by cycling)

occurs and has a significant effect on the FES-induced torque production confirming a

hypothesis of this chapter. By using the coefficients from the regression analyses for

CycleTime and CycleTime×Subject, it was determined that both Tmax and Tavg tended

to decrease for each participant per cycling minute. Since CycleTime2 had a positive

coefficient for both Tmax and Tavg, the rate at which Tmax and Tavg decreases per cycling

minute becomes less steep as the cycling time progresses.
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Table 3-7. Cycling Protocol: Regressions on CD measurements (ms)

CD0 CD25 CD75
Term Coef SE P-Value Sig. Coef SE P-Value Sig. Coef SE P-Value Sig.
Constant 66.60 2.12 0.000 *** 28.43 3.38 0.000 *** 50.45 8.97 0.000 ***
CycleTime 1.35 0.42 0.001 *** 0.13 0.361 0.711 ns 2.04 0.898 0.024 *
CycleTime2 -0.017 0.031 0.594 ns -0.089 0.027 0.001 *** -0.169 0.067 0.012 *
CD0/CD25∗ 1.03 0.04 0.000 *** 1.19 0.08 0.000 ***
Side

Dominant -1.80 1.83 0.326 ns 0.60 1.57 0.704 ns 12.84 3.91 0.001 ***
Muscle

Glute -13.40 1.83 0.000 *** 21.68 1.67 0.000 *** 10.81 3.96 0.007 **
Subject

S2 -6.65 2.90 0.022 * 5.05 2.49 0.043 * 20.20 6.18 0.001 ***
S3 -13.47 2.90 0.000 *** 4.58 2.54 0.072 ns 6.35 6.22 0.308 ns
S4 -22.46 2.90 0.000 *** 7.08 2.65 0.008 ** -6.57 6.31 0.298 ns
S5 -11.78 2.90 0.000 *** 5.63 2.53 0.026 * 1.92 6.20 0.757 ns
N1 -17.24 2.90 0.000 *** 3.71 2.58 0.151 ns 30.18 6.28 0.000 ***
N2 2.34 2.90 0.420 ns -4.69 2.48 0.059 ns 31.43 6.18 0.000 ***
N3 -5.49 2.90 0.059 ns -31.04 2.49 0.000 *** -13.40 6.84 0.051 ns
N4 -15.31 2.90 0.000 *** 6.28 2.56 0.015 * 14.60 6.22 0.019 *
N5 3.95 2.90 0.174 ns 5.02 2.48 0.044 * -3.88 6.22 0.533 ns

Side×Muscle
Dominant×Glute 1.80 1.11 0.105 ns -4.34 0.95 0.000 *** -5.69 2.36 0.016 *

CycleTime×Subject
S2 -1.00 0.39 0.010 ** 0.13 0.34 0.709 ns -0.03 0.84 0.970 ns
S3 0.57 0.39 0.143 ns 0.68 0.33 0.044 * -1.97 0.84 0.019 *
S4 -0.68 0.39 0.083 ns 0.27 0.33 0.418 ns -1.37 0.83 0.101 ns
S5 -0.05 0.39 0.889 ns 0.15 0.33 0.663 ns -0.96 0.83 0.251 ns
N1 -0.35 0.39 0.370 ns -0.73 0.33 0.030 * -1.09 0.84 0.195 ns
N2 -0.96 0.39 0.015 * -0.08 0.34 0.810 ns 0.56 0.84 0.501 ns
N3 -0.50 0.39 0.199 ns -0.01 0.33 0.983 ns 0.01 0.83 0.986 ns
N4 -0.43 0.39 0.276 ns 0.26 0.33 0.433 ns -0.76 0.83 0.359 ns
N5 -0.12 0.39 0.760 ns 0.09 0.33 0.787 ns -0.06 0.83 0.941 ns

Side×Subject
Dominant×S2 -7.84 2.47 0.002 ** 9.80 2.14 0.000 *** 0.69 5.27 0.895 ns
Dominant×S3 -3.28 2.47 0.185 ns 9.53 2.11 0.000 *** 4.30 5.29 0.417 ns
Dominant×S4 0.84 2.47 0.734 ns 13.39 2.11 0.000 *** 16.74 5.39 0.002 **
Dominant×S5 -5.82 2.47 0.019 * 13.20 2.12 0.000 *** -0.25 5.30 0.963 ns
Dominant×N1 -5.11 2.47 0.039 * 19.06 2.12 0.000 *** -19.50 5.38 0.000 ***
Dominant×N2 -3.61 2.47 0.145 ns 7.06 2.12 0.001 *** -38.38 5.27 0.000 ***
Dominant×N3 3.08 2.47 0.214 ns -0.55 2.11 0.796 ns 11.28 5.27 0.033 *
Dominant×N4 -3.14 2.47 0.205 ns 7.42 2.11 0.000 *** 10.45 5.28 0.048 *
Dominant×N5 -4.63 2.47 0.062 ns -12.84 2.12 0.000 *** 4.145 5.45 0.415 ns

Muscle×Subject
Glute×S2 12.38 2.47 0.000 *** -11.86 2.18 0.000 *** -3.36 5.27 0.524 ns
Glute×S3 0.62 2.47 0.803 ns -9.94 2.11 0.000 *** 15.80 5.32 0.003 **
Glute×S4 8.50 2.47 0.001 *** -12.13 2.14 0.000 *** -0.02 5.27 0.997 ns
Glute×S5 8.60 2.47 0.001 *** -10.65 2.14 0.000 *** 4.14 5.27 0.432 ns
Glute×N1 11.81 2.47 0.000 *** -19.59 2.12 0.000 *** -5.70 5.30 0.283 ns
Glute×N2 4.85 2.47 0.051 ns -13.60 2.12 0.000 *** 0.76 5.31 0.886 ns
Glute×N3 4.61 2.47 0.063 ns -8.20 2.12 0.000 *** -14.16 5.27 0.008 **
Glute×N4 12.74 2.47 0.000 *** -19.98 2.18 0.000 *** -7.94 5.30 0.135 ns
Glute×N5 9.95 2.47 0.000 *** -19.17 2.15 0.000 *** -6.29 5.31 0.238 ns

R2
adj 71.2% 87.7% 79.8%

∗The quantitative predictor CD0 was included in the regression on CD25 and the quanti-
tative predictor CD25 was included in the regression on CD75.
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Table 3-8. Cycling Protocol: Regressions on RD measurements (ms)

RD0 RD75 RD25
Term Coef SE P-Value Sig. Coef SE P-Value Sig. Coef SE P-Value Sig.
Constant 59.13 4.97 0.000 *** 47.18 3.83 0.000 *** 112.51 14.18 0.000 ***
CycleTime 6.58 0.98 0.000 *** 1.50 0.68 0.029 * 9.95 2.17 0.000 ***
CycleTime2 -0.573 0.07 0.000 *** -0.298 0.052 0.000 *** -0.536 0.17 0.002 **
RD0/RD75∗ 0.84 0.03 0.000 *** 1.06 0.10 0.000 ***
Side

Dominant 7.70 4.30 0.074 ns 0.457 2.85 0.873 ns -48.57 9.08 0.000 ***
Muscle

Glute -0.27 4.30 0.951 ns 8.66 2.84 0.002 ** 1.52 9.09 0.867 ns
Subject

S2 -14.27 6.80 0.036 * -1.90 4.52 0.675 ns -25.10 14.34 0.081 ns
S3 8.61 6.80 0.206 ns 11.55 4.50 0.011 * -12.61 14.43 0.383 ns
S4 -20.07 6.80 0.003 ** 23.51 4.54 0.000 *** -10.91 14.32 0.447 ns
S5 -12.09 6.80 0.076 ns 3.26 4.51 0.470 ns -19.36 14.33 0.177 ns
N1 4.61 6.80 0.498 ns 3.11 4.49 0.489 ns -22.68 14.33 0.114 ns
N2 46.40 6.80 0.000 *** 4.13 4.75 0.385 ns 12.02 14.93 0.421 ns
N3 18.20 6.80 0.008 ** 1.68 4.53 0.711 ns 55.05 14.41 0.000 ***
N4 35.95 6.80 0.000 *** 9.92 4.65 0.033 * -37.70 14.85 0.012 *
N5 -11.47 6.80 0.092 ns 1.55 4.51 0.730 ns -22.25 14.33 0.121 ns

Side×Muscle
Dominant×Glute 3.77 2.59 0.147 ns -0.83 1.72 0.629 ns 4.71 5.47 0.390 ns

CycleTime×Subject
S2 0.20 0.92 0.830 ns 0.69 0.61 0.256 ns -5.49 1.93 0.005 **
S3 -0.38 0.92 0.678 ns 0.81 0.61 0.184 ns -6.57 1.93 0.001 ***
S4 0.65 0.92 0.477 ns 1.92 0.61 0.002 ** -3.32 1.94 0.088 ns
S5 -1.79 0.92 0.052 ns 0.77 0.61 0.206 ns -9.62 1.93 0.000 ***
N1 -1.51 0.92 0.099 ns -0.07 0.61 0.912 ns -4.85 1.93 0.012 *
N2 -1.87 0.92 0.041 * 0.28 0.61 0.642 ns -1.75 1.93 0.366 ns
N3 0.72 0.92 0.433 ns 0.21 0.61 0.731 ns -5.84 1.93 0.003 **
N4 -1.53 0.92 0.095 ns 0.47 0.61 0.439 ns -5.99 1.93 0.002 **
N5 0.58 0.92 0.530 ns 1.33 0.61 0.040 * -3.72 1.94 0.055 ns

Side×Subject
Dominant×S2 5.20 5.80 0.370 ns 6.51 3.83 0.090 ns 34.59 12.25 0.005 **
Dominant×S3 -12.83 5.80 0.027 * -6.72 3.85 0.082 ns 46.75 12.33 0.000 ***
Dominant×S4 23.56 5.80 0.000 *** -4.50 3.91 0.250 ns 15.46 12.30 0.209 ns
Dominant×S5 11.12 5.80 0.056 ns 13.19 3.85 0.001 *** 112.59 12.40 0.000 ***
Dominant×N1 -17.71 5.80 0.002 ** 10.59 3.88 0.007 ** 43.01 12.21 0.000 ***
Dominant×N2 -5.91 5.80 0.309 ns 8.77 3.84 0.023 * 0.33 12.21 0.979 ns
Dominant×N3 -40.81 5.80 0.000 *** -38.01 4.06 0.000 *** -0.94 14.14 0.947 ns
Dominant×N4 -3.01 5.80 0.603 ns 8.88 3.83 0.021 * 67.93 12.22 0.000 ***
Dominant×N5 42.10 5.80 0.000 *** -7.76 4.08 0.058 ns 71.94 12.50 0.000 ***

Muscle×Subject
Glute×S2 -0.58 5.80 0.920 ns -8.64 3.83 0.025 * 2.02 12.24 0.869 ns
Glute×S3 -10.19 5.80 0.080 ns -1.95 3.85 0.612 ns 12.30 12.25 0.316 ns
Glute×S4 8.30 5.80 0.153 ns -18.09 3.84 0.000 *** 23.67 12.25 0.054 ns
Glute×S5 3.52 5.80 0.544 ns -4.16 3.83 0.278 ns 4.85 12.20 0.692 ns
Glute×N1 -2.77 5.80 0.633 ns -9.06 3.83 0.019 * -0.59 12.25 0.962 ns
Glute×N2 -14.35 5.80 0.014 * -9.53 3.86 0.014 * -2.19 12.39 0.860 ns
Glute×N3 -2.75 5.80 0.636 ns -8.15 3.83 0.034 * -11.64 12.25 0.342 ns
Glute×N4 -1.83 5.80 0.752 ns -9.06 3.83 0.019 * -3.26 12.25 0.790 ns
Glute×N5 -9.20 5.80 0.113 ns -7.55 3.84 0.050 * 3.50 12.30 0.776 ns

R2
adj 69.6% 88.8% 66.2%

∗The quantitative predictor RD0 was included in the regression on RD75 and the quanti-
tative predictor RD75 was included in the regression on RD25.
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3.2.2.2 Delay

From Tables 3-7 and 3-8, it can be seen that CycleTime, CycleTime×Subject,

and CycleTime2 are significant predictors and hence fatigue (induced by cycling) has

a significant effect on the FES-induced EMD confirming the other hypothesis of this

chapter.

3.3 Discussion

An important observation of this study is that similar trends occurred across

the different populations in this study, which is likely due to the fact that the energy

conversion process resulting from the application of an electric field to the generation

of torque is largely invariant to the causation of different NCs. Therefore, the data for all

participants were combined when generating the plots and performing the regressions

for the angle protocol.

3.3.1 Angle Protocol

Participants with and without NCs were recruited in this study. Interestingly, both

populations displayed similar trends, and hence, the data for all participants were

combined when generating the plots and performing the regressions. Similarly, in the

Cycling Protocol it was observed that although variability may exist between partic-

ipants with and without NCs, the overall trends were consistent across the different

populations.

By inspection of Figures 3-3 and 3-4, the CD and RD appear to behave differently.

The crank angle appears to have a smaller, although still significant, effect on the RD

compared to the CD. Furthermore, from the regression results in Tables 3-2 to 3-5 it was

determined that the crank angle and the muscle combination have a significant effect

on the EMD during FES-cycling. Since the lower limb position is a function of the crank

angle, it could be concluded that the EMD is a function of the lower limb position during

FES-cycling. The finding that the EMD is a function of the lower limb position is true,

in general, and is agnostic to the specific exercise being performed. However, different
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exercises may result in a different combination of muscle groups being active at a given

time, which would impact the model. Future studies would be required to establish

specific models of the EMD for these other activities.

3.3.2 Cycling Protocol

Although the results of this study, such as those in Table 3-6, can be compared

to the results of prior studies, all prior studies focused on single joint tasks where the

effects of more complicated tasks that require multiple muscle groups at once were

not considered. Previous studies also only focused on the initial CD and not the time

to produce different levels of torque or force production (CD25 or CD75) and few

considered the RD [33].

3.3.2.1 Torque

Prior studies have investigated the change in torque or force production as a

result of fatigue [33, 109]4 . In Rampichini et al. [109], after two minutes of stimulation

to the gastrocnemius medialis the peak force decreased from 687 N to 639 N and in

Downey et al. [33], FES over a 5 minute duration in the quadriceps femoris resulted in

the peak torque decreasing from 25.05 Nm to 5.35 Nm. However, it is unknown how the

torque production will vary as a result of FES-cycling. In Fig. 3-5, the peak and average

torques decreased as the cycling time increased. As a muscle fatigues, the force that

it generates decreases, thus Fig. 3-5 confirms the hypothesis that FES-cycling does

induce fatigue. The median peak torque was found to be 1.59 Nm (0.70 Nm) before

cycling and 1.03 Nm (0.51 Nm) after 10 minutes of cycling for the participants without

(with) NCs. A one-tail, unpaired t-test was performed using the combined data across all

cycling times to conclude that Tmax and Tavg are significantly smaller (P-value < 0.001)

for participants with NCs than those with none. Future attempts to minimize FES-cycling

induced fatigue can be compared against the rates and findings of this chapter.

4 In [33,109] results were for clinically healthy participants.
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3.3.2.2 Delay

Recently studies have investigated EMD changes due to FES induced fatigue

[33, 109]. Rampichini et al. [109] reports that after two minutes of stimulation to the

gastrocnemius medialis the EMD increased from 26.85 ms to 31.74 ms. Downey et

al. [33] reports that FES over a 5 minute duration in the quadriceps femoris from a high-

fatiguing protocol (10 s of stimulation every 15 s) resulted in CD0 increasing from 52.06

ms to 128.34 ms. From Fig. 7 in [33], it can be seen that the low-fatiguing protocol (5 s

of stimulation every 15 s) caused CD0 to increase from 52 ms to 62 ms. In the present

study, the quadriceps femoris and the gluteal muscle groups were stimulated over 10

minutes of FES-induced cycling resulting in an increased median of CD0 from 54.0

ms to 59.8 ms after 10 minutes of cycling. From [33], a protocol that only changes the

duration of stimulation can result in a significant difference in the change in CD0 from

before to after the protocol. Therefore, the variation between the change in CD0 across

different studies is likely due to a variation in stimulation intensity or duration for each

study.

As indicated in Fig. 3-6, CD0 tends to increase with cycling time, indicating CD0

increased with fatigue; thus as Tmax decreased (Fig. 3-5), CD0 increased. This is

consistent with the finding in [95], where it was found that at lower isometric forces the

delay was larger. From Fig. 3-6, it can be seen that the other EMD measurements do

not generally increase with cycling time. After normalizing each EMD measurement by

its respective peak torque measurement, the normalized EMD tended to increase with

time indicating that Tmax has a strong influence on the EMD. Therefore, it is possible that

EMD varies with fatigue because fatigue causes Tmax to decrease.

By inspection of Fig. 3-6 and Tables 3-6 and 3-9 it can be seen that the EMD

was different for the participants with NCs and those with none. A two-tail, unpaired

t-test indicated that CD0, CD25, CD75, and RD0 were significantly different (P-value

< 0.001) for able-bodied participants and those with NCs (Table 3-6). From Table 3-6,
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participants with NCs had on average a 48.5% smaller median Tmax than the able-

bodied participants, which likely contributes to the difference between the groups. The

results in Tables 3-6 and 3-9 provide results on the EMD for both groups of participants

as well as a combination, which can be used to bound the torque and EMD and their

rates of change. A diverse population was recruited because it was desired for the

bounds to represent a varied population.

Another finding of this study is that the CD and RD are not the same. For example,

using the CD0 and RD0 data for all participants, a two-tail, unpaired t-test was used to

conclude that CD0 and RD0 are different (P-value < 0.001). The difference between

the CD and RD measurements is also apparent in Fig. 3-6. In Table 3-9, it is noticeable

that the RD increases with cycling time at a faster rate than the CD. Therefore, the

cycling protocol confirms a conclusion from the angle protocol, that the CD and RD

are different. Additionally, the regression results in Tables 3-7 and 3-8 confirm that the

muscle group, the side, and the interaction Side×Muscle were statistically significant

(P-value < 0.05) predictors of the EMD, indicating that the EMD varies among different

muscle groups.

3.3.3 Closed-Loop Control

The results in this chapter can be used to improve the future development of

closed-loop controllers for FES-cycling, such as those in Chapters 4-8, by providing

insight into how the torque and EMD should be modeled and by establishing a range

of expected values for the torque and the EMD. For example, the results indicate that

future control designs should include different delays in the dynamic model for the CD,

RD, and each muscle combination. Furthermore, when developing an estimator of

the EMD, it should allow for the EMD to be a function of the crank angle. To account

for inter-subject variability, previous closed-loop controllers for FES systems typically

utilize robust control design methods, which require the delay to be lower and upper

bounded by known constants [11–13]. The EMD bounds are important because they are
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used to determine when to apply/cease stimulation in an effort to properly time when

FES should be applied so that muscle contractions occur at times that yield effective

torque production, which can potentially reduce the rate of fatigue. The results in this

chapter provide the control designer with a range of expected bounds for each EMD

measurement. The bounds on the rate of change of each EMD measurement can

likewise inform adaptive update laws that estimate the delay to yield a more accurate

estimate of the EMD throughout an experiment, which will improve performance.

3.4 Concluding Remarks

This chapter used plots and statistical results to confirm the hypothesis that FES-

induced cycling will result in the torque and EMD varying with cycling time. Another

finding is that the crank angle has a a significant effect on the EMD during FES-cycling.

The EMD was divided into six different measurements to better understand how the

EMD varied with time. To aid future control development, bounds were established on

the torque and EMD and on the rate of change of both. Additionally, the study indicated

that the CD and RD are different and that the EMD varies between muscle combina-

tions. The results in this study can be used to inform the development of closed-loop

controllers that account for the existence of a time-varying EMD. The findings of this

chapter also indicate that the EMD should be modeled as angle dependent. These

future efforts may lead to improved assistive devices and rehabilitative treatments.

Additional studies could further investigate the effects of fatigue on the EMD at various

crank angles.
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CHAPTER 4
ROBUST CADENCE TRACKING FOR SWITCHED FES-CYCLING WITH AN

UNKNOWN TIME-VARYING INPUT DELAY

In this chapter, closed-loop FES and motor controllers are implemented on the

FES-cycle dynamic model introduced in Chapter 2 to yield cadence tracking. Stimulation

is applied to three of the major muscle groups of the leg (i.e., quadriceps, hamstrings,

gluteals). Additionally, delay-dependent switching conditions, which are presented

in Chapter 2, and a robust control method are developed to account for an unknown

time-varying input delay of a switched system. The results in Chapter 3 are used to

bound the EMD in this chapter and the subsequent chapters. A Lyapunov-like analysis

is performed to yield semi-global exponential cadence tracking to an ultimate bound.

Experiments were performed on six able-bodied participants and four participants with

NCs to validate the developed controller. The proposed controller resulted in an average

cadence error of 0.01 ± 2.00 RPM for the able-bodied participants and 0.01 ± 2.72

RPM for participants with NCs. The experimental results validate the controller and

indicate that delay compensation can result in an improved FES-cycling experience

when compared to a controller of the same form, but without delay compensation. This

chapter demonstrates the first control development and associated stability analysis for

a switched uncertain nonlinear dynamic FES system with unknown time-varying input

delays.

4.1 Control Development

The control objective is for the bicycle crank to track a smooth desired trajectory

qd, q̇d, q̈d : R≥0 → R despite the presence of uncertainties in the nonlinear dynamic model

and an unknown time-varying input delay. The measurable cadence tracking error,

denoted by ė : R≥0 → R, is defined as

ė , q̇d − q̇, (4–1)
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where, the measurable crank position tracking error, denoted by e : R≥0 → R, is defined

as

e , qd − q. (4–2)

To facilitate the subsequent analysis, a measurable auxiliary tracking error, denoted by

r : R≥0 → R, is defined as

r , ė+ α1e+ α2eu, (4–3)

where α1, α2 ∈ R≥0 are selectable constants. The auxiliary error signal, denoted by

eu : R≥0 → R, is designed to inject a delay-free input term into the closed-loop error

system and is defined as

eu , −
∫ t

t−τ̂
u (θ) dθ. (4–4)

The open-loop error system is obtained by taking the time derivative of (4–3), solving

(2–18) for q̈, using (4–2) and (4–4), setting τvol = 0, and adding and subtracting

M−1Bτ
Muτ̂ + e to obtain

ṙ = −e+ χ+M−1Bτ
M (uτ̂ − uτ )−M−1BEue + (α2 −M−1Bτ

M)uτ̂ − α2u, (4–5)

where the auxiliary term, denoted by χ : Q× R× R≥0 → R, is defined as

χ , q̈d +M−1 (V q̇ +G+ P + bcq̇ + d) + α1ė+ e.

Note that volitional contributions are not considered in this chapter, thus τvol in (2–18) is

set to 0. By using Properties 2.1-2.6, χ can be bounded as

|χ| ≤ Φ + ρ (‖z‖) ‖z‖ , (4–6)

where Φ ∈ R>0 is a known constant, ρ (·) is a positive, strictly increasing, and radially

unbounded function, and z ∈ R3 is a composite error vector defined as

z ,

[
e r eu

]T
. (4–7)
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Based on the open-loop error system in (4–5) and the subsequent stability analysis,

the FES and motor controller are designed respectively as

u = ksr, (4–8)

ue = k1sgn (r) + (k2 + k3) r, (4–9)

where ks, k1, k2, k3 ∈ R>0 are selectable constants, and sgn (·) denotes the signum

function. Substituting (4–8) and (4–9) into (4–5) yields the closed-loop error system

ṙ = −e+ χ+ ksM
−1Bτ

M (rτ̂ − rτ )−M−1BE (k1sgn (r) + (k2 + k3) r)

+ (α2 −M−1Bτ
M) ksrτ̂ − α2ksr.

(4–10)

LK functionals, denoted by Q1, Q2 : R≥0 → R>0, are designed to facilitate the

subsequent stability analysis as

Q1 ,
1

2
(ε1ω1 + ε3ω3) ks

∫ t

t−τ̂
r (θ)2 dθ, (4–11)

Q2 ,
ω2ks
τ̂

∫ t

t−τ̂

∫ t

s

r (θ)2 dθds, (4–12)

where ε1, ε3, ω1, ω2, ω3 ∈ R>0 are selectable constants. Based on the subsequent stability

analysis, auxiliary bounding constants denoted by β1, β2, δ1, δ2 ∈ R>0 are defined as

β1 , min

(
α1 −

ε2α
2
2

2
, ks

(
1

2
α2 − ε1ω1 − ε3ω3 − ω2

)
,

ω2

3ksτ̂ 2
− 1

2ε2

− ω3ks
ε3

)
, (4–13)

β2 , min

(
α1 −

ε2α
2
2

2
,
ce
cM

k2 − ks (ε3ω3 + ω2) ,
ω2

3ksτ̂ 2
− 1

2ε2

− ω3ks
ε3

)
, (4–14)

δ1 , min

(
β1

2
,

2ω2

3τ̂ (ε1ω1 + ε3ω3)
,

1

3τ̂

)
, (4–15)

δ2 , min

(
β2

2
,

2ω2

3τ̂ (ε1ω1 + ε3ω3)
,

1

3τ̂

)
, (4–16)

where ε2 ∈ R>0 is a selectable constant.
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4.2 Stability Analysis

In the subsequent analysis, switching times are denoted by {tin} , i ∈ {m, e} , n ∈

{0, 1, 2, ...} , which denote the instants in time when Bτ
M becomes nonzero (i = m) and

when Bτ
M becomes zero (i = e). A positive definite, continuously differentiable, common

Lyapunov function candidate that is defined on a domain D ⊆ R5 and denoted by

VL : D → R>0 is defined as

VL ,
1

2
e2 +

1

2
r2 +

1

2
ω3e

2
u +Q1 +Q2, (4–17)

which satisfies the following inequalities:

λ1 ‖y‖2 ≤ VL ≤ λ2 ‖y‖2 , (4–18)

where y ∈ R5 is defined as

y ,

[
z
√
Q1

√
Q2

]T
, (4–19)

and λ1, λ2 ∈ R>0 are known constants defined as

λ1 , min

(
1

2
,
ω3

2

)
, λ2 , max

(
1,
ω3

2

)
.

For the subsequent stability analysis, let the set of initial conditions be defined as

SD ,
{
y ∈ D | ‖y‖ <

√
λ1
λ2
γ
}
, (4–20)

where γ ∈ R>0 is a known constant and is defined as1 γ , inf {ρ−1 ((
√
κ,∞))}, where

κ , min
(

1
2
β1α2ks,

2ce
cM
k3β2

)
.

Theorem 4.1. The closed-loop error system in (4–10) is uniformly ultimately bounded in

the sense that

‖y (t)‖2 ≤ λ2

λ1

‖y(t0)‖2 exp (−λ3(t− t0)) +
v

λ1λ3

(1− exp (−λ3(t− t0))) , (4–21)

1 For a set A, the inverse image is defined as ρ−1 (A) , {a | ρ (a) ∈ A}.
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where v , 1
α2ks

(
Φ + ks ¯̃τΥ

cB
cm

)2

, Υ ∈ R>0 is a known constant and λ3 , λ−1
2 min (δ1, δ2),

∀t ∈ [t0,∞), provided y (t0) ∈ SD, and the following gain conditions are satisfied:

α1 >
ε2α

2
2

2
, α2 > 2 (ε1ω1 + ε3ω3 + ω2) , (4–22)

ω2 > 3ksτ̂
2

(
1

2ε2

+
ω3ks
ε3

)
,

√
λ−1

1 λ−1
3 v < γ, (4–23)

k1 ≥
cM
ce

(Φ + ksΥτ̂ |α2 − ε1ω1|) , (4–24)

k2 >
kscM
ce

(ε3ω3 + ω2) , k3 > 0, (4–25)

max

(∣∣∣∣α2 −
cb
cM

∣∣∣∣ , ∣∣∣∣α2 −
cB
cm

∣∣∣∣) ≤ ε1ω1. (4–26)

Proof. The solution to the time derivative of (4–17) exists almost everywhere (a.e.)

within t ∈ [t0,∞), because the motor controller, Bτ
M , and BE are discontinuous. A

generalized time derivative of VL, denoted by ˙̃VL, exists such that V̇L (y)
a.e.
∈ ˙̃VL (y). Let

y (t) for t ∈ [t0,∞) be a Filippov solution to the differential inclusion ẏ ∈ K [h] (y) and

let h : R5 → R5 be defined as h ,
[
ė ṙ ėu

˙√Q1
˙√Q2

]T
(see [110]). Substituting

the time derivative of (4–2)-(4–4) and (4–10) into ˙̃VL (y), applying the Leibniz Rule on

(4–11)-(4–12), and using (4–8) yields

˙̃VL ⊆ e (r − α1e− α2eu) + ω3euks (rτ̂ − r) + r [−e+ χ+ ksM
−1K [Bτ

M ] (rτ̂ − rτ )

−M−1K [BE] (k1K [sgn (r)] + (k2 + k3) r) + (α2 −M−1K [Bτ
M ]) ksrτ̂ − α2ksr]

+1
2

(ε1ω1 + ε3ω3) ks (r2 − r2
τ̂ ) + ω2ks

τ̂

(
τ̂ r2 −

∫ t
t−τ̂ r (θ)2 dθ

)
,

(4–27)

where, K [sgn (·)] = SGN (·) such that SGN (·) = {1} if (·) > 0, [−1, 1] if (·) = 0, and

{−1} if (·) < 0.

When Bτ
M > 0, the rider’s muscles are generating a force, that is to say, the FES

effect is present in the system (i.e., t ∈
[
tmn , t

e
n+1

)
). From the switching laws in (2–10) and

(2–13), whenever Bτ
M > 0, there are two cases: BE = 0 or BE > 0. When BE = 0, the

system is being controlled solely by the delayed FES input, which is the more restrictive
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case. In fact, (4–27) with BE > 0 can be upper bounded by (4–27) with BE = 0.

Therefore, the subsequent proof omits the case when Bτ
M > 0 and BE > 0 .

Setting BE = 0, canceling common terms, using Properties 2.1 and 2.8, designing

ε1 and ω1 such that max
(∣∣∣α2 − cb

cM

∣∣∣ , ∣∣∣α2 − cB
cm

∣∣∣) ≤ ε1ω1, and using the fact that V̇L (y)
a.e.
∈

˙̃VL (y), (4–27) can be upper bounded as

V̇L
a.e.
≤ −α1e

2 + α2 |eeu|+ ks
cB
cm
|r| |rτ̂ − rτ | − α2ksr

2 + 1
2

(ε1ω1 + ε3ω3) ks (r2 − r2
τ̂ )

+ksε1ω1 |rrτ̂ |+ ω3ks |eurτ̂ |+ ω3ks |eur|+ |r| |χ|+ ω2ks
τ̂

(
τ̂ r2 −

∫ t
t−τ̂ r (θ)2 dθ

)
.

(4–28)

Provided that ‖y (·)‖ < γ, ∀· ∈ [t0, t), where γ ∈ R>0 is a known constant, it can be

shown by using (4–6), (4–10), Properties 2.1-2.9, and the fact that ‖z‖ ≤ ‖y‖,that

ṙ (·) ≤ c1 + c2γ + c3γ
2 ≤ Υ, (4–29)

∀· ∈ [t0, t), where Υ is a constant and c1, c2, c3 ∈ R>0 are known constants. Since

ṙ (·) ≤ Υ, ∀· ∈ [t0, t) , from (4–29), the Mean Value Theorem (MVT) and Property 2.11

can be used to obtain the following upper bound upper

ks
cB
cm
|r| |rτ̂ − rτ | ≤ ks ¯̃τΥ

cB
cm
|r| . (4–30)

Using Young’s Inequality, the subsequent inequalities can be developed

|eeu| ≤
1

2ε2α2

e2
u +

ε2α2

2
e2, (4–31)

|rrτ̂ | ≤
1

2
r2 +

1

2
r2
τ̂ , (4–32)

|eurτ̂ | ≤
1

2ε3

e2
u +

ε3

2
r2
τ̂ , (4–33)

|eur| ≤
1

2ε3

e2
u +

ε3

2
r2. (4–34)
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Substituting (4–6) and (4–31)-(4–34) into (4–28), using (4–30), and completing the

squares yields

V̇L
a.e.
≤ −

(
α1 − ε2α2

2

2

)
e2 +

(
1

2ε2
+ ω3ks

ε3

)
e2
u − ks

(
1
2
α2 − ε1ω1 − ε3ω3 − ω2

)
r2

+ 1
α2ks

(
Φ + ks ¯̃τΥ

cB
cm

)2

+ 1
α2ks

ρ2 (‖z‖) ‖z‖2 − ω2ks
τ̂

∫ t
t−τ̂ r (θ)2 dθ.

(4–35)

An upper bound for e2
u can be obtained by using the Cauchy-Schwarz inequality and

(4–8) to yield

e2
u ≤ τ̂ k2

s

∫ t

t−τ̂
r (θ)2 dθ, (4–36)

and Q2 can be bounded above by

Q2 ≤ ω2ks

∫ t

t−τ̂
r (θ)2 dθ. (4–37)

Consequently, the following upper bound can be determined by utilizing (4–11), (4–36),

and (4–37) to yield

−ω2ks
τ̂

∫ t
t−τ̂ r (θ)2 dθ ≤ − ω2

3ksτ̂2
e2
u − 2ω2

3τ̂(ε1ω1+ε3ω3)
Q1 − 1

3τ̂
Q2. (4–38)

Subsequently, the fact that ‖z‖ ≤ ‖y‖, substituting (4–38) into (4–35), and imposing the

aforementioned gain conditions in (4–22)-(4–26), (4–35) can be bounded above as

V̇L
a.e.
≤ −

(
1
2
β1 − 1

α2ks
ρ2 (‖y‖)

)
‖z‖2 − 1

2
β1 ‖z‖2 − 2ω2

3τ̂(ε1ω1+ε3ω3)
Q1 − 1

3τ̂
Q2 + v, (4–39)

where β1 is defined in (4–13) and v is defined in (4–21). Provided y (tmn ) ∈ D, where

D , {y ∈ R5 | ‖y‖ < γ} , (4–40)

then (4–39) can be further bounded as

V̇L
a.e.
≤ −δ1 ‖y‖2 + v, (4–41)
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where δ1 is defined in (4–15). From the inequality in (4–18), (4–41) can be bounded

above as

V̇L
a.e.
≤ − δ1

λ2

VL + v, (4–42)

∀t ∈
[
tmn , t

e
n+1

)
.

When Bτ
M = 0, the muscles are not generating a force, that is, the FES effect is

absent from the system (i.e., t ∈
[
ten, t

m
n+1

)
). The switching laws in (2–10) and (2–13)

were designed such that whenever Bτ
M = 0 that BE > 0 (i.e., the system is controlled

solely by the motor). Setting Bτ
M = 0, canceling common terms, using Properties 2.1,

2.8, and 2.9, noticing that α2 = ε1ω1+(α2 − ε1ω1), and using the fact that V̇L (y)
a.e.
∈ ˙̃VL (y),

(4–27) can be upper bounded as

V̇L
a.e.
≤ −α1e

2 + α2 |eeu|+ |r| |χ| − ce
cM
k1 |r| − ce

cM
(k2 + k3) r2 + ε1ω1ks |rrτ̂ |

−ε1ω1ksr
2 + |α2 − ε1ω1| ks |r| |rτ̂ − r|+ ω3ks |eurτ̂ |+ ω3ks |eur|

+1
2

(ε1ω1 + ε3ω3) ks (r2 − r2
τ̂ ) + ω2ks

τ̂

(
τ̂ r2 −

∫ t
t−τ̂ r (θ)2 dθ

)
.

(4–43)

Substituting (4–6) and (4–31)-(4–34) into (4–43), selecting gains according to (4–24),

completing the squares on |r| |χ|, and using the MVT yields

V̇L
a.e.
≤ −

(
α1 − ε2α2

2

2

)
e2 +

(
1

2ε2
+ ω3ks

ε3

)
e2
u −

(
ce
cM
k2 − ks (ε3ω3 + ω2)

)
r2

+ cMρ
2(‖z‖)‖z‖2
4cek3

− ω2ks
τ̂

∫ t
t−τ̂ r (θ)2 dθ.

(4–44)

Following a similar development as the Bτ
M > 0 case, (4–44) can be bounded above by

V̇L
a.e.
≤ − δ2

λ2

VL, (4–45)

∀t ∈
[
ten, t

m
n+1

)
, provided that y (ten) ∈ D. Hence, an overall upper bound for both (4–42)

and (4–45) can be obtained as

V̇L
a.e.
≤ −λ3VL + v, (4–46)

where λ3 , λ−1
2 min (δ1, δ2) denotes the most conservative decay rate over all regions

of the crank (i.e., ∀t ∈ [t0,∞)). It is also verified that (4–17) is a common Lyapunov

74



function across every crank region. The differential inequality in (4–46) can be solved to

yield

VL (t) ≤
(
VL(t0)− λ−1

3 v
)

exp (−λ3(t− t0)) + λ−1
3 v, (4–47)

∀t ∈ [t0,∞), provided y (tmn ) ,y (ten) ∈ D, ∀n and ‖y (·)‖ < γ, ∀· ∈ [t0, t). Note that an

equivalent condition to y (tmn ) ,y (ten) ∈ D is that ‖y (tmn )‖ < γ and ‖y (ten)‖ < γ. It could

be shown that a sufficient condition for y (tmn ) ,y (ten) ∈ D and ‖y (·)‖ < γ, ∀· ∈ [t0, t)

is that y (t0) ∈ SD and the gain condition in (4–23) is satisfied. Therefore, provided

that y (t0) ∈ SD and the aforementioned gain conditions are met, (4–17) can be used

with (4–47) to yield the exponential bound in (4–21). Using (4–17) and (4–46) it can be

shown that e, r, eu ∈ L∞. By (4–8) and (4–9), u, ue ∈ L∞ and the remaining signals are

bounded.

4.3 Extension

An extension of the developed controllers in (4–8) and (4–9) to improve the gain

conditions is to allow for the motor to always be activated. This change is reflected by

modifying the motor switching condition from (2–13) to the following

σe , 1. (4–48)

The stability analysis follows directly from the above analysis.

For comparative purposes, an additional controller/switching signal combination can

be created to compensate for the system dynamics in (2–18) if the FES input delay was

considered to be negligible. This “Delay-free” controller can be generated by removing

the delay-compensating term eu from the auxiliary tracking error system in (4–3), such

that

r , ė+ α1e, (4–49)

and using (4–8) and (4–9) with this modified error system. Additionally, since the delay

is assumed to be negligible, the switching signals do not need to compensate for the
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delay and can be defined as

σm (q) ,

 1,

0,

q ∈ Qm

otherwise
, (4–50)

σe (q) ,

 1, q ∈ QKDZ

0, otherwise
, (4–51)

such as in [3]. The stability analysis for the delay-free controller can be developed using

a method similar to [3].

4.4 Experiment

The performance of the developed controllers and switching signals in (2–10),

(2–13), (4–8), and (4–9), henceforth collectively labeled as Controller A, were validated

through experiments on both able-bodied participants and participants with NCs. To bet-

ter examine the performance of Controller A compared to alternative cadence tracking

controllers, the extension and delay-free controllers described in the Extension section

were implemented, henceforth labeled as Controller B and Controller C, respectively. To

allow for the best comparison, all three controllers were designed to have the same form

and the same objective of cadence tracking. By comparing the three controllers, insights

are provided on the effect of delay compensation and the effect of switching the motor

on and off.

4.4.1 Experimental Testbed

The experimental testbed used in this chapter is the FES cycle that is introduced in

Chapter 2.

4.4.2 Experimental Methods

An experimental protocol was performed on six able-bodied participants and four

participants with NCs. The demographic information for each participant is shown in

Table 4-1. Able-bodied participants are referred to by the letter “P” followed by their

participant number, while participants with NCs are referred to by the letter “N” followed
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Table 4-1. Participant Demographics

Participant Age Sex Condition Time Since Diagnosis
P1 24 M None - -
P2 26 M None - -
P3 21 F None - -
P4 24 M None - -
P5 22 F None - -
P6 24 M None - -
N1 26 M Spina Bifida (L5-S1) 26yr
N2 58 M Quadriplegia 5yr
N3 57 F Multiple Sclerosis 10yr
N4 42 F Cerebral Palsy 42yr

by their participant number. Each participant gave written informed consent approved

by the University of Florida Institutional Review Board. During the experiment, each

participant was instructed to relax and make no volitional effort to either assist or resist

the FES or electric motor input (i.e., to be a passive rider, blind to the desired or actual

trajectory). The experiment was repeated three times for each participant with the only

change being the implemented controller. Controllers A, B, and C were implemented in

a random order for the experiment. For simplicity, experiments are subsequently referred

to by the participant number followed by the controller letter; for example N1A refers to

the first neurological participant for Controller A.

Before the experiments began, the electrodes were placed on each muscle group

(quadriceps, hamstrings, and gluteals) and the participant was seated on the cycle

with their feet secured using the orthotic boots, as shown in Figure 2-1. The seat was

adjusted to ensure the participant’s comfort while cycling. Measurements as detailed

in [3] were performed to determine the desired FES regions of the crank for each

participant. The cycle was then run at 50 RPM and open-loop stimulation was applied

to one muscle group at a time to determine a comfort limit for each muscle, called

the comfort threshold. If during an experiment the participants comfort threshold was

reached, the stimulation was saturated.
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The experimental protocol lasted 180 s. The first 20 s consisted of the motor

tracking a smooth cadence ramp from zero to q̇d = 50 RPM, at which point either

Controller A, B, or C was implemented for the remainder of the experiment. The goal of

the remaining 160 s of the experiment was to track a constant desired cadence of 50

RPM, similar to [1]. This protocol was repeated for each controller.

4.5 Results

Experiments were conducted using Controllers A, B, and C on both able-bodied

participants and those with NCs. Each controller was implemented on each participant

for a single trial. The demographics of the four neurological participants are shown in

Table 4-1. Participant N2 has quadriplegia and felt little sensation in his limbs resulting

in higher stimulation thresholds. Participants N1, N3, and N4 were more sensitive to the

stimulation resulting in lower stimulation thresholds, with Participant N4 being the most

sensitive. Experiments were performed on participants with a range of neuromuscular

conditions to demonstrate each controller’s stability over a range of rider capabilities.

The cadence error, motor input, and FES input for both able-bodied participants

and participants with NCs are displayed in Table 4-2. To highlight the performance of

Controllers A, B, and C, the cadence tracking results and control inputs over the entire

experiment are displayed in Figures 4-1 and 4-3 for Participants P1 and N2, respectively,

and the control inputs over approximately 3 cycles are displayed in Figure 4-2 for

participant P1. Typical results for both able-bodied participants and participants with

NCs are represented by the results of Participant P1. The results of Participant N2 are

also depicted because his results deviated from that of Participant P1 and because he

is quadriplegic and unable to provide volitional effort; thus, any muscle produced force is

caused solely due to the controllers.

4.6 Discussion

The experimental results conducted on both able-bodied and neurologically

impaired populations demonstrate the validity of Controller A in tracking cadence despite
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Figure 4-1. The desired versus the filtered cadence (top), filtered motor input (middle),
and the peak FES input pulse width (PW) for each FES region applied to the
right (R) and left (L) quadriceps (Q), hamstring (H), and gluteal (G) (bottom)
are depicted for Controllers A, B, and C from left to right for participant P1.
The vertical black line indicates the time when steady-state was reached. A
1.2 s moving average filter was used on the actual cadence and the motor
input for visual clarity.
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Figure 4-2. The motor input (top) and the FES inputs (bottom) over approximately three
crank cycles are depicted for Controllers A, B, and C from left to right for
participant P1.

uncertainties in the system and an unknown time-varying input delay as is indicated

by Figures 4-1 and 4-3. In fact, for the able-bodied participants, the average standard

deviation of the cadence tracking error was less than 3 RPM for each controller as

illustrated in Table 4-2. For the participants with NCs, Controllers A and B outperformed

Controller C in cadence tracking, as depicted in Table 4-2 and Figure 4-3. Controller

B had the best cadence tracking as indicated by Table 4-2 because Controller B

maintained motor control throughout the experiment. Controller B was designed to

achieve the best possible tracking performance by the controllers in (4–8) and (4–9).

Controller C had the largest standard deviations for cadence tracking errors (Table 4-2).

Typical motor and FES inputs over 3 cycles for each participant are represented

by Participant P1’s results, which are depicted in Figure 4-2 for each controller. Note,

the FES inputs for Controller A and B appear to have a similar shape, while those of
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Figure 4-3. The desired versus the filtered cadence (top), filtered motor input (middle),
and the peak FES input pulse width (PW) for each FES region applied to the
right (R) and left (L) quadriceps (Q), hamstring (H), and gluteal (G) (bottom)
are depicted for Controllers A, B, and C from left to right for participant N2.
The vertical black line indicates the time when steady-state was reached. A
1.2 s moving average filter was used on the actual cadence and the motor
input for visual clarity.
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Controller C were initially very high and followed by a sharp decrease, causing it to

appear triangular.

For Participants P1 and N2, the FES and motor inputs across the experiment

for each controller are depicted in Figures 4-1 and 4-3. In Figure 4-3, it can be seen

that Controller C produced a saturated FES input to each muscle for most of the

experiment for Participant N2. From Table 4-2 and Figures 4-1 and 4-3, it is clear that

Controller C required higher FES inputs than Controllers A and B. In fact, for able-

bodied participants, Controllers B and C had average peak FES inputs that were 12.6%

lower and 9.6% higher than Controller A, respectively. For participants with a NC,

Controllers B and C had average peak FES inputs that were 30.0% lower and 41.3%

higher than Controller A, respectively. Therefore, it can be noted that Controller B tends

to decrease the required FES input. However, for each participant, Table 4-2 indicates

that on average the FES is on 69.8%, 70.3%, and 46.3% of the time for Controllers

A, B, and C, respectively. Thus Controller C increased the FES input but the FES is

on for a shorter amount of time. Although the FES duration is shorter for Controller

C, participants commonly indicated that Controller C felt less comfortable, because it

resulted in higher FES inputs, when compared to Controllers A and B.

For each participant, the average motor input for each controller is depicted in Table

4-2. For the able-bodied participants, the motor input was 6.5% higher for Controller B

when compared to Controller A and C. For participants with a NC, the motor input was

about 53% higher for Controller C than for Controller A and Controller B. Overall, the

differences between motor input for each participant and controller were fairly similar,

with the exception of the much larger input for Participant N2 and Controller C. This

result is noteworthy because, although the motor is on the least for Controller C, as

indicated by Table 4-2 and depicted in Figure 4-2, the average motor input over one

cycle was about the same for each controller. Since Participant N2 had poor cadence
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tracking with Controller C, the motor required much larger inputs to maintain the stability

of the system.

Controller C on average had larger cadence tracking errors and higher FES inputs

when compared to Controllers A and B, resulting in the worst performance. Additionally,

for Participant N2, Controller C resulted in the largest overall tracking errors and highest

motor and FES inputs (Table 4-2). Controller C does not account for the delay, which

results in the muscle contractions starting too late and thus occurring in less efficient

regions of the crank cycle, contributing to the poor tracking performance relative to

Controllers A and B. Controller B had the best tracking performance; however, in general

it caused the FES inputs to be lower than the other controllers. The challenge with

Controller B is that the motor is always active, as is often the case in current clinical

practice, and both the motor and FES have the same cadence tracking control objective.

Therefore, it is possible that for some participants the FES may be too low to even elicit

muscle contractions since the tracking could solely be achieved by the motor. FES

has been shown to be beneficial for rehabilitation and it is desired for the participant

to contribute as much as possible [20, 24, 25]. Controller A, although it did not perform

as well as Controller B, had much better tracking than Controller C and resulted, on

average, in more FES being applied than Controller B, while still being at a comfortable

level. In fact, for the participants with NCs in Table 4-2, the standard deviation of the

cadence error, average motor input, and average peak FES input is 60.7%, 52.8%, and

41.3% larger, respectively, for Controller C than Controller A.

4.7 Concluding Remarks

In this chapter, delay-dependent switching conditions, which are presented in Chap-

ter 2, and robust cadence tracking controllers are developed for a switched uncertain

nonlinear dynamic system in the presence of bounded unknown additive disturbances

and an unknown time-varying input delay. A Lyapunov-like stability analysis was per-

formed on the proposed controllers, which guarantees semi-global exponential tracking
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to an ultimate bound. An extension of the proposed controller is provided to maintain

motor control throughout the crank cycle (as opposed to switching the motor on and

off), and for comparison, a third controller was developed assuming the system had

no input delay. Experiments were performed on six able-bodied participants and four

participants with NCs to compare the performance of these three controllers. The re-

sults indicate that the proposed controller exhibited the desired performance of cadence

tracking with FES contributions with an average cadence error of 0.01 ± 2.00 RPM for

the able-bodied participants and 0.01 ± 2.72 RPM for participants with NCs.
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Table 4-2. Comparative results for able-bodied and neurological population during
steady state operation: reported as Average±Standard Deviation

Controller Participant Cadence Motor FES FES on
Error (RPM) Input (A)∗ Input (µs)† time (%)‡

A

P1 0.06±2.16 1.60±0.13 60.97±3.40 63.71
P2 0.06±2.66 1.94±0.29 78.54±6.82 65.19
P3 0.05±2.38 1.65±0.15 76.64±3.97 65.95
P4 -0.04±1.40 1.15±0.13 36.61±2.52 66.32
P5 -0.02±1.86 1.50±0.12 31.85±1.58 67.91
P6 -0.03±1.53 1.39±0.09 21.74±0.46 72.44

Average 0.01±2.00 1.54±0.15 51.06±3.12 66.92
N1 0.00±2.10 1.32±0.09 40.28±1.92 74.96
N2 0.00±2.70 1.87±0.13 224.25±12.51 73.54
N3 0.03±2.96 2.01±0.16 52.43±2.39 72.61
N4 0.00±3.14 1.84±0.13 36.39±2.39 74.90

Average 0.01±2.72 1.76±0.13 88.34±4.81 74.00

B

P1 0.01±1.27 1.73±0.14 51.04±3.44 64.02
P2 0.05±1.52 2.05±0.26 63.79±6.95 66.21
P3 0.03±1.22 1.86±0.15 64.05±4.16 66.50
P4 -0.03±0.80 1.14±0.13 37.61±2.28 65.15
P5 -0.01±1.25 1.62±0.15 30.36±1.57 68.09
P6 -0.02±0.66 1.41±0.08 20.83±0.30 72.85

Average 0.00±1.12 1.64±0.15 44.61±3.12 67.14
N1 -0.03±0.87 1.30±0.08 30.98±1.12 75.43
N2 -0.04±1.08 1.89±0.11 146.28±7.67 74.12
N3 -0.02±0.93 2.04±0.15 39.05±2.25 73.90
N4 -0.05±1.34 1.88±0.12 30.91±0.87 76.38

Average -0.04±1.06 1.78±0.12 61.80±2.98 74.96

C

P1 0.09±3.29 1.61±0.14 75.31±5.26 43.15
P2 0.10±3.86 1.87±0.27 83.78±5.91 39.11
P3 0.09±3.68 1.78±0.21 82.66±3.63 38.70
P4 -0.03±1.93 1.04±0.11 35.91±3.08 48.65
P5 -0.02±2.32 1.53±0.12 34.03±1.14 45.58
P6 0.00±2.00 1.40±0.09 24.12±0.23 62.39

Average 0.04±2.85 1.54±0.16 55.97±3.25 46.26
N1 -0.02±2.70 1.27±0.10 44.87±2.13 49.17
N2 0.23±6.72 5.55±0.93 345.80±16.83 44.23
N3 0.08±4.11 2.05±0.26 67.09±4.91 49.30
N4 0.08±3.97 1.87±0.16 41.57±1.47 43.05

Average 0.09±4.37 2.69±0.36 124.83±6.33 46.44
∗For post-processing, a single crank-cycle (a moving window of approximately 1.2 s)
averaging filter was applied on the motor input.
†The average and standard deviation of the applied stimulation was calculated using the
maximum stimulation delivered to each muscle group for each FES region.
‡This variable represents the average percentage of a single crank cycle that FES was
applied to at least one of the muscle groups.
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CHAPTER 5
ROBUST CADENCE TRACKING FOR SWITCHED FES-CYCLING USING A

TIME-VARYING ESTIMATE OF THE UNKNOWN ELECTROMECHANICAL DELAY

Building upon our preliminary work in Chapter 4, the contributions of this chapter

include innovations in the control development and stability analysis to yield exponential

cadence tracking closed-loop FES/motor controllers that compensate for time-varying,

nonlinear, and uncertain dynamics, unknown disturbances, switching between actuators

(e.g., between muscle groups and the motor), fatigue, and the unknown time-varying

muscle delay between stimulation application and the production of muscle force, called

the EMD. An additional innovation is that the EMD is estimated via a function that varies

with time and accounts for fatigue, which is generated using the results from Chapter

3. Furthermore, an improved delay compensation term is included in the error system

to better compensate for the EMD. Control authority is maintained and efficient muscle

contractions are produced through the development of FES/motor switching conditions

that are both EMD and state dependent, as presented in Chapter 2. Furthermore,

experiments were conducted to validate the developed control system, which produced

an average cadence error of -0.01±1.35 RPM across five able-bodied participants

and -0.05±1.38 RPM across four participants with NCs. A statistical analysis was

performed to conclude that compensating for the delay significantly improves the

cadence tracking capability when compared to a controller of the same form, but without

delay compensation. This chapter provides the first control development and stability

analysis that implements a time-varying EMD estimate to compensate for an unknown,

nonlinear, switched, dynamic FES system with unknown time-varying input delays.

5.1 Control Development

The objective of this chapter is to track a desired cadence. The measurable position

and cadence tracking errors, represented by e, ė : R≥0 → R, respectively, are defined as

e , qd − q, (5–1)
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ė , q̇d − q̇, (5–2)

where the desired position and cadence of the bicycle crank are sufficiently smooth

and represented by qd, q̇d : R≥0 → R, respectively. To aid the stability analysis and

compensate for the EMD, measurable auxiliary errors, represented by r, eu : R≥0 → R,

are defined as

r , ė+ α1e+ α2eu, (5–3)

eu , −
∫ t

t−τ̂(t)

σs (θ)u (θ) dθ, (5–4)

where α1, α2 ∈ R≥0 denote selectable constants, τ̂ : R>0 → R denotes an estimate of the

EMD, and σs : R≥0 → {0, 1} denotes a switching signal that indicates when stimulation is

being applied to any muscle group as designed in (2–12). A predictor for the estimate of

the EMD is designed as

˙̂τ = proj (g (t, q, q̇, τ̂)) , (5–5)

where proj (·) represents the smooth projection operator from [111], which is designed

to bound the EMD estimate such that τ ≤ τ̂ ≤ τ̄ . In (5–5), g : R≥0 × Q × R × R>0 → R

represents a continuous function that updates the EMD estimate. For example, in

Chapter 3, the EMD is estimated during FES-cycling by using τ̂ (t) = A + Bt + Ct2,∀t ∈

[0, 10], where t ∈ R≥0 denotes the cycling run time in minutes, and A,B,C ∈ R are

constants with statistical information provided in Tables 3-6 and 3-9. Thus, g (t) =

B + 2Ct,∀t ∈ [0, 10] is used during the subsequent experiments to estimate the EMD.

The open-loop error system is derived by substituting (5–2) and (5–4) into (5–3),

taking the time derivative, multiplying by M , adding/subtracting Bτ
Muτ̂ + e, and substitut-

ing in (2–18) to yield

Mṙ = −V r − e+Bτ
M (uτ̂ − uτ )−BEue − σsMα2u

+ (σs,τ̂Mα2 −Bτ
M)uτ̂ − σs,τ̂Mα2

˙̂τuτ̂ + χ,
(5–6)
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where χ : Q× R× R× R≥0 → R is an auxiliary term defined as

χ , Mq̈d + V (q̇d + α1e+ α2eu) +G+ P + bcq̇ + d+Mα1ė+ e− τvol,

which, by using Properties 2.1-2.7, can be bounded as

|χ| ≤ Φ + ρ (‖z‖) ‖z‖ , (5–7)

where ρ (·) is a radially unbounded, positive, and strictly increasing function, Φ ∈ R>0 is

a known constant, and z ∈ R3 is defined as

z ,

[
e r eu

]T
. (5–8)

Based on (5–6) and the subsequent analysis, the motor and FES controllers are defined

as

ue , k1sgn (r) + σe (k2 + k3) r, (5–9)

u , ksr, (5–10)

respectively, where k1, k2, k3, ks ∈ R>0 represent selectable constants, sgn (·) denotes

the signum function, and σe : Q × {0, 1} → {0, 1} represents a switching signal for the

motor as defined in (2–13).

Remark 5.1. The first motor term remains on for all time to yield exponential position

and cadence tracking and to improve the overall performance. Note that during imple-

mentation, a small value is sufficient for k1; thus, the first motor term would result in a

relatively small motor input for all time. However, if it is desired to include the switching

signal, σe, on the first motor term, refer to the development in [13]. The cost of including

σe on the first motor term is that a uniformly ultimately bounded result is obtained, which

complicates the analysis and yields poorer control performance.
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Substituting (5–9) and (5–10) into (5–6) yields the closed-loop error system

Mṙ = −V r − e+ χ−BE (k1sgn (r) + σe (k2 + k3) r) + ksB
τ
M (rτ̂ − rτ )

+ (σs,τ̂Mα2 −Bτ
M) ksrτ̂ − σsMα2ksr − σs,τ̂Mα2ks ˙̂τrτ̂ .

(5–11)

To facilitate the subsequent analysis, LK functionals, represented by Q1, Q2 : R≥0 →

R>0, are defined as

Q1 ,
1

2
ks (ω4 (ε1ω1 + cMα2ε4) + ε3ω3)

∫ t

t−τ̂
r (θ)2 dθ, (5–12)

Q2 ,
ω2ks
τ̄

∫ t

t−τ̄

∫ t

s

r (θ)2 dθds, (5–13)

and auxiliary bounding constants, represented by β1, β2, δ1, δ2 ∈ R, are defined as

β1 , min
(
α1 − ε2α2

2

2
, ks

[
1
2
cmα2 − ε3ω3 − ω2 − 1

2
(ε1ω1 + cMα2ε4) (1 + ω4)

]
,

ω2

3ksτ̄2
− 1

2ε2
− ksω3

2ε3
(2 + ε4)

)
,

(5–14)

β2 , min
(
α1 − ε2α2

2

2
, 1

2
cek2 − ks

[
ε3ω3 + ω2 + 1

2
(ε1ω1 + cMα2ε4) (1 + ω4)

]
,

ω2

3ksτ̄2
− 1

2ε2
− ksω3

2ε3
(2 + ε4)

)
,

(5–15)

δ1 , min
(
β1
2
, 2ω2

3τ̄(ω4(ε1ω1+cMα2ε4)+ε3ω3)
, 1

3τ̄

)
, (5–16)

δ2 , min
(
β2
2
, 2ω2

3τ̄(ω4(ε1ω1+cMα2ε4)+ε3ω3)
, 1

3τ̄

)
, (5–17)

ω4 =
1

1− ε4

, (5–18)

where ε1, ε2, ε3, ε4, ω1, ω2, ω3, ω4 ∈ R>0 represent selectable constants, Υ ∈ R>0 is a

known constant, and β1, β2, δ1, δ2 ∈ R>0 provided that the following sufficient conditions

are satisfied

α1 >
ε2α

2
2

2
, ω2 > 3ksτ̄

2

(
1

2ε2

+
ksω3

2ε3

(2 + ε4)

)
, (5–19)

ω1 ≥
1

ε1

max (|cMα2 − cb| , |cmα2 − cB|) , (5–20)

cmα2 > (ε1ω1 + cMα2ε4) (1 + ω4) + 2ε3ω3 + 2ω2, (5–21)
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k1 ≥
1

ce
(Φ + kscBΥ (τ̄ − τ) + ksτΥ max (cb, cmα2)) , (5–22)

k2 >
2ks
ce

(
ε3ω3 +

1

2
(1 + ω4) (ε1ω1 + cMα2ε4) + ω2

)
, (5–23)

k3 ≥
ks
ce

max (cb, cmα2) ,
∣∣∣ ˙̂τ ∣∣∣ ≤ ε4 < 1. (5–24)

5.2 Stability Analysis

To facilitate the subsequent analysis, let switching times be denoted by {tin} , i ∈

{m, e} , n ∈ {0, 1, 2, ...} , which denote the time instances when σe becomes zero (i = m)

or nonzero (i = e). A positive definite and continuously differentiable common Lyapunov

functional candidate VL : D → R≥0 is defined as

VL ,
1

2
e2 +

1

2
Mr2 +

1

2
ω3e

2
u +Q1 +Q2, (5–25)

where D, SD ⊆ R5 denote open connected sets that are defined as

D ,
{
y ∈ R5 |‖y‖ < γ

}
, (5–26)

SD ,
{
y ∈ R5 | ‖y‖ <

√
λ1
λ2
γ
}
, (5–27)

where γ ∈ R>0 represents a known constant defined as1 γ ≤

inf
{
ρ−1

((√
min (β1cmα2ks, β2cek2),∞

))}
. Based on Property 2.1, the candidate

common Lyapunov functional in (5–25) can be bounded as

λ1 ‖y‖2 ≤ VL ≤ λ2 ‖y‖2 , (5–28)

where λ1, λ2 ∈ R>0 and y ∈ R5 are known and defined as

λ1 ,
1

2
min (1, cm, ω3) , λ2 , max

(
1,
cM
2
,
ω3

2

)
,

1 For a set A, the inverse image is defined as ρ−1 (A) , {a | ρ (a) ∈ A}.
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y ,

[
zT
√
Q1

√
Q2

]T
. (5–29)

Theorem 5.1. For the switched cycle-rider system in (2–18), the motor and FES

controllers defined in (5–9) and (5–10) yield semi-global exponential cadence tracking in

the sense that

‖y (t)‖ ≤
√
λ2

λ1

‖y(t0)‖ exp

(
−1

2
λ3(t− t0)

)
, (5–30)

∀t ∈ [t0,∞), where λ3 , λ−1
2 min (δ1, δ2), provided that the sufficient conditions in

(5–19)-(5–24) are satisfied and y (t0) ∈ SD.

Remark 5.2. The gain conditions are feasible. As an example, if the system had the

following realistic parameters (for simplicity units are not included) cm = 20, cM = 25,

km = 100,∀m ∈ M, cb = 8, cB = 10, τ = 0.07, τ = 0.1, Φ =7.9, Υ = 20, ke = 1, and ce = 5,

then the gains ks = 0.5, α1 = 0.41, α2 = 0.41, k1 = 3.8, k2 = 1.7, and k3 = 0.82, would

satisfy the gain conditions in (5–19)-(5–24).

Proof. For t ∈ [t0,∞), let y (t) be a Filippov solution to ẏ ∈ K [h] (y), where h ,[
ė ṙ ėu

˙√Q1
˙√Q2

]T
(see [110]) and K[·] is defined in [112]. Since the controllers

in (5–9) and (5–10) are discontinuous, the time derivative of (5–25) exists within t ∈

[t0,∞) almost everywhere (a.e.) such that V̇L (y)
a.e.
∈ ˙̃VL (y), where ˙̃VL represents the

generalized time derivative of (5–25) along ẏ = h (y). Using (5–3), (5–10), (5–11), and

the calculus of K [·] from [113], and applying the Leibniz integral rule to (5–4), (5–12),

and (5–13) yields

˙̃VL ⊆ e (r − α1e− α2eu) + 1
2
Ṁr2 + r (−V r − e+ χ+ ksK [Bτ

M ] (rτ̂ − rτ )

−BE (k1K [sgn (r)] +K [σe] (k2 + k3) r)−K [σs]Mα2ksr

−K [σs,τ̂ ]Mα2ks ˙̂τrτ̂ + (K [σs,τ̂ ]Mα2 −K [Bτ
M ]) ksrτ̂

)
+ω3eu

(
−K [σs] ksr +K [σs,τ̂ ] ksrτ̂

(
1− ˙̂τ

))
+ ω2ks

τ̄

(
τ̄ r2 −

∫ t
t−τ̄ r (θ)2 dθ

)
+1

2
ks (ω4 (ε1ω1 + cMα2ε4) + ε3ω3)

(
r2 −

(
1− ˙̂τ

)
r2
τ̂

)
,

(5–31)
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Table 5-1. Summary of all possible switching cases
Case Number σs σs,τ̂ σs,τ

∗ σe
1 1 1 1 0
2 1 1 1 1
3 1 1 0 1
4 1 0 1 1
5 1 0 0 1
6 0 1 1 1
7 0 0 1 1
8 0 1 0 1
9 0 0 0 1

∗From (2–12), (2–19), and Property 2.8, Bτ
M = 0 if and only if σs,τ = 0.

where, K [sgn (·)] = SGN (·) and SGN (·) = {1} if (·) > 0, [−1, 1] if (·) = 0, and {−1}

if (·) < 0. By examination of (5–31) and the switching conditions defined in (2–11),

(2–12), and (2–13) it can be seen that nine unique cases exist as summarized in Table

5-1. Case 1 in Table 5-1 represents the only case when σe = 0, which only occurs when

FES-induced muscle forces are present (i.e., t ∈
[
tmn , t

e
n+1

)
). Cases 2-9 will subsequently

be considered simultaneously by using an overall upper bound, since σe = 1 across

each case.

During a given case each switching signal is constant; thus, Case 1 can be in-

vestigated by setting K [σs] = 1, K [σs,τ̂ ] = 1, and K [σe] = 0. By invoking Properties

2.1, 2.8, and 2.9 (e.g., to bound M , K [Bτ
M ], and BE), choosing ε1 and ω1 such that

max (|cMα2 − cb| , |cmα2 − cB|) ≤ ε1ω1, requiring that
∣∣∣ ˙̂τ ∣∣∣ ≤ ε4 < 1, and recalling that

V̇L (y)
a.e.
∈ ˙̃VL (y) then (5–31) can be upper bounded as

V̇L
a.e.
≤ −α1e

2 + α2 |eeu|+ |r| |χ|+ kscB |r (rτ̂ − rτ )| − k1ce |r| − cmα2ksr
2

+ks (ε1ω1 + cMα2ε4) |rrτ̂ |+ ksω3 |eur|+ ksω3

(
1− ˙̂τ

)
|eurτ̂ |

+1
2
ks (ω4 (ε1ω1 + cMα2ε4) + ε3ω3) r2 + ω2ks

τ̄

(
τ̄ r2 −

∫ t
t−τ̄ r (θ)2 dθ

)
−1

2
ks (ω4 (ε1ω1 + cMα2ε4) + ε3ω3)

(
1− ˙̂τ

)
r2
τ̂ .

(5–32)
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Selecting ω4 according to (5–18), applying Young’s Inequality, and simplifying the

resulting expression yields

V̇L
a.e.
≤ −

(
α1 − ε2α2

2

2

)
e2 +

(
1

2ε2
+ ksω3

2ε3
(2 + ε4)

)
e2
u + |r| |χ|+ kscB |r (rτ̂ − rτ )|

−k1ce |r|+ ks
(

1
2

(ε1ω1 + cMα2ε4) (1 + ω4) + ε3ω3

)
r2 − cmα2ksr

2

+ksω2r
2 − ω2ks

τ̄

∫ t
t−τ̄ r (θ)2 dθ.

(5–33)

Provided that ‖y (·)‖ < γ, ∀· ∈ [t0, t), then (5–7), (5–8), (5–11), (5–29), and Properties

2.1, 2.8, and 2.9 can be used to conclude that ṙ (·) < c1 + c2γ + c3γ
2 ≤ Υ, ∀· ∈ [t0, t) ,

where c1, c2, c3 ∈ R>0 are known constants. Hence, by invoking the MVT on the

(rτ̂ − rτ ) term in (5–33), substituting (5–7) into (5–33), completing the squares on

−1
2
cmα2ksr

2 + |r| ρ (‖z‖) ‖z‖, grouping terms, and imposing (5–22) yields

V̇L
a.e.
≤ −

(
α1 − ε2α2

2

2

)
e2 +

(
1

2ε2
+ ksω3

2ε3
(2 + ε4)

)
e2
u + 1

2cmα2ks
ρ2 (‖z‖) ‖z‖2

−ks
(

1
2
cmα2 − 1

2
(ε1ω1 + cMα2ε4) (1 + ω4)− ε3ω3 − ω2

)
r2

−ω2ks
τ̄

∫ t
t−τ̄ r (θ)2 dθ.

(5–34)

To further simplify (5–34), the following bounds for e2
u (via Cauchy-Schwarz inequality),

Q1, and Q2 can be developed

e2
u ≤ τ̄ k2

s

∫ t

t−τ̄
r2 (θ) dθ, (5–35)

Q1 ≤
1

2
ks (ω4 (ε1ω1 + cMα2ε4) + ε3ω3)

∫ t

t−τ̄
r (θ)2 dθ, (5–36)

Q2 ≤ ω2ks

∫ t

t−τ̄
r (θ)2 dθ. (5–37)

Based on (5–35)-(5–37),

−ω2ks
τ̄

∫ t
t−τ̄ r (θ)2 dθ ≤ − ω2

3ksτ̄2
e2
u − 2ω2

3τ̄(ω4(ε1ω1+cMα2ε4)+ε3ω3)
Q1 − 1

3τ̄
Q2. (5–38)

Using the fact that ‖y‖ ≥ ‖z‖ and using (5–14), (5–16), (5–28), and (5–38)

V̇L
a.e.
≤ − δ1

λ2

VL, (5–39)
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∀t ∈
[
tmn , t

e
n+1

)
, provided that y (t) ∈ D,∀t ∈

[
tmn , t

e
n+1

)
and ‖y (·)‖ < γ, ∀· ∈ [t0, t), where

the latter expression is equivalent to y (·) ∈ D,∀· ∈ [t0, t).

Cases 2-9 from Table 5-1 represent the cases when σe = 1 (i.e., t ∈
[
ten, t

m
n+1

)
). To

facilitate the subsequent analysis an overall upper bound is determined for Cases 2-9.

Note that the following inequality holds by individually considering each case, selecting

ε1 and ω1 such that cMα2 − cb ≤ |cMα2 − cb| ≤ ε1ω1 and cB − cmα2 ≤ |cmα2 − cB| ≤ ε1ω1,

and using Properties 2.1 and 2.8:

ks |σs,τ̂Mα2 −Bτ
M | |rrτ̂ | ≤ ksε1ω1 |rrτ̂ |+ ks max (cb, cmα2) |rrτ̂ | . (5–40)

Using the inequality in (5–40), invoking Properties 2.1, 2.8, and 2.9, recalling that

V̇L (y)
a.e.
∈ ˙̃VL (y), canceling common terms, and requiring

∣∣∣ ˙̂τ ∣∣∣ ≤ ε4 < 1, the inequality in

(5–31) can be upper bounded for Cases 2-9 as

V̇L
a.e.
≤ −α1e

2 + α2 |eeu|+ |r| |χ| − cek1 |r|+ ks (ε1ω1 + cMα2ε4) |rrτ̂ |

−ce (k2 + k3) r2 + ks max (cb, cmα2) |rrτ̂ |+ kscB |r (rτ̂ − rτ )|

+ksω3 |eur|+ ksω3

(
1− ˙̂τ

)
|eurτ̂ |+ 1

2
ks (ω4 (ε1ω1 + cMα2ε4) + ε3ω3) r2

−1
2
ks (ω4 (ε1ω1 + cMα2ε4) + ε3ω3)

(
1− ˙̂τ

)
r2
τ̂ + ω2ks

τ̄

(
τ̄ r2 −

∫ t
t−τ̄ r (θ)2 dθ

)
.

(5–41)

Applying the MVT, selecting the gain conditions in (5–22) and (5–24), and substituting

(5–7) into (5–41) yields

V̇L
a.e.
≤ −α1e

2 + α2 |eeu| − cek2r
2 + ‖r‖ ρ (‖z‖) ‖z‖+ ks (ε1ω1 + cMα2ε4) |rrτ̂ |

+ksω3 |eur|+ ksω3

(
1− ˙̂τ

)
|eurτ̂ | − ω2ks

τ̄

∫ t
t−τ̄ r (θ)2 dθ

+1
2
ks (ω4 (ε1ω1 + cMα2ε4) + ε3ω3) r2 + ω2ksr

2

−1
2
ks (ω4 (ε1ω1 + cMα2ε4) + ε3ω3)

(
1− ˙̂τ

)
r2
τ̂ .

(5–42)

A further upper bound for (5–42) is obtained by following a similar development as for

Case 1 as

V̇L
a.e.
≤ − δ2

λ2

VL, (5–43)
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∀t ∈
[
ten, t

m
n+1

)
, provided y (t) ∈ D, ∀t ∈

[
ten, t

m
n+1

)
, and y (·) ∈ D, ∀· ∈ [t0, t).

Upper bounding (5–39) and (5–43), and defining λ3 , λ−1
2 min (δ1, δ2) yields an

overall upper bound ∀t ∈ [t0,∞) as

V̇L
a.e.
≤ −λ3VL, (5–44)

which confirms that (5–25) is a common Lyapunov-like function for every case. Solving

the differential inequality in (5–44) yields

VL (t) ≤ VL(t0) exp (−λ3(t− t0)) , ∀t ∈ [t0,∞) , (5–45)

provided that y (t) ∈ D,∀t ∈ [t0,∞). The result in (5–30) is obtained by using (5–28) and

(5–45). A sufficient condition for y (t) ∈ D,∀t ∈ [t0,∞) is that the gains km, ke, ks, α1, α2,

k1, k2, and k3 are selected so that y (t0) ∈ SD. From (5–9), (5–10), (5–25) and (5–44),

e, r, eu, u, ue ∈ L∞ and the remaining signals are bounded.

5.3 Experiment

Henceforth, we will label the motor and FES controllers defined in (5–9) and (5–10),

the subsequently defined “delay-free” version of (5–9) and (5–10), and ue = 0 and u = 0

(i.e., no motor or FES assistance) as Controllers A, B, and C, respectively. Controller B

represents the motor and FES controllers that compensate for the switched system in

(2–18) if the EMD was assumed to be negligible. Controller B is generated by redefining

(5–3) as r , ė+ α1e, redefining (2–11) and (2–13) as in [3]

σm (q) ,

 1,

0,

q ∈ Qm

otherwise
, σe (q) ,

 1, q ∈ QKDZ

0, otherwise
, (5–46)

and using (5–9) and (5–10) with these modified signals. Therefore, insights on the

importance/effect of EMD compensation can be obtained by comparing the performance

of Controllers A and B.

95



Table 5-2. Participant Demographics
Participant Age Sex Condition Time Since Diagnosis

S1 22 F None - -
S2 22 M None - -
S3 22 F None - -
S4 22 F None - -
S5 21 F None - -
N1 42 F Cerebral Palsy 42yr
N2 55 F Multiple Sclerosis 25yr
N3 54 M Multiple Sclerosis 10yr
N4 26 M Spina Bifida (L5-S1) 26yr

5.3.1 Experimental Testbed

The experimental testbed used in this chapter is the FES cycle that is introduced in

Chapter 2.

5.3.2 Experimental Methods

The demographics of the participants included in this study are summarized in

Table 5-2, where able-bodied participants and participants with NCs are indicated by

an identifying number preceded by the letter “S” or “N”, respectively. Written informed

consent was provided by each participant as approved by the University of Florida Insti-

tutional Review Board (IRB201600881). To allow for equal comparison and to represent

the clinical case when a participant is unable to contribute volitionally, passive therapy

experiments were performed on the able-bodied participants, which consisted of the

rider being instructed to remain passive (i.e., provide no volitional effort) and the rider

being blind to the tracking performance. To investigate various clinical conditions, active

therapy experiments were performed on the participants with NCs, which consisted of

the rider being shown a real-time plot of the actual versus desired cadence, and each

rider was asked to contribute to the tracking objective to the best of their ability.

In preparation for the experiments, the participant was secured on the cycle seat

with their feet in orthotic boots (Össur Rebound Air Tall) connected at the pedals and

electrodes (Axelgaard ValuTrode CF7515) were placed on the lower limb muscles (i.e.,
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gluteals, hamstrings, quadriceps) and connected to the stimulator. Measurements (i.e.,

seat position, limb lengths, etc.) were then obtained as detailed in [3] to calculate the

desired regions of the crank for a contraction of each muscle group (i.e., Qm). The cycle

speed was then continuously increased to 50 RPM via the motor and stimulation was

applied in an open-loop manner to determine a comfort limit on the stimulation for each

muscle group. During the subsequent experiments, the FES inputs were saturated at a

comfort limit indicated by the participant for each muscle group.

A preliminary trial was performed before each experiment that used Controller A

to obtain an initial estimate of the EMD, τ̂(t0). Using the procedure detailed in Chapter

3, τ̂(t0) was obtained by fixing the crank at an efficient angle and then stimulating the

quadriceps of the dominant leg for 0.25 s. The stimulation and torque data were then

examined to calculate the CD25 measurement of the EMD, which was used as τ̂(t0). To

update the EMD, recall that g (t) = B + 2Ct was used, where the terms B and C are

obtained by using Table 3-9 in Chapter 3.

Remark 5.3. Note that although the EMD may vary between each muscle group and

each leg, the problem was simplified by using the measured EMD from the quadri-

ceps of the dominant leg as τ̂(t0). From experience, the quadriceps muscle from the

dominant leg tends to produce the highest torques. Furthermore, although the EMD is

measured six different ways in Chapter 3, this chapter uses the CD25 measurement to

represent the EMD, which represents the delay between the onset of stimulation to the

instant that the output torque reached 25% of the maximum torque level.

After the cycle speed was increased to 50 RPM during the first 20 s, Controller A, B,

or C was implemented for the remaining 120 s, called the steady-state period, to track

a constant desired cadence of 50 RPM. The controllers were implemented at the start

of the steady-state period so that the initial tracking errors and stimulation inputs would

be minimal, which consequently increases the comfort of the participant and delays the

onset of fatigue. Experiments using Controllers A and B for the able-bodied participants
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were implemented in a random order. Controller C was implemented before Controller

A for the participants with NCs since Controller C provides no FES inputs, which would

yield minimal fatigue and provide an unassisted and unfatigued baseline performance

for each participant. No practice was allowed for the able-bodied participants; however,

a single practice trial was permitted for each controller for the participants with NCs

since they provided volition. Between each experiment, rest periods of five minutes were

provided.

5.4 Results

5.4.1 Results from Able-Bodied Participants

To compare Controllers A and B, descriptive statistics of the experimental results

(i.e., the peak and root mean square (RMS) cadence errors, FES effort, and motor

effort) are included in Table 5-3 for the able-bodied participants. To visually depict typical

results for the able-bodied participants, the cadence tracking performance and control

inputs are shown in Figure 5-1 for Participant S1 using Controllers A and B. On average

across the able-bodied participants, Controllers A and B had a cadence tracking error

of -0.01±1.35 RPM and -0.01±2.84 RPM, respectively, and FES was applied (to a

minimum of one muscle group) 62.3% and 61.2% of the time, respectively.

5.4.1.1 Statistical analysis

Using the data provided in Table 5-3, paired difference statistical tests were per-

formed on the RMS and peak cadence errors, the average and standard deviation of

the motor effort, the percent of FES application time, and the average and standard

deviation of the FES effort, to compare the performance of Controllers A and B. The

Shapiro-Wilk’s normality test was used to conclude that the paired difference data was

approximately normal. One-sided paired t-tests were executed to conclude that the peak

(P-Value = 0.001) and RMS (P-Value < 0.001) cadence errors, and the motor (P-Value

< 0.001) and FES (P-Value = 0.027) standard deviations were significantly smaller for

Controller A than for Controller B. However, Controllers A and B had no significant effect
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Figure 5-1. The actual (q̇) versus desired (q̇d) cadence (top), motor input (middle), and
peak stimulation input (i.e., pulsewidth or PW) for each FES region applied
to the right (R) and left (L) gluteal (G), hamstring (H), and quadriceps (Q)
(bottom) are depicted for Controller A (left) and Controller B (right) for
participant S1. The black line indicates steady-state and a 1.2 s moving
average filter was applied to q̇ and the motor input.
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Table 5-3. Experimental results for the able-bodied participants during steady state

Controller Participant RMS Cadence Peak Cadence Motor FES
Error (RPM) Error (RPM)∗ Effort (A)† Effort (µs)‡

A

S1 1.69 7.81 1.46±1.09 34.52±1.47
S2 1.72 4.81 1.73±1.13 36.70±1.83
S3 1.24 4.10 1.70±0.82 39.47±1.93
S4 1.02 5.63 1.78±0.80 25.56±1.14
S5 1.11 3.47 1.53±0.83 18.22±0.38

Average 1.35 5.17 1.64±0.93 30.89±1.35

B

S1 2.95 14.18 1.42±1.98 39.49±2.14
S2 3.67 12.14 1.75±2.33 38.06±2.06
S3 2.71 6.87 1.63±1.61 38.06±3.02
S4 2.45 10.19 1.89±1.78 27.22±1.27
S5 2.46 9.38 1.53±1.58 19.10±0.65

Average 2.85 10.55 1.65±1.86 32.39±1.83
∗The maximum value of |ė|.
†The average ± standard deviation of |uE| .
‡The average ± standard deviation of the maximum stimulation delivered to each mus-
cle group within each FES region.

on the percent of FES application time (P-Value = 0.176), or the average motor (P-Value

= 0.377) and FES (P-Value = 0.176) efforts.

5.4.1.2 Discussion

Consistent with the statistical results, Figure 5-1 indicates that Controller A reduced

the cadence tracking error and the variance of the motor and FES inputs for Participant

S1, when compared to Controller B. It can further be seen from Figure 5-1 that the

FES inputs tended to be higher for Controller B than for Controller A for Participant S1,

which was not true in general for each participant. Overall, it can be concluded that

Controller A, relative to Controller B, improved the cadence tracking performance while

simultaneously reducing the variance of the control inputs.

5.4.2 Results from Participants with NCs

Since Controller A improved the tracking performance relative to Controller B,

comparative experiments were performed on the participants with NCs using Controller

C instead of Controller B. Recall that Controller C provides no assistance to determine

the participant’s ability to track the desired cadence on their own volition. Descriptive
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Table 5-4. Experimental results for the participants with NCs during steady state

Controller Participant RMS Cadence Peak Cadence Motor FES
Error (RPM) Error (RPM)∗ Input (A)† Input (µs)‡

A

N1 1.53 4.70 1.25±0.88 18.11±2.17
N2 1.75 4.88 1.74±1.12 26.11±0.75
N3 1.26 4.93 1.76±1.07 44.42±1.82
N4 1.01 5.37 1.34±0.77 32.98±1.51

Average 1.39 4.97 1.52±0.96 30.40±1.56

C

N1 3.62 14.08 0.00±0.00 0.00±0.00
N2 3.39 24.36 0.00±0.00 0.00±0.00
N3 2.62 14.18 0.00±0.00 0.00±0.00
N4 4.53 27.94 0.00±0.00 0.00±0.00

Average 3.54 20.14 0.00±0.00 0.00±0.00
∗The maximum value of |ė|.
†The average ± standard deviation of |uE|.
‡The average ± standard deviation of the maximum stimulation delivered to each mus-
cle group within each FES region.

statistics of the experimental results, for Controllers A and C, are included in Table 5-4

for the participants with NCs. Typical cadence tracking results for the participants with

NCs, for both controllers, are represented in Figure 5-2 for Participant N1. On average

across the participants with NCs, FES was applied 64.8% of the time for Controller A,

and the average cadence tracking error was -0.05±1.38 RPM and 0.53±3.37 RPM for

Controllers A and C, respectively.

5.4.2.1 Statistical analysis

Using the cadence data in Table 5-4, paired statistical tests (i.e., one-sided paired

t-test and Shapiro-Wilk’s test) were performed to conclude normality of the data and that

peak (P-Value = 0.011) and RMS (P-Value = 0.010) cadence errors were significantly

smaller for Controller A than for Controller C. The cadence tracking performance

for Participant N1 and both controllers can also be seen in Figure 5-2, which further

emphasizes the improved tracking performance under Controller A relative to Controller

C. It can thus be concluded that Controller A tracked the desired cadence better than

Controller C, which was expected due to Controller C providing no motor or FES

assistance.
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Figure 5-2. The filtered (1.2 s moving average filter) cadence tracking performance is
depicted for participant N1 and Controllers A (blue) and C (red).
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5.4.2.2 Discussion

Overall, the results for Controller A in Tables 5-3 and 5-4, and Figures 5-1 and 5-2

demonstrate the ability of Controller A to achieve cadence tracking despite uncertain

volitional contributions from each participant with a NC, uncertainties and nonlinearities

in the dynamics, a time-varying and unknown EMD, unknown disturbances, and a range

of capabilities of each participant (e.g., due to some participants being able-bodied and

others having a variety of NCs). Thus, Controller A has proven to be a safe and effective

cadence tracking controller for individuals with varied capabilities during both active and

passive therapy exercises.

5.5 Concluding Remarks

In this chapter, FES/motor controllers and a time-varying estimate of the EMD

are developed to compensate for a switched, delayed, nonlinear, and uncertain FES

cycle system with uncertain volitional effort and disturbances. A switched Lyapunov

stability analysis was performed to conclude exponential cadence tracking. Control

authority was maintained and efficient muscle contractions were produced through

the development of EMD and state dependent switching signals, which are included in

Chapter 2. To enable comparisons, an alternative control system was created under

the assumption that the EMD was negligible, with the same form as the developed

controllers. Passive therapy experiments were then conducted on five able-bodied

participants to compare the developed control system against the “EMD-free” control

system, which resulted in cadence errors of 0.01±1.35 RPM and -0.01±2.84 RPM,

respectively, and it was concluded that compensating for the EMD significantly improved

the cadence tracking performance. Using the developed controllers, active therapy

experiments were subsequently conducted on four participants with NCs and produced

an average cadence error of -0.05±1.38 RPM.
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CHAPTER 6
SATURATED CONTROL OF A SWITCHED FES-CYCLE WITH AN UNKNOWN

TIME-VARYING INPUT DELAY

In this chapter, saturated FES and motor controllers are developed for an FES-cycle

that ensure safety and comfort of the participant, while likewise being robust to uncertain

parameters in the dynamics, unknown disturbances, and an unknown time-varying input

delay. Since each participant has varying levels of sensitivity to FES it is desired to

saturate/bound the stimulation input to ensure comfort and safety. A Lyapunov-based

stability analysis is performed to ensure uniformly ultimately bounded cadence tracking,

and a preliminary experiment was performed on a single participant to validate the

designed control system and demonstrated a cadence of 48.24 ± 2.09 RPM for a

desired cadence of 50 RPM. This chapter demonstrates the first use of saturated control

to compensate for the EMD during a coordinated FES task (e.g., FES-cycling) that

requires switching control between multiple electrodes and a motor.

6.1 Control Development

One objective is for the bicycle crank to track a desired cadence, denoted by

q̇d : R≥0 → R, despite the dynamic model being uncertain and having an unknown time-

varying input delay. To quantify the control objective a measurable cadence tracking

error, ė : R≥0 → R, is defined as

ė , q̇d − q̇. (6–1)

A measurable auxiliary tracking error, r : R≥0 → R, is defined as

r , ė+ αeu, (6–2)

where α ∈ R≥0 is a selectable constant. The auxiliary error signal, eu : R≥0 → R, is

defined as

eu , −
∫ t

t−τ̂
σs (θ)u (θ) dθ, (6–3)
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and is used to inject a delay-free input into the closed-loop error system. The constant

estimate of the delay is denoted by τ̂ ∈ R>0 and by Property 2.11, the delay estimation

error, τ̃ = τ − τ̂ , can be upper bounded such that |τ̃ | ≤ τ̃ , where τ̃ ∈ R>0 is a known

constant. The switching signal, σs : R≥0 → {0, 1}, is defined in (2–12) and is used to

indicate when stimulation is applied.

The open-loop error system is obtained by substituting (6–1) and (6–3) into (6–2)

and taking the time derivative of (6–2), solving (2–18) for q̈ and substituting into the time

derivative of (6–2), and adding and subtracting BτM
M
uτ̂ to yield

ṙ = χ+
BτM
M

(uτ̂ − uτ )− BE
M
ue +

(
σs,τ̂α−

BτM
M

)
uτ̂ − σsαu, (6–4)

where χ : Q × R × R≥0 → R is defined as χ , q̈d + 1
M

[V q̇ +G+ P + bcq̇ + d]. By using

Properties 2.1-2.6, (6–1), and (6–2), the auxiliary term χ can be bounded as

|χ| ≤ Φ + ρ (‖z‖) ‖z‖ , (6–5)

where Φ ∈ R>0 is a known constant, ρ (·) is a positive, strictly increasing, radially

unbounded, and globally invertible function, and z ∈ R2 is a composite error vector

defined as

z ,

[
r eu

]T
. (6–6)

A secondary control objective is to design saturated FES and motor controllers that

can meet the cadence tracking objective. Based on the open-loop error system in (6–4),

the bound in (6–5), and the subsequent stability analysis, the FES and motor control

inputs are designed as

u , ks tanh (r) , (6–7)

and

ue , k1sgn (r) + k2 tanh (r) , (6–8)
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respectively, where ks, k1, k2 ∈ R>0 are selectable constants and sgn (·) denotes the

signum function.

Remark 6.1. A sliding mode term is included in the motor controller to achieve asymp-

totic cadence tracking if the motor control input was always available. However, since

the FES controller does not have a sliding mode term, the overall cadence tracking

result yields an ultimate bound. Therefore, the sliding mode term could be removed

from the motor controller if desired, and an overall maximum ultimate bound could be

determined.

Notice that the FES and motor control inputs are bounded by selectable gain

constants, since |u| ≤ ks and |ue| ≤ k1 + k2. Note, the stimulation input (i.e. pulse width)

to each of the rider’s muscles is defined as um , kmσmu,∀m ∈ M, and the stimulation

input can be bounded by |um| ≤ kmks,∀m ∈ M. Likewise, the current input to the motor

is defined as uE , keσeue and can be bounded by |uE| ≤ ke (k1 + k2). The bounds on

the FES controller allow for the maximum stimulation input to be limited, resulting in a

safer and more comfortable experience for the participant. Likewise, the current input

into the motor is limited to ensure the input does not exceed the motor specifications.

Substituting (6–7) and (6–8) into (6–4) yields the closed-error system

ṙ = χ+ ks
BτM
M

(tanh (rτ̂ )− tanh (rτ ))− BE
M

(k1sgn (r) + k2 tanh (r))

+
(
σs,τ̂α−

BτM
M

)
ks tanh (rτ̂ )− σsαks tanh (r) .

(6–9)

To facilitate the subsequent stability analysis, and based on the closed-loop error

system in (6–9), the following LK functionals Q1, Q2 : R≥0 → R>0 are defined as

Q1 ,
1

2
(ε1ω1 + ε2ω2) ks

∫ t

t−τ̂
tanh2 (r (θ)) dθ, (6–10)

Q2 ,
ω3ks
τ̂

∫ t

t−τ̂

∫ t

s

tanh2 (r (θ)) dθds, (6–11)
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where ε1, ε2, ω1, ω2, ω3 ∈ R>0 are selectable constants. Further, the auxiliary bounding

constants β, β1, β2, δ ∈ R>0 are defined as

β , min (β1, β2) , (6–12)

β1 , min
(
ks
(

1
2
α− ε1ω1 − ε2ω2 − ω3

)
, ω3

3ksτ̂2
− ω1ks

ε1
, ω3

3τ̂( 1
2

(ε1ω1+ε2ω2))
, 1

3τ̂

)
, (6–13)

β2 , min
(

ce
2cM

k21 − ks (ε1ω1 + ε2ω2 + ω3) , ω3

3ksτ̂2
− ω1ks

ε1
, ω3

3τ̂( 1
2

(ε1ω1+ε2ω2))
, 1

3τ̂

)
, (6–14)

δ , max
(

1
αks
, cM

2cek21

)
, (6–15)

and the gain conditions are defined as

α > 2 (ε1ω1 + ε2ω2 + ω3) , ω3 >
3k2

s τ̂
2ω1

ε1

, (6–16)

ε2ω2 ≥ max
(∣∣∣α− cb

cM

∣∣∣ , ∣∣∣α− cB
cm

∣∣∣) , (6–17)

k1 ≥ cM
ce

(
Φ + ksτ̃Υ

cB
cm

+ ksτ̂Υ max
(
cb
cM
, α
))

, (6–18)

k2 ≥ k21 + k22, (6–19)

k21 > 2cMks
ce

(ε1ω1 + ε2ω2 + ω3) , (6–20)

k22 ≥ kscM
ce

max
(
cb
cM
, α
)
, (6–21)

where k21, k22 ∈ R>0 are selectable constants, and Υ ∈ R>0 is a subsequently defined

known bounding constant.

6.2 Stability Analysis

Let switching times be denoted by {tin} , i ∈ {m, e} , n ∈ {0, 1, 2, ...} , which

represent the time instances when BE becomes zero (i = m), or the time instances

when BE becomes nonzero (i = e). Let VL : D → R≥0 denote a positive definite,

continuously differentiable, common Lyapunov function candidate on a domain D ⊆ R4,

that is defined as

VL , ln (cosh (r)) +
1

2
ω1e

2
u +Q1 +Q2. (6–22)
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By using (2–23), (6–22) can be bounded as

λ1 ln (cosh (‖y‖))︸ ︷︷ ︸
φ1(‖y‖)

≤ VL ≤ λ2 ‖y‖2︸ ︷︷ ︸
φ2(‖y‖)

, (6–23)

where y ∈ R4 is defined as

y ,

[
zT
√
Q1

√
Q2

]T
, (6–24)

and λ1, λ2 ∈ R>0 are known constants defined as

λ1 , min
(

1,
ω1

2

)
, λ2 , max

(
1,
ω1

2

)
.

Theorem 6.1. For the cycle-rider dynamics in (2–18), along with Properties 2.1-2.11,

the FES and motor control inputs defined in (6–7) and (6–8) ensure uniformly ultimately

bounded tracking in the sense that

‖y (t)‖ < d, ∀t > T
(
d, ‖y (t0)‖

)
, (6–25)

where d, T ∈ R>0 denote the ultimate bound, and the ultimate time to reach the ultimate

bound, respectively, provided the gain conditions in (6–16)-(6–21) are satisfied, along

with the following sufficient gain condition

β
2δ
≥ ρ2 (µ) (µ+ 1)2 , (6–26)

where µ ∈ R>0 is defined as µ , max
(
d, ‖y (t0)‖

)
.

Remark 6.2. It can be proven that these gain conditions are feasible. As an example, if

the system had the following realistic parameters (for simplicity units are not included)

cm = 20, cM = 25, km = 1000,∀m ∈ M, cb = 80, cB = 100, τ̂ = 0.08, τ̃ = 0.015,

Φ =0.11, ρ (‖y‖) = 0.023 + 0.002 ‖y‖, Υ = 6, ke = 1, and ce = 5, and provided that

‖y (t0)‖ ≤ 6, then the gains ks = 0.2, α = 4.1, k1 = 2.9, and k2 = 8.2, would satisfy the

gain conditions in (6–16)-(6–26). Note that these sufficient gain conditions represent a

worst-case scenario and in practice the gains can be relaxed as discussed in [1].
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Table 6-1. Summary of all possible switching cases
Case Number σs σs,τ̂ σs,τ

∗ σe
†

1 1 1 1 0
2 1 1 1 1
3 1 1 0 1
4 1 0 1 1
5 1 0 0 1
6 0 1 1 1
7 0 0 1 1
8 0 1 0 1
9 0 0 0 1

∗From (2–19), (2–12), and Property 2.8, Bτ
M = 0 if and only if σs,τ = 0.

†From (2–20) and Property 2.9, BE = 0 if and only if σe = 0.

Proof. Since the motor controller, BE, and Bτ
M are discontinuous, a generalized solution

to the time derivative of (6–22) exists almost everywhere (a.e.) within t ∈ [t0,∞), and

V̇L (y)
a.e.
∈ ˙̃VL (y), where ˙̃VL is the generalized time derivative of VL. Let y (t) for t ∈ [t0,∞)

be a Filippov solution to the differential inclusion ẏ ∈ K [h] (y), where K[·] is defined as

in [112], and let h : R4 → R4 be defined as h ,
[
ṙ ėu

˙√Q1
˙√Q2

]T
(see [110]).

Using the calculus of K [·] from [113], applying the Leibniz integral rule to (6–3), (6–10),

(6–11), and using (6–9) yields the following generalized time derivative of (6–22)

˙̃VL ⊆ tanh (r)

(
χ+ ks

K[BτM ]
M

(tanh (rτ̂ )− tanh (rτ ))−K [σs]αks tanh (r)

−K[BE ]
M

(k1K [sgn (r)] + k2 tanh (r)) +

(
K [σs,τ̂ ]α−

K[BτM ]
M

)
ks tanh (rτ̂ )

)
+ω1kseu (−K [σs] tanh (r) +K [σs,τ̂ ] tanh (rτ̂ ))

+1
2

(ε1ω1 + ε2ω2) ks
(
tanh2 (r)− tanh2 (rτ̂ )

)
+ω3ks

τ̂

(
τ̂ tanh2 (r)−

∫ t
t−τ̂ tanh2 (r (θ)) dθ

)
,

(6–27)

where, K [sgn (·)] = SGN (·) such that SGN (·) = {1} if (·) > 0, [−1, 1] if (·) = 0, and

{−1} if (·) < 0. To obtain a result for all time, the expression in (6–27) must be evaluated

for each possible switching condition combination. From the switching conditions

defined in (2–11), (2–12), and (2–13) and the expression in (6–27) it can be seen that

there exists 9 unique cases, which are summarized in Table 6-1. First, Case 1 will be
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examined and then Cases 2-9 will be examined using an overall upper bound.

Case 1 in Table 6-1 represents the only case when the motor is not in use, which

occurs only when FES-induced muscle contractions are present in the system (i.e.,

t ∈
[
tmn , t

e
n+1

)
). Note, during Case 1 the switching signals are constant; therefore, K [Bτ

M ]

can be bounded using Property 2.8 as cb ≤ K [Bτ
M ] ≤ cB, K [σs] = 1, K [σs,τ̂ ] = 1, and

K [BE] = 0. Therefore, setting K [σs] = 1, K [σs,τ̂ ] = 1, and K [BE] = 0, using Properties

2.1 and 2.8, choosing ε2 and ω2 such that max
(∣∣∣α− cb

cM

∣∣∣ , ∣∣∣α− cB
cm

∣∣∣) ≤ ε2ω2, and using

the fact that V̇L (y)
a.e.
∈ ˙̃VL (y) allows (6–27) to be evaluated during Case 1 and upper

bounded as follows

V̇L
a.e.
≤ |tanh (r)| |χ| − αks tanh2 (r) + ks

cB
cm
|tanh (r)| |(tanh (rτ̂ )− tanh (rτ ))|

+ksε2ω2 |tanh (r) tanh (rτ̂ )|+ ω3ks tanh2 (r) + ω1ks |eu tanh (r)|

+ω1ks |eu tanh (rτ̂ )|+ 1
2

(ε1ω1 + ε2ω2) ks
(
tanh2 (r)− tanh2 (rτ̂ )

)
−ω3ks

τ̂

∫ t
t−τ̂ tanh2 (r (θ)) dθ.

(6–28)

Provided that ‖y (·)‖ < γ, ∀· ∈ [t0, t), it could be shown using Properties 2.1, 2.8, and

2.9, (6–5), (6–9), and the fact that ‖y‖ ≥ ‖z‖ that

ṙ (·) ≤ c1 + c2γ + c3γ
2 ≤ Υ, (6–29)

∀· ∈ [t0, t), where c1, c2, c3 ∈ R>0 are known constants. Now, using (6–29), the MVT can

be used to further bound (6–28) as

V̇L
a.e.
≤

(
|χ|+ ksτ̃Υ

cB
cm

)
|tanh (r)| − αks tanh2 (r) + ksε2ω2 |tanh (r) tanh (rτ̂ )|

+ω3ks tanh2 (r) + ω1ks |eu tanh (r)|+ ω1ks |eu tanh (rτ̂ )|

+1
2

(ε1ω1 + ε2ω2) ks
(
tanh2 (r)− tanh2 (rτ̂ )

)
− ω3ks

τ̂

∫ t
t−τ̂ tanh2 (r (θ)) dθ.

(6–30)
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Using Young’s Inequality to upper bound select terms in (6–30) yields the following

upper bound

V̇L
a.e.
≤

(
|χ|+ ksτ̃Υ

cB
cm

)
|tanh (r)| − αks tanh2 (r) + ks (ε1ω1 + ε2ω2 + ω3) tanh2 (r)

+
(
ω1ks
ε1

)
e2
u − ω3ks

τ̂

∫ t
t−τ̂ tanh2 (r (θ)) dθ.

(6–31)

Substituting (6–5) into (6–31) and completing the squares on the |tanh (r)| terms yield

V̇L
a.e.
≤ −ks

(
1
2
α− ε1ω1 − ε2ω2 − ω3

)
tanh2 (r)− ω3ks

τ̂

∫ t
t−τ̂ tanh2 (r (θ)) dθ

+
(
ω1ks
ε1

)
e2
u + 1

αks

(
ρ2 (‖z‖) ‖z‖2 +

(
Φ + ksτ̃Υ

cB
cm

)2
)
.

(6–32)

To facilitate the analysis, the Cauchy-Schwarz inequality can be used with (6–3) and

(6–7) to yield

e2
u ≤ τ̂ k2

s

∫ t
t−τ̂ tanh2 (r (θ)) dθ. (6–33)

Furthermore, Q2 can be upper bounded as

Q2 ≤ ω3ks
∫ t
t−τ̂ tanh2 (r (θ)) dθ. (6–34)

The following inequality is obtained by using (6–10), (6–33), and (6–34):

−ω3ks
τ̂

∫ t
t−τ̂ tanh2 (r (θ)) dθ ≤ − ω3

3ksτ̂2
e2
u − ω3

3τ̂( 1
2

(ε1ω1+ε2ω2))
Q1 − 1

3τ̂
Q2. (6–35)

Substituting (6–35) into (6–32) and using the definition of β1 in (6–13) yields

V̇L
a.e.
≤ −β1 ‖x‖2 + 1

αks
ρ2 (‖z‖) ‖z‖2 + v, (6–36)

∀t ∈
[
tmn , t

e
n+1

)
, provided that ‖y (·)‖ < γ, ∀· ∈ [t0, t), where x ∈ R4 is defined as

x ,

[
tanh (r) eu

√
Q1

√
Q2

]T
, (6–37)

and the auxiliary constant, v ∈ R>0, is defined as

v , 1
αks

(
Φ + ksτ̃Υ

cB
cm

)2

. (6–38)

111



Now the Cases 2-9 from Table 6-1 will be considered, which represent the cases

when the motor is active (i.e., t ∈
[
ten, t

m
n+1

)
). An overall upper bound for Cases 2-9

is determined to facilitate the analysis. Note, by individually considering each case,

utilizing Properties 2.1 and 2.8, and selecting ε2 and ω2 such that α − cb
cM
≤
∣∣∣α− cb

cM

∣∣∣ ≤
ε2ω2 and cB

cm
− α ≤

∣∣∣α− cB
cm

∣∣∣ ≤ ε2ω2, it could be proven that∣∣∣∣(K [σs,τ̂ ]α−
K[BτM ]
M

)∣∣∣∣ ≤ ε2ω2 + max
(
cb
cM
, α
)
. (6–39)

The inequality in (6–27) can be upper bounded for Cases 2-9 by considering each case

individually, using Properties 2.8 and 2.9, and utilizing the inequality in (6–39) to yield

V̇L
a.e.
≤ |χ| |tanh (r)| − ce

cM
k1 |tanh (r)|+ ks

cB
cm
|tanh (r)| |(tanh (rτ̂ )− tanh (rτ ))|

− ce
cM
k2 tanh2 (r) + ksε2ω2 |tanh (r) tanh (rτ̂ )|+ ω1ks |eu tanh (r)|

+ω1ks |eu tanh (rτ̂ )|+ ks max
(
cb
cM
, α
)
|tanh (r) tanh (rτ̂ )|+ ω3ks tanh2 (r)

+1
2

(ε1ω1 + ε2ω2) ks
(
tanh2 (r)− tanh2 (rτ̂ )

)
− ω3ks

τ̂

∫ t
t−τ̂ tanh2 (r (θ)) dθ.

(6–40)

Substituting (6–5) into (6–40), selecting the gains according to (6–18), (6–19), and

(6–21), and applying the MVT yields

V̇L
a.e.
≤ ρ (‖z‖) ‖z‖ |tanh (r)| − ce

cM
k21 tanh2 (r) + ksε2ω2 |tanh (r) tanh (rτ̂ )|

+ω1ks |eu tanh (r)|+ ω1ks |eu tanh (rτ̂ )|+ ω3ks tanh2 (r)

+1
2

(ε1ω1 + ε2ω2) ks
(
tanh2 (r)− tanh2 (rτ̂ )

)
− ω3ks

τ̂

∫ t
t−τ̂ tanh2 (r (θ)) dθ.

(6–41)

Now, by following a similar development as for Case 1 the following upper bound for

(6–41) can be obtained

V̇L
a.e.
≤ −β2 ‖x‖2 +

cM
2cek21

ρ2 (‖z‖) ‖z‖2 , (6–42)

∀t ∈
[
ten, t

m
n+1

)
, provided that ‖y (·)‖ < γ, ∀· ∈ [t0, t), where β2 is defined in (6–14).
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An upper bound for every case can be obtained by upper bounding both (6–36) and

(6–42) by

V̇L
a.e.
≤ −β ‖x‖2 + δρ2 (‖z‖) ‖z‖2 + v, (6–43)

∀t ∈ [t0,∞), where

δ , max
(

1
αks
, cM

2cek21

)
. (6–44)

From (6–43), (6–22) can be considered a common Lyapunov-like function across the

entire crank cycle (i.e., for every case [114]). Additionally, notice that β > 0 provided the

gain conditions in (6–16)-(6–20) are satisfied. Using (2–24), (6–24), and (6–37) it can be

proven that ‖x‖2 ≥ tanh2 (‖y‖). Furthermore, (6–43) can be upper bounded by using the

fact that ‖y‖ ≥ ‖z‖ and ‖x‖2 ≥ tanh2 (‖y‖) to yield

V̇L
a.e.
≤ −β

2
tanh2 (‖y‖)︸ ︷︷ ︸
φ3(‖y‖)

+ v, (6–45)

∀t ∈ [t0,∞), provided that ‖y (·)‖ < γ, ∀· ∈ [t0, t) and that the following inequality is

satisfied for all time

− β

2
tanh2 (‖y‖) + δρ2 (‖y‖) ‖y‖2 ≤ 0. (6–46)

The expression in (6–46) can be rewritten as follows

ρ2 (‖y‖)
(

‖y‖
tanh (‖y‖)

)2

≤ β

2δ
. (6–47)

A sufficient condition for (6–47) is obtained by using the properties in (2–25) as

ρ2 (‖y‖) (‖y‖+ 1)2 ≤ β

2δ
. (6–48)

Notice that the left-hand side of (6–48) is strictly increasing with respect to ‖y‖. There-

fore, the condition in (6–48) implies that ‖y‖ must be bounded. Let γ denote the

maximum value of ‖y‖ such that (6–48) holds. Thus, (6–48) is satisfied for all time if

‖y (t)‖ ≤ γ, ∀t ∈ [t0,∞). Therefore, a sufficient condition for ‖y (·)‖ < γ, ∀· ∈ [t0, t) is

that the condition in (6–48) is satisfied for all time. Given (6–23) and (6–45), ‖y (·)‖ is
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uniformly ultimately bounded [115] in the sense that

‖y (t)‖ ≤ d, ∀t ≥ T
(
d, ‖y (t0)‖

)
, (6–49)

provided the gain conditions in (6–16)-(6–20) and the sufficient condition in (6–48) are

satisfied for all time. In (6–49), d̄ denotes the ultimate bound of ‖y (t)‖ and is determined

according to [115] as

d̄ >
(
φ−1

1 ◦ φ2

) (
φ−1

3 (v)
)
, (6–50)

where φ1 and φ2 are defined in (6–23), φ3 is defined in (6–45), v is defined in (6–38), and

T denotes the ultimate time to reach the ultimate bound and is defined as [115]

T ,


0 ‖y (t0)‖ ≤ κ

φ2(‖y(t0)‖)−φ1((φ−1
2 ◦φ1)(d̄))

φ3(φ−1
2 ◦φ1)(d̄)−v

‖y (t0)‖ > κ.

(6–51)

where κ ,
(
φ−1

2 ◦ φ1

) (
d̄
)
. From (6–49), a sufficient condition for (6–48) to be satisfied for

all time is provided in (6–26), which is expressed in terms of the initial condition and the

ultimate bound of the composite error signal ‖y‖ .

6.3 Experiment

6.3.1 Experimental Testbed

The experimental testbed used in this chapter is the FES cycle that is introduced in

Chapter 2.

6.3.2 Experimental Methods

Experiments on a 28 year old male able-bodied participant were performed to

validate the controllers in (6–7) and (6–8). The participant gave written informed consent

approved by the University of Florida Institutional Review Board (IRB201600881).

The participant was instructed to be a passive rider and make no volitional effort to

either assist or resist the electric motor input or FES input during the experiment.

The participant was blind to the desired and actual trajectory. For simplicity, in this
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experiment only the quadriceps femoris muscle group was stimulated; however, the

analysis is valid for the quadriceps femoris, hamstrings, and gluteal muscle groups.

During the first 20 s of the experiment the motor tracked a smooth cadence ramp from

zero to q̇d = 50 RPM. At that point the FES and motor controllers were implemented

according to the developed control design. For the next 160 s, a constant desired

cadence of 50 RPM was tracked. The lower thresholds of the torque transfer ratios were

used to determine the range of crank angles corresponding to the stimulation of each

muscle and activation of the motor. The gains were selected as k1 = 0.5, k2 = 15, ks = 1,

and α = 0.1. The time-varying input delay was estimated as τ̂ = 0.1 s. For use in (2–11),

the delay upper bound was selected as τ̄ = 0.12 s, respectively.

6.3.3 Results and Discussion

Figure 6-1 depicts the motor current input (top plot) and the FES pulse width deliv-

ered to the participant’s RQ and LQ (bottom plot) throughout the experiment. Recall that

a smooth cadence ramp up to 50 RPM occurred over the first 20 s of the experiment.

Figure 6-2 depicts the subject’s tracking performance during the experiment, quantified

by the actual cadence versus desired cadence (top plot), and by the cadence error

(bottom plot). An average cadence of 48.24 ± 2.09 RPM with a maximum peak error

of 9.1 RPM was achieved during the experiment. The offset in the cadence error could

likely be improved by modifying the error system to include a position error term. A

position error term would be like the integral term of a Proportional-Integral-Derivative

(PID) controller to reduce the steady-state error [116]. The control inputs over a single

crank cycle are shown in Figure 6-3. These preliminary experimental results success-

fully demonstrate the ability of the controllers in (6–7) and (6–8) to achieve uniformly

ultimately bounded tracking performance despite unknown disturbances, uncertainty

in the lower limb dynamics, and an unknown time-varying FES input delay for a single

healthy participant.
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Figure 6-1. The filtered motor input (top) and the peak FES input pulse width (PW)
applied to the right (RQ) and left (LQ) quadriceps femoris for each FES
region (bottom). The vertical black line indicates the time when the
developed controllers were activated. A 1.2 s moving average filter was used
on the motor input for visual clarity. The effect of the saturated FES control
input can be seen in the bottom plot.
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Figure 6-2. The desired versus the actual cadence (top) and the cadence error (bottom)
after the designed control system was activated. For visual clarity, a solid
black line marks zero error. A 1.2 s moving average filter was applied to q̇
and ė for visual clarity.
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Figure 6-3. The FES input (top) and the motor input (bottom) over approximately one
crank cycle.
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6.4 Concluding Remarks

In this chapter, new FES and motor controllers are developed for the FES cycle to

yield cadence tracking. Compared to Chapter 4, a saturated control system is developed

such that the upper bound of both the motor and FES controller is known a priori and

can be adjusted by modifying the feedback control gains. Consequently, the participant’s

safety and comfort are improved. A Lyapunov-like analysis was performed to ensure

uniformly ultimately bounded cadence tracking for an uncertain nonlinear dynamic

switched system, unknown bounded additive disturbances, and an unknown time-

varying input delay. Additionally, switching conditions that are presented in Chapter 2

were developed to activate/deactivate stimulation to yield effective muscle contractions.

A preliminary experiment on a single participant was performed to validate the motor

and FES controllers, which indicated that an offset occurred in the cadence error.

Chapter 7 seeks to improve the cadence tracking performance by ensuring both

position and cadence tracking, while simultaneously providing saturated FES inputs.

Furthermore, extensive experiments are performed in Chapter 7 to compare the

controllers developed in this chapter and those developed in Chapter 7.
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CHAPTER 7
POSITION AND CADENCE TRACKING OF A MOTORIZED FES-CYCLE WITH AN
UNKNOWN TIME-VARYING INPUT DELAY USING SATURATED FES CONTROL

In this chapter, similar to Chapter 6, we develop a saturated closed-loop FES con-

troller that compensates for the EMD. However, in this chapter the control development

and stability analysis is modified to yield exponential position and cadence tracking

compared to uniformly ultimately bounded cadence tracking that is ensured in Chapter

6. Furthermore, this chapter results in less conservative gain conditions compared to

Chapter 6. The motivation of this chapter is to include position tracking as a control

objective in an effort to improve the cadence tracking performance as discussed in

Chapter 6. Contributions of this chapter result from the design and analysis innovations

to compensate for switching between the different muscles and motor control inputs,

compensating for the inherent uncertain nonlinear dynamics, compensating for the time-

varying unknown input delay resulting from the complex electrochemical FES muscle

torque production process, and compensating for saturation in the evoked torque due

to fatigue, available muscle mass, or stimulation sensitivity. An important feature of the

bound on the developed saturated FES controller is that it is known a priori, similar to

the saturated controllers in Chapter 6, and can be adjusted by tuning the control gains to

limit the stimulation levels, providing a more comfortable experience for the participant.

The performance of the controllers developed in this chapter were then compared to

the control system developed in Chapter 6 through a series of experiments on nine

participants (five able-bodied and four with NCs). For the controllers developed in this

chapter and those developed in Chapter 6, the experiments for the non-informed pas-

sive able-bodied participants resulted in average cadence tracking errors of -0.03±1.69

RPM and 3.90±3.36 RPM, respectively, and the experiments for the participants with

NCs resulted in average cadence tracking errors of -0.04±1.98 RPM and 0.53±3.37

RPM, respectively, for a desired cadence of 50 RPM.
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7.1 Control Development

The first control objective of the FES-cycle system is for the crank to track a

sufficiently smooth desired position qd : R≥0 → R and desired cadence q̇d : R≥0 → R,

which is complicated by the existence of uncertainties in the dynamic model and the

unknown time-varying EMD. The tracking control objective is quantified by a measurable

position tracking error, denoted by e : R≥0 → R, and defined as

e , qd − q, (7–1)

and a measurable cadence tracking error, denoted by ė : R≥0 → R, and defined as

ė , q̇d − q̇. (7–2)

Motivated by the desire to inject a delay-free FES input into the open- and closed-loop

error systems, an auxiliary signal eu : R≥0 → R is designed as

eu , −
∫ t

t−τ̂
σs (θ)u (θ) dθ, (7–3)

where τ̂ ∈ R>0 denotes a constant estimate of the EMD, and σs is defined in (2–12). The

EMD estimation error is defined as τ̃ , τ − τ̂ , which can be upper bounded by applying

Property 2.11 as |τ̃ | ≤ τ̃ , where τ̃ ∈ R>0 is a known constant. Motivated to aid the

subsequent stability analysis and to include e in the closed-loop error system, the time

derivative of the auxiliary signal ef : R≥0 → R is designed as

ėf , cosh2 (ef ) (−k1r + e− α3tanh (ef )) , (7–4)

where hyperbolic functions are used to facilitate the saturated control design, ef (0) = 0,

and k1, α3 ∈ R>0 are selectable constants. A measurable auxiliary tracking error,

r : R≥0 → R, is defined as

r , ė+ α1e+ tanh (ef ) + α2eu, (7–5)
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where α1, α2 ∈ R>0 are selectable constants. To obtain the open-loop error system, we

substitute (7–2) into (7–5) and take the time derivative of (7–5), apply Leibniz integral

rule to (7–3) to obtain ėu, solve (2–18) for q̈, substitute in (7–4), and add and subtract

Bτ
MM

−1uτ̂ + e to yield

ṙ = χ+
BτM
M

(uτ̂ − uτ )− BE
M
ue − k1r − σsα2u+

(
σs,τ̂α2 −

BτM
M

)
uτ̂ − e, (7–6)

where χ : Q× R× R× R≥0 → R is defined as

χ , q̈d +M−1 [V q̇ +G+ P + bcq̇ + d− τvol] + 2e+ α1ė− α3tanh (ef ) . (7–7)

By using (7–2), (7–5), and Properties 2.1-2.7,

|χ| ≤ Φ + ρ (‖z‖) ‖z‖ , (7–8)

where Φ ∈ R>0 is a known constant, ρ (·) is a globally invertible, positive, radially

unbounded, and strictly increasing function, and z ∈ R4 is a composite error vector

defined as

z ,

[
e r eu tanh(ef )

]T
. (7–9)

The second control objective of the FES-cycle system is to design a saturated FES

control input to ensure the comfort of the participant. The FES and motor control inputs

are designed, based on (7–6) and the subsequent stability analysis, as

u , − k1

α2

tanh (ef ) , (7–10)

ue ,
cM
ce

(σek2r + k3sgn (r)) , (7–11)

where sgn (·) denotes the signum function, and k1, k2, k3 ∈ R>0 are selectable con-

stants. The motor switching signal, denoted by σe, is defined in (2–13). A feature

of the FES control input is that |u| ≤ k1
α2

, and thus it can be bounded by selectable

gain constants. The stimulation input (i.e. pulse width) to each muscle group is de-

fined as um , kmσmu,∀m ∈ M, resulting in a bounded stimulation input since
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|um| ≤ kmk1
α2

,∀m ∈ M. Therefore, the stimulation input into each muscle can be bounded

a priori by selectable constants to ensure a more comfortable and safer experience for

the rider. The motor control input is defined as uE , keue. The closed-loop error system

is obtained by substituting (7–10) and (7–11) into (7–6) to yield

ṙ = χ+
BτM
M

(uτ̂ − uτ )− k1r − e− BE
M

cM
ce

(σek2r + k3sgn (r))

+σsk1tanh (ef ) +
(
σs,τ̂α2 −

BτM
M

)
uτ̂ .

(7–12)

To facilitate the subsequent stability analysis, LK functionals Q1, Q2 : R≥0 → R>0 are

defined as

Q1 ,
1

2
(ε1ω1 + ω2)

∫ t

t−τ̂
u2 (θ) dθ, (7–13)

Q2 ,
ω3

τ̂

∫ t

t−τ̂

∫ t

s

u2 (θ) dθds, (7–14)

and auxiliary bounding constants β1, β2, δ1, δ2 ∈ R are defined as

β1 , min
(
α1 − α2ε2

2
, 1

2
(k1 − ω2) , ω3

3τ̂2
− α2

2ε2
− ω1

ε1
, α3 − k21

α2
2

(
ε1ω1 + 1

2
ω2 + ω3

))
,

(7–15)

β2 , min
(
α1 − α2ε2

2
, k2 − 1

2
ω2,

ω3

3τ̂2
− α2

2ε2
− ω1

ε1
, α3 − k1

2
− k21

α2
2

(
ε1ω1 + 1

2
ω2 + ω3

))
,

(7–16)

δ1 , min

(
1
2
β1,

ω3

3τ̂( 1
2

(ε1ω1+ω2))
, 1

3τ̂

)
, (7–17)

δ2 , min

(
1
2
β2,

ω3

3τ̂( 1
2

(ε1ω1+ω2))
, 1

3τ̂

)
, (7–18)

where ε1, ε2, ω1, ω2, ω3 ∈ R>0 are selectable constants. To ensure that (7–15)-(7–18) are

positive, the following gain conditions must be satisfied

α1 >
1

2
α2ε2, k1 > ω2, k2 >

1

2
ω2, (7–19)

k3 ≥ Φ + τ̃Υ cB
cm

+ k1
α2

max
(
cb
cM
, α2

)
, (7–20)

ω2 ≥ max
(∣∣∣α2 − cb

cM

∣∣∣ , ∣∣∣α2 − cB
cm

∣∣∣) , (7–21)

ω3 > 3τ̂ 2
(
α2

2ε2
+ ω1

ε1

)
, (7–22)
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α3 >
1

2
k1 +

k2
1

α2
2

(
ε1ω1 +

1

2
ω2 + ω3

)
, (7–23)

where Υ ∈ R>0 is a known constant.

7.2 Stability Analysis

Switching times are denoted by {tin} , i ∈ {m, e} , n ∈ {0, 1, 2, ...} , which represent

the instants in time when σe becomes zero (i = m) or nonzero (i = e). A common

Lyapunov function candidate, VL : D → R≥0, that is continuously differentiable and

positive definite is defined on a domain D ⊆ R6 as

VL ,
1

2
e2 +

1

2
r2 +

1

2
ω1e

2
u +

1

2
tanh2 (ef ) +Q1 +Q2. (7–24)

The common Lyapunov function candidate in (7–24) can be bounded as

λ1 ‖y‖2 ≤ VL ≤ λ2 ‖y‖2 , (7–25)

where λ1, λ2 ∈ R>0 are known constants defined as

λ1 , min

(
1

2
,
ω1

2

)
, λ2 , max

(
1,
ω1

2

)
,

and y ∈ R6 is defined as

y ,

[
zT
√
Q1

√
Q2

]T
. (7–26)

Let SD be defined as

SD ,
{
y ∈ D | ‖y‖ <

√
λ1
λ2
γ
}
, (7–27)

where γ ∈ R>0 is a known constant defined as1 γ ≤ inf {ρ−1 ((κ,∞))}, where κ ,√
1
2
k1 min (β1, β2).

Theorem 7.1. For the motorized FES cycle-rider dynamics in (2–18) and Properties

2.1-2.11, the controllers defined in (7–10) and (7–11) yield exponential cadence tracking

1 For a set A, the inverse image is defined as ρ−1 (A) , {a | ρ (a) ∈ A}.
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in the sense that

‖y (t)‖ ≤
√
λ2

λ1

‖y(t0)‖ exp

(
−λ3

2
(t− t0)

)
, (7–28)

∀t ∈ [t0,∞) , where λ3 , λ−1
2 min (δ1, δ2), provided y (t0) ∈ SD, and the gain conditions in

(7–19)-(7–23) are satisfied.

Proof. Since the FES and motor controllers are discontinuous, a generalized solution

exists almost everywhere (a.e.) within t ∈ [t0,∞) for the time derivative of (7–24),

denoted by ˙̃VL, such that V̇L (y)
a.e.
∈ ˙̃VL (y). Let y (t) be a Filippov solution to the differ-

ential inclusion ẏ ∈ K [h] (y) for t ∈ [t0,∞), where K[·] is defined as in [112], and let

h : R6 → R6 be defined as h ,
[
ė ṙ ėu ˙tanh (ef )

˙√Q1
˙√Q2

]T
(see [110]). Using

the calculus of K [·] from [113], using (7–4), (7–5), and (7–12), applying the Leibniz

integral rule to (7–3), (7–13), (7–14), and canceling common terms yield the following

generalized time derivative of (7–24),

˙̃VL ⊆ e (−α1e− α2eu) + r

[
K[BτM ]
M

(uτ̂ − uτ )− BE
M

cM
ce

(K [σe] k2r + k3K [sgn (r)])

+χ− k1r +K [σs] k1tanh (ef ) +

(
K [σs,τ̂ ]α2 −

K[BτM ]
M

)
uτ̂

]
+ω1eu (−K [σs]u+K [σs,τ̂ ]uτ̂ ) + tanh (ef ) (−k1r − α3tanh (ef ))

+1
2

(ε1ω1 + ω2) (u2 − u2
τ̂ ) + ω3

τ̂

(
τ̂u2 −

∫ t
t−τ̂ u

2 (θ) dθ
)
,

(7–29)

where, K [sgn (·)] = SGN (·) such that SGN (·) = {1} if (·) > 0, [−1, 1] if (·) = 0, and

{−1} if (·) < 0. Evaluating the expression in (7–29) for each potential combination of the

switching signals will yield a result for all time. By inspection of (7–29) and the switching

conditions in (2–11), (2–12), and (2–13), there exists nine unique combinations as

summarized in Table 5-1. Subsequently, Case 1 will be considered, followed by an

examination of Cases 2-9 using an overall upper bound.

From Table 5-1, Case 1 represents the only case when σe = 0 (i.e., t ∈
[
tmn , t

e
n+1

)
),

which occurs when FES forces are occurring. Notice that the switching signals are
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constant during a given case; thus, during Case 1, K [σs] = 1, K [σs,τ̂ ] = 1, K [σe] = 0,

and by Property 2.8, cb ≤ K [Bτ
M ] ≤ cB. Setting K [σs] = 1, K [σs,τ̂ ] = 1, and

K [σe] = 0, choosing ω2 such that max
(∣∣∣α2 − cb

cM

∣∣∣ , ∣∣∣α2 − cB
cm

∣∣∣) ≤ ω2, using the fact that

V̇L (y)
a.e.
∈ ˙̃VL (y), and using Properties 2.1, 2.8, and 2.9 yields the following upper bound

for (7–29) during Case 1,

V̇L
a.e.
≤ −α1e

2 + α2 |eeu|+ cB
cm
|r| |uτ̂ − uτ |+ |r| |χ| − k3 |r| − k1r

2 + ω2 |uτ̂r|

+ω1 |euu|+ ω1 |euuτ̂ | − α3tanh2 (ef ) + 1
2

(ε1ω1 + ω2) (u2 − u2
τ̂ )

+ω3

τ̂

(
τ̂u2 −

∫ t
t−τ̂ u

2 (θ) dθ
)
.

(7–30)

Using (7–4), (7–10), and (7–26) it could be shown that u̇ (·) ≤ Υ, ∀· ∈ [t0, t) provided that

‖y (·)‖ < γ, ∀· ∈ [t0, t). Since u̇ (·) ≤ Υ, ∀· ∈ [t0, t), the MVT can be applied to upper

bound (7–30) as

V̇L
a.e.
≤ −α1e

2 + α2 |eeu|+ τ̃Υ cB
cm
|r|+ |r| |χ| − k3 |r| − k1r

2 + ω2 |uτ̂r|+ ω1 |euu|

+ω1 |euuτ̂ | − α3tanh2 (ef ) + 1
2

(ε1ω1 + ω2) (u2 − u2
τ̂ ) + ω3

τ̂

(
τ̂u2 −

∫ t
t−τ̂ u

2 (θ) dθ
)
.

(7–31)

Substituting (7–8) into (7–31), applying the gain condition in (7–20), and completing the

squares on the |r| ρ (‖z‖) ‖z‖ term yields

V̇L
a.e.
≤ −α1e

2 + α2 |eeu| − 1
2
k1r

2 + ω2 |uτ̂r|+ ω1 |euu|+ ω1 |euuτ̂ | − α3tanh2 (ef )

+1
2

(ε1ω1 + ω2) (u2 − u2
τ̂ ) + ω3u

2 − ω3

τ̂

∫ t
t−τ̂ u

2 (θ) dθ + 1
2k1
ρ2 (‖z‖) ‖z‖2 .

(7–32)

Applying Young’s Inequality and using (7–10) yields

V̇L
a.e.
≤ −

(
α1 − α2ε2

2

)
e2 +

(
α2

2ε2
+ ω1

ε1

)
e2
u − 1

2
(k1 − ω2) r2 − α3tanh2 (ef )

+
k21
α2
2

(
ε1ω1 + 1

2
ω2 + ω3

)
tanh2 (ef )− ω3

τ̂

∫ t
t−τ̂ u

2 (θ) dθ + 1
2k1
ρ2 (‖z‖) ‖z‖2 .

(7–33)

We can bound Q2 as

Q2 ≤ ω3

∫ t
t−τ̂ u

2 (θ) dθ, (7–34)
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and then apply the Cauchy-Schwarz inequality to (7–3) to obtain

e2
u ≤ τ̂

∫ t
t−τ̂ u

2 (θ) dθ. (7–35)

From (7–13), (7–34) , and (7–35),

−ω3

τ̂

∫ t
t−τ̂ u

2 (θ) dθ ≤ − ω3

3τ̂( 1
2

(ε1ω1+ω2))
Q1 − ω3

3τ̂2
e2
u − 1

3τ̂
Q2. (7–36)

Substituting (7–36) into (7–33), using the fact that ‖y‖ ≥ ‖z‖, and using (7–9), (7–15),

(7–17), and (7–25) yields

V̇L
a.e.
≤ − δ1

λ2

VL, (7–37)

∀t ∈
[
tmn , t

e
n+1

)
, provided that ‖y (·)‖ < γ, ∀· ∈ [t0, t) and provided y (tmn ) ∈ D, where

D , {y ∈ R6 | ‖y‖ < γ} . (7–38)

The condition y (tmn ) ∈ D is equivalent to requiring ‖y (tmn )‖ < γ.

Cases 2-9 from Table 5-1 all include σe = 1 (i.e., t ∈
[
ten, t

m
n+1

)
). To facilitate the

development of an overall upper bound for Cases 2-9, notice that by considering each

case individually, selecting ω2 according to (7–21), and using Properties 2.1 and 2.8, it

could be shown that∣∣∣∣(K [σs,τ̂ ]α2 −
K[BτM ]
M

)∣∣∣∣ ≤ ω2 + max
(
cb
cM
, α2

)
. (7–39)

An overall upper bound of (7–29) for Cases 2-9 is obtained by considering each case

individually, using Properties 2.1, 2.8, and 2.9, and using (7–39) to yield

V̇L
a.e.
≤ −α1e

2 + α2 |eeu|+ |r| |χ| − k3 |r| − k1r
2 + cB

cm
|r| |uτ̂ − uτ | − k2r

2 + ω2 |uτ̂r|

+ max
(
cb
cM
, α2

)
|uτ̂r| − α3tanh2 (ef ) + ω1 |euu|+ ω1 |euuτ̂ |+ k1 |r tanh (ef )|

+1
2

(ε1ω1 + ω2) (u2 − u2
τ̂ ) + ω3

τ̂

(
τ̂u2 −

∫ t
t−τ̂ u

2 (θ) dθ
)
.

(7–40)
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Substituting (7–8) into (7–40), completing the squares on |r| ρ (‖z‖) ‖z‖, using Young’s

Inequality on |r tanh (ef )|, and using the fact that |uτ̂r| ≤ k1
α2
|r| yields

V̇L
a.e.
≤ −α1e

2 + α2 |eeu|+ |r|Φ− k3 |r| − k2r
2 + 1

2k1
ρ2 (‖z‖) ‖z‖2 + cB

cm
|r| |uτ̂ − uτ |

+ω2 |uτ̂r|+ k1
α2

max
(
cb
cM
, α2

)
|r|+ ω1 |euu| −

(
α3 − 1

2
k1

)
tanh2 (ef )

+1
2

(ε1ω1 + ω2) (u2 − u2
τ̂ ) + ω1 |euuτ̂ |+ ω3

τ̂

(
τ̂u2 −

∫ t
t−τ̂ u

2 (θ) dθ
)
.

(7–41)

An upper bound for (7–41) is obtained by following a development similar to Case 1 to

yield

V̇L
a.e.
≤ − δ2

λ2

VL, (7–42)

∀t ∈
[
ten, t

m
n+1

)
, provided that y (ten) ∈ D and ‖y (·)‖ < γ, ∀· ∈ [t0, t).

An upper bound across all cases (i.e., ∀t ∈ [t0,∞)) is obtained by using (7–37) and

(7–42) to yield

V̇L
a.e.
≤ −λ3VL, (7–43)

where λ3 , λ−1
2 min (δ1, δ2), which can be solved to yield

VL (t) ≤ VL(t0) exp (−λ3(t− t0)) , (7–44)

provided that y (tmn ) , y (ten) ∈ D,∀n, and provided that ‖y (·)‖ < γ, ∀· ∈ [t0, t). Using

(7–25) with (7–44) yields the result in (7–28). A sufficient condition for y (tmn ) , y (ten) ∈

D,∀n, and ‖y (·)‖ < γ, ∀· ∈ [t0, t) is that y (t0) ∈ SD. From (7–24) and (7–44),

e, r, eu ∈ L∞, and from (7–10) and (7–11), u, ue ∈ L∞ and the remaining signals are

bounded.

7.3 Experiment

Let the FES and motor controllers developed in (7–10) and (7–11), the control

system developed in Chapter 6, and u = 0 and ue = 0 (i.e., no control assistance)

be henceforth labeled as Controllers A, B, and C, respectively. Controllers A and B
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Table 7-1. Participant Demographics
Participant Age Sex Condition Time Since Diagnosis

S1 22 F None - -
S2 22 M None - -
S3 22 F None - -
S4 22 F None - -
S5 21 F None - -
N1 26 M Spina Bifida (L5-S1) 26yr
N2 55 F Multiple Sclerosis 25yr
N3 54 M Multiple Sclerosis 10yr
N4 42 F Cerebral Palsy 42yr

both have a cadence tracking objective; however, Controller A also includes a position

tracking objective in an effort to improve the cadence tracking performance.

7.3.1 Experimental Testbed

The experimental testbed used in this chapter is the FES cycle that is introduced in

Chapter 2.

7.3.2 Experimental Methods

Experiments were performed on nine participants, including four with NCs, whose

demographics are shown in Table 7-1. Each participant provided written informed con-

sent approved by the University of Florida Institutional Review Board (IRB201600881).

Able-bodied participants, who were blind to the desired and actual trajectory, were

instructed to be a passive rider and make no volitional effort to either assist or resist the

electric motor input or FES input during the experiment. The able-bodied participants

were asked to provide no volitional contribution for equal comparison and to simulate

the potential lack of volitional contribution by some (e.g., spinal cord injured) patients in

a clinical setting. To further examine the performance of the control methods in an alter-

native clinical condition (i.e., active therapy), participants with NCs were asked to pedal

volitionally, and FES was added as required. Furthermore, the participants with NCs

were asked to contribute to the cadence tracking objective to the best of their ability,
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and they were shown, exclusively, a plot of the actual and desired cadence in real-time

during the experiment.

Prior to the experiments, electrodes were placed over the quadriceps, hamstrings,

and gluteal muscle groups. The participant was seated on the cycle, and their feet were

secured to the pedals using orthotic boots. The seat of the cycle was adjusted for each

participant’s comfort and to ensure a minimum bend of at least 15 degrees in the knee

across all angles of the crank cycle. The participant specific desired FES regions for

each muscle (Qm) were determined by recording various measurements (i.e., seat

position, limb lengths, etc.) as defined in [3]. The motor was then used to ramp the cycle

up to 50 RPM, and open-loop stimulation was applied to one muscle group at a time.

The stimulation was incrementally increased until the participant’s comfort limit was

determined, and this limit was recorded for each muscle group. Recall that Controllers A

and B utilize saturated FES controllers, thus the comfort limits were used to inform the

selection of control gains to saturate the FES input at or below each muscle’s comfort

limit.

During the first 20 s of an experiment the motor tracked a smooth cadence ramp

from zero to q̇d = 50 RPM. For the remaining 160 s (the steady-state portion of the

experiment), either Controller A, B, or C was implemented and a constant desired

cadence of 50 RPM was tracked. For the able-bodied participants, Controllers A and

B were implemented in a random order. For the participants with NCs, a run was first

performed using Controller C and then a run was performed using Controller A. Since

participants with NCs provided volition, they were allowed a single practice run for each

controller.

7.4 Results

7.4.1 Results from Able-Bodied Participants

The experimental results (i.e., root mean square (RMS) and peak cadence errors,

motor effort, and FES effort) of the able-bodied population are summarized in Table
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Table 7-2. Comparative results for the able-bodied participants during steady state
operation

Controller Participant RMS Cadence Peak Cadence Motor FES
Error (RPM) Error (RPM)∗ Effort (A)† Effort (µs)‡

A

S1 1.62 6.59 1.53±1.20 19.76±0.80
S2 1.99 12.76 1.71±1.26 36.12±2.58
S3 1.80 10.38 1.59±0.95 35.42±0.44
S4 1.68 8.16 1.68±1.03 12.25±2.30
S5 1.35 9.12 1.54±0.90 15.49±1.43

Average 1.69 9.40 1.61±1.07 23.81±1.51

B

S1 4.86 13.99 1.59±1.81 36.21±2.60
S2 4.90 12.65 1.71±1.80 38.57±1.29
S3 3.99 11.98 2.41±2.18 67.48±1.54
S4 6.08 15.64 2.48±2.61 29.17±0.76
S5 5.93 14.84 2.00±2.21 23.02±0.89

Average 5.15 13.82 2.04±2.12 38.89±1.41
∗The maximum value of |ė|.
†The average ± standard deviation of |uE| .
‡The average ± standard deviation of the maximum stimulation delivered to each mus-
cle group within each FES region.

7-2 for Controllers A and B. Figure 7-1 depicts a plot of the desired cadence versus

the actual cadence and plots of the control inputs for Participant S1 when using either

Controller A or B, which represent a typical result for the able-bodied participants.

Furthermore, it was determined that on average, across each able-bodied participant,

Controllers A and B applied FES to at least one muscle group during 59.7% and 62.5%

of the experiment, respectively, and resulted in an average cadence tracking error of

-0.03±1.69 RPM and 3.90±3.36 RPM, respectively.

7.4.1.1 Statistical analysis

A series of statistical tests were performed to determine the impact of each con-

troller on the cadence tracking performance and the control inputs. The statistical tests

were performed on the following measurements: RMS cadence error, peak cadence

error, average motor and FES inputs, motor and FES input standard deviations, and the

percent of time that FES was applied. Since only two controllers (Controllers A and B)

were used on each able-bodied participant, a paired difference test was used on each
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Figure 7-1. The actual versus desired cadence after steady-state was reached (top),
motor input (middle), and peak FES pulsewidth (PW) input for each FES
region applied to the left (L) and right (R) quadriceps (Q), hamstring (H), and
gluteal (G) (bottom) are shown for Controller A (left) and Controller B (right)
for participant S1. For visual clarity, a 1.2 s moving average filter was applied
to the actual cadence ( q̇ ) and the motor input. Steady-state is indicated by
the vertical black line. Note that stimulation of the RG was saturated at 40
µs, which resulted in the flat portions of the FES input for Controller B.
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measurement; however, due to the small sample size (n = 5), the Shapiro-Wilk’s test for

normality, whose null hypothesis is that the population is normally distributed, was used

to conclude that the difference data (i.e., the difference between each controller pair for

each participant) was approximately normal for each measurement (P-Value > 0.05).

Therefore, a series of one-sided paired t-tests were performed to conclude that the RMS

cadence error (P-Value < 0.001), peak cadence error (P-Value = 0.023), average motor

effort (P-Value = 0.034), motor effort standard deviation (P-Value = 0.003), average FES

effort (P-Value = 0.020), and percent of time that FES was applied (P-Value = 0.014)

were significantly larger for Controller B than for Controller A. Further, it was deter-

mined that the controller had no statistically significant effect on the FES effort standard

deviation (P-Value = 0.445).

7.4.1.2 Discussion

From the statistical analysis and inspection of Figure 7-1, it can be concluded

that Controller A outperformed Controller B by reducing the cadence tracking error

while simultaneously requiring less motor and FES effort, including requiring FES to

be applied over a smaller duration of time. Furthermore, it is clear from Figure 7-1 that

Controller B resulted in a offset of the cadence error, whereas Controller A resulted in a

negligible steady-state cadence error. Controller A was developed to reduce the steady-

state cadence error produced by Controller B by including a position and cadence error

term in the error system. It was theorized that the position error term would act like the

integral term of a Proportional-Integral-Derivative (PID) controller to reduce the steady-

state error [116], which was confirmed by the performance of Controller A relative to

Controller B.

7.4.2 Results from Participants with NCs

Since Controller A outperformed Controller B, Controller B was not used on the

participants with NCs and Controller C was instead used for comparison. The experi-

mental results for the population with NCs are summarized in Table 7-3 for Controllers
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Table 7-3. Comparative results for the participants with NCs during steady state
operation

Controller Participant RMS Cadence Peak Cadence Motor FES
Error (RPM) Error (RPM)∗ Input (A)† Input (µs)‡

A

N1 1.98 8.86 1.29±0.84 32.22±1.65
N2 1.57 7.69 1.46±0.81 14.70±0.53
N3 2.19 6.72 0.93±0.44 37.72±6.57
N4 2.16 7.74 1.68±1.08 22.49±3.31

Average 1.98 7.75 1.34±0.79 26.78±3.01

C

N1 4.53 27.94 0.00±0.00 0.00±0.00
N2 3.39 24.36 0.00±0.00 0.00±0.00
N3 2.62 14.18 0.00±0.00 0.00±0.00
N4 3.62 14.08 0.00±0.00 0.00±0.00

Average 3.54 20.14 0.00±0.00 0.00±0.00
∗The maximum value of |ė|.
†The average ± standard deviation of |uE| .
‡The average ± standard deviation of the maximum stimulation delivered to each mus-
cle group within each FES region.

A and C. The cadence tracking results for Controllers A and C are depicted in Figure

7-2 for Participant N1, which represents a typical result for the participants with NCs.

Across each participant with NCs, it was also determined that Controllers A and C

resulted in an average cadence tracking error of -0.04±1.98 RPM and 0.53±3.37 RPM,

respectively, and that, for Controller A, FES was applied to at least one muscle group

during 57.4% of the experiment.

7.4.2.1 Statistical analysis

To compare the cadence tracking performance of Controllers A and C, statistical

tests were performed on the RMS and peak cadence errors. As was done for the results

of the able-bodied participants, normality was confirmed using the Shapiro-Wilk’s test

and then one-sided paired t-tests were performed to conclude that the RMS (P-Value =

0.019) and peak (P-Value = 0.015) cadence errors were significantly larger for Controller

C than Controller A.

7.4.2.2 Discussion

The statistical analysis confirms that Controller A improves the cadence tracking

performance relative to Controller C, which is expected since Controller C provides no
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Figure 7-2. The filtered cadence tracking results for participant N1 are shown for
Controllers A (blue) and C (red), where a 1.2 s moving average filter was
applied for visual clarity.
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control assistance to meet the control objectives. Furthermore, the experimental results

in Table 7-3 and Figure 7-2 demonstrate the cadence tracking capability of Controller A

despite the existence of an unknown time-varying EMD, presence of volitional effort from

participants with a wide range of NCs, unknown disturbances, and uncertainty in the

lower limb dynamics. Therefore, Controller A has demonstrated potential as a cadence

tracking controller that saturates the FES input and is robust to a range of uncertainties,

which can safely be used during both passive and active therapy exercises.

7.5 Concluding Remarks

In this chapter, the safety/comfort and tracking performance of a participant during

FES-cycling is improved by the development of a switched and saturated FES control

system that is robust to uncertainties in the dynamic model, unknown disturbances,

and an unknown time-varying EMD. Exponential position and cadence tracking are

guaranteed by a Lyaponov-based stability analysis. An important feature of the control

system is that the bound on the FES controller can be set a priori to be within the

tolerable range of the participant to ensure comfort. Furthermore, state and delay

dependent switching conditions were developed to properly activate/deactivate the

motor and the FES of each muscle group to ensure efficient muscle contractions.

A series of experiments were performed on five able-bodied participants and four

participants with NCs to validate the performance of the developed controller. For

able-bodied participants, the developed controller and the controllers in Chapter 6

resulted in an average cadence tracking error of -0.03±1.69 RPM and 3.90±3.36 RPM,

respectively. For the participants with NCs, the developed controller and the controllers

in Chapter 6 produced an average cadence tracking error of -0.04±1.98 RPM and

0.53±3.37, respectively.
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CHAPTER 8
ROBUST CADENCE AND POWER TRACKING ON A SWITCHED FES CYCLE WITH

AN UNKNOWN ELECTROMECHANICAL DELAY

In prior chapters, the control objective was to ensure position and/or cadence

tracking; however, in this chapter a dual objective control structure for simultaneous

position/cadence and power tracking is developed. The FES and motor controllers are

designed to track a desired power and cadence, respectively, and a Lyapunov-based

switched systems analysis is performed to guarantee uniformly ultimately bounded

power tracking and global exponential cadence tracking for a switched, delayed,

nonlinear, and uncertain FES-cycling system. Due to intermittent FES application there

exists uncontrolled periods for the power tracking objective, which requires a dwell-

time analysis, which was further complicated by the existence of the EMD. A unique

challenge in this problem is that there is an unknown time-varying input delay to produce

force, and a different unknown time-varying residual input delay where force is still

produced after stimulation is removed. These delays impact the dwell-time conditions

that dictate stimulation timing, and if not properly accounted for can lead to undesired

effects such as antagonistic muscles exerting force at the same time or potential

instabilities. The proposed controllers were validated by experimental analysis of four

participants with NCs and five able-bodied participants, and yielded average power and

cadence tracking errors of 0.01±0.09 watts (W) and -0.05±0.65 RPM, respectively, for

the able-bodied participants and 0.01±1.11 W and -0.07±1.17 RPM, respectively, for

the participants with NCs. This chapter provides the first dual objective control structure,

along with the corresponding stability analysis, for an unknown, nonlinear, switched,

dynamic FES system with an unknown time-varying EMD.
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8.1 Control Development

Assumption 8.1. Similar to [41], an active estimate of τM , denoted by τ̂M : R≥0 →

R, can be developed (refer to Section 8.3.2) such that

τ̃M , τ̂M − τM , (8–1)

where τM is defined in (2–7) and τ̃M : R≥0 → R denotes the bounded estimation error

(i.e., |τ̃M | ≤ cest, where cest∈ R≥0 is known).

8.1.1 Position/Cadence Error System

The position tracking error, e1 : R≥0 → R, is defined as

e1 , qd − q, (8–2)

where qd : R≥0 → R denotes the smooth and bounded desired position (i.e., qd, q̇d, q̈d ∈

L∞). To aid the subsequent stability analysis, an auxiliary error e2 : R≥0 → R is defined

as

e2 , ė1 + α1e1, (8–3)

where ė1 , q̇d − q̇ quantifies the cadence tracking objective, and α1 ∈ R≥0 denotes a

selectable constant. The open-loop position/cadence error system is obtained by taking

the time derivative of (8–3), multiplying by M , adding and subtracting e1, and using

(2–18), (8–2), and (8–3) to yield

Mė2 = χ1 − e1 − V e2 − τM −BEue, (8–4)

where χ1 ,M (q̈d + α1ė1) + V (q̇d + α1e1) +G+ P + bcq̇ + d+ e1. Based on (8–4) and the

stability analysis, the motor controller is designed as

ue =
1

BE

(
k1e2 +

(
k2 + k3 ‖y‖+ k4 ‖y‖2) sgn (e2)− τ̂M

)
, (8–5)
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where y ,
[
e1 e2

]T
, sgn (·) represents the signum function, and k1, k2, k3, k4 ∈ R>0

are selectable constants, and BE is defined in (2–21). In this chapter, recall that the

motor is active for all t ≥ t0 (i.e., the motor switching signal is defined as σe , 1).

Substituting (8–5) into (8–4) and using (8–1) yields the closed-loop position/cadence

error system

Mė2 = χ− e1 − V e2 − k1e2 −
(
k2 + k3 ‖y‖+ k4 ‖y‖2) sgn (e2) , (8–6)

where χ , χ1 + τ̃M , which can be bounded by Assumption 8.1 and Properties 2.1-2.6 as

|χ| ≤ c1 + c2 ‖y‖+ c3 ‖y‖2 , (8–7)

where c1, c2, c3 ∈ R>0 are known constants.

8.1.2 Torque Error System

The integral torque error, e3 : R≥0 → R, is defined as [117]

e3 ,
∫ t

t0

(τM,d(θ)− τ̂M(θ)) dθ, (8–8)

where τM,d : R≥0 → R is the bounded desired torque (i.e., τM,d ∈ L∞). Applying Leibniz’s

Rule to take the time derivative of (8–8) yields the torque tracking error

ė3 = τM,d(t)− τ̂M(t). (8–9)

The form of (8–8) is used to enable the FES controller to influence (8–9), and thus, the

subsequently designed torque error system [117]. An auxiliary signal, e4 : R≥0 → R, is

designed as

e4 , −
∫ t

t−τ̂
u (θ) dθ, (8–10)

to provide delay compensation by injecting a delay free FES input into the closed-loop

error system. To facilitate the subsequent stability analysis, an auxiliary torque error,
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r : R× R→ R, is defined as

r , α2e3 + α3e4, (8–11)

where α2, α3 ∈ R>0 are selectable constants.

The open-loop torque error system is obtained by taking a time derivative of (8–11),

adding and subtracting α2B
τ
Muτ̂ , substituting in (8–1), and using τM = Bτ

Muτ + τvol to

yield

ṙ = α2χ2 + α2B
τ
M (uτ̂ − uτ )− α3u+ (α3 − α2B

τ
M)uτ̂ , (8–12)

where Bτ
M is defined in (2–19) and χ2 , τM,d − τvol − τ̃M , which can be bounded using

Property 2.7 and Assumption 8.1 as |χ2| ≤ c4, where c4 ∈ R>0 is known. Based on

(8–12) and the stability analysis, the FES controller is defined as

u = ksr, (8–13)

where ks ∈ R>0 is a selectable constant and the FES switching signals are defined in

(2–10). Due to the form of (8–8), the FES controller cannot be applied before t0. The

closed-loop torque error system is obtained by substituting (8–13) into (8–12) to yield

ṙ = α2χ2 + α2ksB
τ
M (rτ̂ − rτ )− α3ksr + (α3 − α2B

τ
M) ksrτ̂ . (8–14)

Furthermore, the subsequent analysis is facilitated by defining LK functionals, Q1, Q2 :

R≥0 → R≥0, as

Q1 ,
1

2
(α3 − cbα2 + ε1ω1) ks

∫ t

t−τ̂
r (θ)2 dθ, (8–15)

Q2 ,
ω2ks
τ̂

∫ t

t−τ̂

∫ t

s

r (θ)2 dθds, (8–16)

where ε1, ω1, ω2 ∈ R>0 are selectable constants.

8.2 Stability Analysis

Due to intermittent FES application, the cases when the muscles are active (Bτ
M >

0) and inactive (Bτ
M = 0) must be analyzed along with a consideration of the switching
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between cases. A common Lyapunov function candidate is used in Theorems 8.1-8.3

to establish the decay rate (when Bτ
M > 0), growth rate (when Bτ

M = 0), and overall

boundedness of ‖z‖. Theorems 8.1 and 8.2 require the assumption that ‖z(·)‖ ≤ γ, ∀· ∈

[t0, t), where γ ∈ R>0 is a known constant, where the assumption is proven in Theorem

8.3. To aid the analysis in Theorems 8.1-8.3, let the switching instances be denoted as

{tin} , i ∈ {m, e} , n ∈ {1, 2, ...}, where tmn and ten denote the time instances when Bτ
M

becomes nonzero and zero for the n-th time, respectively. Furthermore, define te0 , t0

since it is known that FES forces are not present at t0 (i.e., Bτ
M = 0 initially) due to the

FES controller not being applied before t0. In Theorem 8.4, the position and cadence

errors are proven to be globally exponentially stable, and the motor controller is shown

to be bounded.

Define the continuously differentiable, positive definite Lyapunov function candi-

dates, V1 : R× R× R≥0 × R≥0 → R≥0 and V2 : R× R → R≥0, as

V1 ,
1

2
r2 +

1

2
ω1e

2
4 +Q1 +Q2, (8–17)

V2 ,
1

2
e2

1 +
1

2
Me2

2, (8–18)

which can be bounded as

λ1 ‖z‖2 ≤ V1 ≤ λ2 ‖z‖2 , (8–19)

β1 ‖y‖2 ≤ V2 ≤ β2 ‖y‖2 , (8–20)

where λ1 , min
(

1
2
, ω1

2

)
, λ2 , max

(
1, ω1

2

)
, β1 , min

(
1
2
, cm

2

)
, β2 , max

(
1
2
, cM

2

)
, z ∈ R4 is

defined as

z ,

[
r e4

√
Q1

√
Q2

]T
, (8–21)

and y is defined following (8–5). Auxiliary constants δ1, δ2, λ, λ3, λ4, v, v1, v2 ∈ R>0 are

defined to aid the subsequent stability analysis as

δ1 , min
(

1
4
α3ks,

ω2

3ksτ̂2
− ω1ks

ε1
, 2ω2

3τ̂(α3−cbα2+ε1ω1)
, 1

3τ̂

)
, (8–22)
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δ2 , ε2 + ks (ε1ω1 + ω2) , (8–23)

λ , λ3∆tmmin − λ4∆temax, (8–24)

λ3 , λ−1
2 δ1, λ4 , λ−1

1 δ2, (8–25)

v , v1
λ3

exp (λ4∆temax) (1− exp (−λ3∆tmmin))− v2
λ4

(1− exp (λ4∆temax)) , (8–26)

v1 ,
τ̃Υ 2

ks
+
α2

2c
2
4

α3ks
, (8–27)

v2 ,
(α2c4 + kscbα2τ̂Υ )2

4ε2

, (8–28)

where ε2, Υ,∆t
m
min,∆t

e
max ∈ R>0 denote a selectable constant, a known constant, the

minimum allowable dwell-time for FES-induced muscle contractions, and the maximum

allowable dwell-time for no FES-induced contractions, respectively. To aid the dwell-

time analysis, define
{
tij
}
, i ∈ {FES, KDZ} , j ∈ {1, 2, ...}, where tFESj and tKDZj

denote the known time instants when the crank enters QFES and QKDZ for the j-th time,

respectively, and recall that the FES switching signals in (2–10) were designed to ensure

that muscle contractions occur over the entire region QFES. Achievable dwell-times can

now be defined as

∆tmmin , min
(
tKDZj − tFESj

)
,∀j, (8–29)

∆temax , max
(
tFESj+1 − tKDZj

)
,∀j, (8–30)

where ∆tmmin and ∆temax are dictated by a minimum and maximum allowable cadence

after QFES has been defined.

Theorem 8.1. For Bτ
M > 0, ‖z (t)‖ is uniformly ultimately bounded in the sense that

‖z (t)‖2 ≤ λ2
λ1
‖z (tmn )‖2 exp (−λ3 (t− tmn )) + v1

λ1λ3
(1− exp (−λ3 (t− tmn ))) , (8–31)
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∀t ∈ [tmn , t
e
n) , ∀n ∈ {1, 2, ...}, provided that Assumption 8.1 is satisfied, ‖z(·)‖ < γ, ∀· ∈

[t0, t), and the subsequent gain conditions are satisfied:1

α3 ≥ cBα2, ω2 ≥
3τ̂ 2ω1k

2
s

ε1

, α3ksτ̂ < 1, (8–32)

τ̃ ≤ 1
k2sα

2
2c

2
B

(4cbα2 − 2α3 − 4ε1ω1 − 4ω2) . (8–33)

Proof. The solution to the time derivative of (8–17) exists almost everywhere (a.e.)

within t ∈ [t0,∞), because Bτ
M is discontinuous. A generalized time derivative of V1,

denoted by ˙̃V1, exists such that V̇1 (z)
a.e.
∈ ˙̃V1 (z). Let z (t) for t ∈ [t0,∞) be a Filippov

solution to the differential inclusion ż ∈ K [h1] (z), where h1 ,

[
ṙ ė4

˙√Q1
˙√Q2

]T
(see [110]). Substituting (8–14) into ˙̃V1(z), applying Leibniz’s Rule to (8–10), (8–15), and

(8–16), using the fact that V̇1 (z)
a.e.
∈ ˙̃V1 (z), and upper bounding yields

V̇1

a.e.
≤ α2 |r| |χ2|+ α2ksB

τ
M |r (rτ̂ − rτ )| − α3ksr

2 + ks |α3 − α2B
τ
M | |rrτ̂ |

+ω1ks (|e4r|+ |e4rτ̂ |) + 1
2

(α3 − cbα2 + ε1ω1) ks (r2 − r2
τ̂ )

+ω2ks
τ̂

(
τ̂ r2 −

∫ t
t−τ̂ r (θ)2 dθ

)
.

(8–34)

Young’s Inequality can be used to develop the subsequent inequalities

|rrτ̂ | ≤ 1
2
r2 + 1

2
r2
τ̂ ,

|e4r| ≤ 1
2ε1
e2

4 + ε1
2
r2,

|e4rτ̂ | ≤ 1
2ε1
e2

4 + ε1
2
r2
τ̂ .

(8–35)

Using Property 2.8 to bound Bτ
M , noticing that |α3 − α2B

τ
M | ≤ α3 − cbα2 provided that

α3 ≥ cBα2, and inserting (8–35) into (8–34) yields

V̇1

a.e.
≤ α2 |r| |χ2|+ α2kscB |r (rτ̂ − rτ )| − α3ksr

2 + ks (α3 − cbα2 + ε1ω1 + ω2) r2

+
(
ω1ks
ε1

)
e2

4 − ω2ks
τ̂

∫ t
t−τ̂ r (θ)2 dθ.

(8–36)

1 See Remark 8.1 regarding the feasibility of the gain conditions.
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Using the fact that |χ2| ≤ c4 and completing the squares on α2 |r| |χ2| yields

V̇1

a.e.
≤ α2kscB |r (rτ̂ − rτ )|+ α2

2c
2
4

α3ks
− ks

(
cbα2 − 1

2
α3 − ε1ω1 − ω2

)
r2

−1
4
α3ksr

2 +
(
ω1ks
ε1

)
e2

4 − ω2ks
τ̂

∫ t
t−τ̂ r (θ)2 dθ.

(8–37)

The Cauchy-Schwarz Inequality can be used with (8–13) on (8–10) to yield the following

upper bound

e2
4 ≤ τ̂ k2

s

∫ t

t−τ̂
r (θ)2 dθ, (8–38)

and the following upper bound for Q2 can be obtained

Q2 ≤ ω2ks

∫ t

t−τ̂
r (θ)2 dθ. (8–39)

Using (8–15), (8–38), and (8–39) it can be shown that

− ω2ks
3τ̂

∫ t

t−τ̂
r (θ)2 dθ ≤ − 2ω2

3τ̂ (α3 − cbα2 + ε1ω1)
Q1, (8–40)

− ω2ks
3τ̂

∫ t

t−τ̂
r (θ)2 dθ ≤ − ω2

3ksτ̂ 2
e2

4, (8–41)

− ω2ks
3τ̂

∫ t

t−τ̂
r (θ)2 dθ ≤ − 1

3τ̂
Q2. (8–42)

A further upper bound for (8–37) can be obtained by using (8–40)-(8–42) to yield

V̇1

a.e.
≤ −δ1 ‖z‖2 − ks

(
cbα2 − 1

2
α3 − ε1ω1 − ω2

)
r2 + α2kscB |r (rτ̂ − rτ )|+ α2

2c
2
4

α3ks
. (8–43)

Provided that ‖z(·)‖ < γ, ∀· ∈ [t0, t), it can be shown that ṙ(·) ≤ Υ, ∀· ∈ [t0, t) by using

(8–14), (8–21), the fact |χ2| ≤ c4, and Property 2.8. In fact, by using (8–14), the MVT,

and the gain condition α3ksτ̂ < 1 it can be shown that

ṙ ≤ α2(c4+cBksγ)
(1−α3ksτ̂)

≤ Υ, (8–44)
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provided that ‖z(·)‖ < γ, ∀· ∈ [t0, t). Using the MVT and Property 2.11, (8–43) can be

upper bounded as

V̇1

a.e.
≤ −δ1 ‖z‖2 − ks

(
cbα2 − 1

2
α3 − ε1ω1 − ω2

)
r2 + α2kscB τ̃Υ |r|+ α2

2c
2
4

α3ks
. (8–45)

By completing the squares and imposing the gain condition from (8–33), (8–45) can be

bounded as

V̇1

a.e.
≤ −δ1 ‖z‖2 + v1, (8–46)

where δ1 and v1 are defined in (8–22) and (8–27), respectively. Using (8–19) and (8–25)

allows (8–46) to be further bounded as

V̇1

a.e.
≤ −λ3V1 + v1. (8–47)

Solving the differential inequality in (8–47) yields

V1 (t) ≤ V1 (tmn ) exp (−λ3 (t− tmn )) + v1
λ3

(1− exp (−λ3 (t− tmn ))) , (8–48)

∀t ∈ [tmn , t
e
n) ,∀n ∈ {1, 2, ...}, provided that ‖z(·)‖ < γ, ∀· ∈ [t0, t) and the gain conditions

in (8–32) and (8–33) are met. By (8–19), the result in (8–31) is obtained.

Theorem 8.2. For Bτ
M = 0, ‖z (t)‖ can be upper bounded in the sense that

‖z (t)‖2 ≤ λ2
λ1
‖z (ten)‖2 exp (λ4 (t− ten))− v2

λ1λ4
(1− exp (λ4 (t− ten))) , (8–49)

∀t ∈
[
ten, t

m
n+1

)
, ∀n ∈ {0, 1, 2, ...}, provided that the gain conditions in (8–32) and (8–33)

are satisfied, Assumption 8.1 is met, and ‖z(·)‖ < γ, ∀· ∈ [t0, t).

Proof. Setting Bτ
M = 0 in (8–34), adding and subtracting kscbα2rrτ̂ + kscbα2r

2, and using

the MVT yields

V̇1

a.e.
≤ |r| (α2 |χ2|+ kscbα2τ̂Υ ) + ks (α3 − cbα2) rrτ̂ − ks (α3 − cbα2) r2

+ω1ks (|e4r|+ |e4rτ̂ |) + 1
2

(α3 − cbα2 + ε1ω1) ks (r2 − r2
τ̂ )

+ω2ks
τ̂

(
τ̂ r2 −

∫ t
t−τ̂ r (θ)2 dθ

)
.

(8–50)
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Using a similar strategy as the case when Bτ
M > 0, (8–50) can be bounded as

V̇1

a.e.
≤ λ4V1 + v2, (8–51)

where δ2, λ4, and v2 are defined in (8–23), (8–25), and (8–28), respectively. Solving the

differential inequality in (8–51) yields

V1 (t) ≤ V1 (ten) exp (λ4 (t− ten)) + v2
λ4

(exp (λ4 (t− ten))− 1) , (8–52)

∀t ∈
[
ten, t

m
n+1

)
and ∀n ∈ {0, 1, 2, ...}, provided that ‖z(·)‖ < γ, ∀· ∈ [t0, t) and the gain

conditions in (8–32) and (8–33) are met. By (8–19), the result in (8–49) is obtained.

Theorem 8.3. ‖z (t)‖ is bounded for all time in the sense that

‖z (t)‖ < γ, ∀t ∈ [t0,∞) , (8–53)

provided Assumption 8.1 is satisfied and the gain conditions in (8–32) and (8–33) are

satisfied in addition to the subsequent gain conditions

λ3∆tmmin > λ4∆temax, (8–54)

v

1− exp (−λ)
< λ1γ

2, (8–55)

v2
λ4

(exp (λ4∆temax)− 1) < λ1γ
2, (8–56)

Proof. The ultimate bound can be determined by evaluating V1 at the switching in-

stances (i.e., V1 (tmn )). Using (8–48), (8–52), and the minimum and maximum allowable

dwell-times (i.e., the worst case scenario) defined in (8–29) and (8–30), V1

(
tmn+1

)
can be

bounded as

V1

(
tmn+1

)
≤ V1 (tmn ) exp (−λ) + v, ∀n, (8–57)

provided that the gain condition in (8–54) is satisfied, and provided that ‖z(·)‖ < γ, ∀· ∈[
t0, t

m
n+1

)
,∀n, where λ and v are defined in (8–24) and (8–26), respectively. From
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(8–19), it can be shown that a sufficient condition for ‖z(·)‖ < γ, ∀· ∈
[
t0, t

m
n+1

)
,∀n is that

V1(·) < λ1γ
2, ∀· ∈

[
t0, t

m
n+1

)
,∀n. Furthermore, note that V1 is known from (8–17).

The remainder of the proof will establish the ultimate bound and sufficient condi-

tions for V1(·) < λ1γ
2, ∀· ∈

[
t0, t

m
n+1

)
,∀n. First, recall that FES forces are not present over

t ∈ [t0, t
m
1 ), thus we can apply (8–52) over t ∈ [t0, t

m
1 ) to yield

V1 (t) ≤ V1 (t0) exp (λ4 (t− ten)) + v2
λ4

(exp (λ4 (t− ten))− 1) . (8–58)

From (2–1) and the fact that each term in V1 is a time-based integral (see (8–8), (8–10),

(8–11), (8–15), (8–16), and (8–17)), it can be seen that V1 (t0) = 0. Using (8–58),

setting V1 (t0) = 0, and assuming the worst case scenario (no muscle forces for

the maximum allowable dwell-time), it could be shown that a sufficient condition for

V1(t) < λ1γ
2,∀t ∈ [t0, t

m
1 ) is that the condition in (8–56) is satisfied.

To determine the ultimate bound, we must consider when V1 will converge, i.e.,

when V1

(
tmn+1

)
< V1 (tmn ). From (8–57), V1 will converge, for any n, whenever the

following inequality holds (otherwise V1 may diverge)

V1 (tmn ) > v
1−exp(−λ)

, V UB
1 , (8–59)

provided that V1(·) < λ1γ
2, ∀· ∈

[
t0, t

m
n+1

)
. It will subsequently be shown that V UB

1 ∈ R

is the ultimate bound for V1 . Further, provided that (8–55) is satisfied, notice that

V UB
1 < λ1γ

2.

There are two cases to consider, the case when (8–59) is not satisfied (i.e.,

V1 (tmn ) ≤ V UB
1 ) and the case when (8–59) is satisfied (i.e., V1 (tmn ) > V UB

1 ), called

Case 1 and Case 2, respectively.

For Case 1, it could be shown by using (8–57) that if V1 (tmn ) ≤ V UB
1 then V1

(
tmn+1

)
≤

V UB
1 for any n, provided that V1(·) < λ1γ

2, ∀· ∈
[
t0, t

m
n+1

)
. Since V1 (tmn ) ≤ V UB

1

implies V1

(
tmn+1

)
≤ V UB

1 , it can be shown from the bounds in (8–48) and (8–52) that

V1(·) ≤ V UB
1 ,∀· ∈

[
tmn , t

m
n+1

]
, provided V1(·) < λ1γ

2, ∀· ∈ [t0, t
m
n ). Thus, if V1 (tm1 ) ≤ V UB

1 ,
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it can be shown that V1(t) ≤ V UB
1 ,∀t ∈ [t0,∞) and hence from (8–19) and the fact that

V UB
1 < λ1γ

2, ‖z (t)‖ < γ, ∀t ∈ [t0,∞).

For Case 2, recall that V1

(
tmn+1

)
< V1 (tmn ) and that the bound on V1 (t) will decay

∀t ∈ [tmn , t
e
n) according to (8–48) and will grow ∀t ∈

[
ten, t

m
n+1

)
according to (8–52).

However, since V1

(
tmn+1

)
< V1 (tmn ), the bound on V1 (t) will decay more during [tmn , t

e
n)

than it will grow during
[
ten, t

m
n+1

)
. Therefore, V1 (·) ≤ V1 (tmn ) , ∀· ∈

[
tmn , t

m
n+1

]
, provided

V1(·) < λ1γ
2, ∀· ∈ [t0, t

m
n ). Thus, for any n, if V1 (tmn ) > V UB

1 (i.e., the condition for

Case 2), then V1

(
tmn+1

)
< V1 (tmn ), which results in V1 decaying towards V UB

1 , and if

V1 (tmn ) ≤ V UB
1 , for any subsequent n, thereafter V1 (·) ≤ V UB

1 ,∀t ∈ [tmn ,∞). Therefore,

lim supt→∞ V1 (t) = V UB
1 . Using the prior results and provided the conditions in (8–54)-

(8–56) are satisfied, it can be seen that V1 (·) < λ1γ
2, ∀· ∈

[
t0, t

m
n+1

)
,∀n, and hence from

(8–19) and the fact that V UB
1 < λ1γ

2, ‖z(·)‖ < γ, ∀· ∈ [t0,∞).

Therefore, a sufficient condition for ‖z (·)‖ < γ, ∀· ∈ [t0, t) is that Assumption 8.1

and the gain conditions in (8–32), (8–33), and (8–54)-(8–56) are satisfied. From (8–11),

(8–21), and (8–53) it can be shown that e3, r ∈ L∞ and thus from (8–13), u ∈ L∞,∀t.

Remark 8.1. Provided that the EMD, the EMD estimation error, and the uncertainty

of the FES control effectiveness (i.e., |cB − cb|) are sufficiently small, then the gain

conditions are feasible. Iteration may be required when selecting the gains since the

gain conditions are interconnected. A general strategy when selecting the gains is

to select α3 = cBα2, a larger value for km (increasing km increases cb and cB), and a

smaller value for ks and α2. Furthermore, it is desired to increase ∆tmmin and to decrease

∆temax. To demonstrate the feasibility of the gain conditions, an example evolution of V1

is generated by using (8–48) and (8–52) and is plotted in Figure 8-1.

Theorem 8.4 is now provided to establish the decay rate for the position and

cadence error system for all time.
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Figure 8-1. (a) An example evolution of V1 over 20 s if the system had the parameters
(for simplicity units are not included) cb = 35, cB = 50, ∆te = 0.2, ∆tm = 1.0,
τ̂ = 0.09, τ̃ = 0.01, γ = 0.29, Υ = 0.5, c4 = 0.55, and the gains ks = 0.4,
α2 = 0.07, α3 = 3.5, and km = 500, ∀m, which satisfy the gain conditions in
(8–32), (8–33), and (8–54)-(8–56). The exponential growth when in the
uncontrolled region is denoted by V e

1 and the exponential decay in the
controlled regions is denoted by V m

1 . Due to the form of V1 in (8–17),
V1(t0) = 0. The choice of ∆tm and ∆te is for a constant cadence of 50 RPM
with the muscle contractions (intermittently spread across 6 muscles)
occurring over 83% of the cycle. (b) The same plot but focusing on the times
between 10 s and 20 s and emphasizing the ultimate bound (indicated by
the blue line).
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Theorem 8.4. The composite position and cadence error vector, y, is globally exponen-

tially stable in the sense that

‖y (t)‖ ≤

√
β2

β1

‖y (t0)‖ exp

(
−min (α1, k1)

2β2

(t− t0)

)
, (8–60)

∀t ∈ [t0,∞), provided the following gain conditions are satisfied

k2 ≥ c1, k3 ≥ c2, k4 ≥ c3, (8–61)

where c1, c2, and c3 are introduced in (8–7).

Proof. Since the motor controller is discontinuous the time derivative of (8–18) exists

a.e. within t ∈ [t0, ∞) and V̇2(y)
a.e.
∈ ˙̃V2(y), where ˙̃V2 is the generalized time derivative

of (8–18). Let y(t) for t ∈ [t0, ∞) be a Filippov solution to the differential inclusion

ẏ ∈ K[h2](y), where h2 : R2 → R2 is defined as h2 ,

[
ė1 ė2

]T
[110]. Substituting (8–3)

and (8–6) into ˙̃V2(y), canceling common terms, using Property 2.10, and rearranging

terms yields

˙̃V2 ⊆ −α1e
2
1 + e2χ− k1e

2
2 −

(
k2 + k3 ‖y‖+ k4 ‖y‖2)K[sgn(e2)]e2. (8–62)

Using (8–20) and (8–7), the fact that V̇2 (y)
a.e.
∈ ˙̃V2 (y), and provided the gain conditions in

(8–61) are met, (8–62) can be bounded above as

V̇2

a.e.
≤ −min (α1, k1)

β2

V2. (8–63)

The differential inequality in (8–63) is solved to yield

V2 (t) ≤ V2 (t0) exp
(
−min (α1, k1)

β2

(t− t0)

)
, (8–64)

∀t ∈ [t0,∞). Provided the gain conditions in (8–61) are met, (8–20) can be used

with (8–64) to yield the bound in (8–60). From (8–18) and (8–64) it can be seen that

e1, e2 ∈ L∞. From (8–21) and (8–53), r ∈ L∞. From Properties 2.7 and 2.8, (8–1), and
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Table 8-1. Participant Demographics
Participant Age Sex Condition Time Since Diagnosis

S1 28 M None - -
S2 22 F None - -
S3 28 M None - -
S4 24 M None - -
S5 23 F None - -
N1 26 M Spina Bifida (L5-S1) 26yr
N2 55 F Multiple Sclerosis 25yr
N3 54 M Multiple Sclerosis 10yr
N4 42 F Cerebral Palsy 42yr

the fact that τM , Bτ
Mksrτ + τvol and |τ̃M | ≤ cest, it can be shown that τM , τ̂M ∈ L∞, and

by (8–5), ue ∈ L∞.

8.3 Experiment

Henceforth, the combined efforts of the developed controllers in (8–5) and (8–13)

and FES switching signals in (2–10) will be labeled as Controller A, the control structure

developed in [41] (which assumed that the EMD was negligible) will be labeled as Con-

troller B, and the developed motor controller in (8–5) alone will be labeled as Controller

C. Controllers A and B have the same form (i.e., the motor tracks the position/cadence

and the FES tracks the power); however, Controller A provides compensation for the

EMD.

8.3.1 Experimental Testbed

The experimental testbed used in this chapter is the FES cycle that is introduced in

Chapter 2.

8.3.2 Experimental Methods

Comparative experiments were performed on nine participants with the demograph-

ics summarized in Table 8-1, where participants with and without NCs are represented

by the letter “N” and “S”, respectively, followed by an identifying number. Prior to par-

ticipation, written informed consent approved by the UF Institutional Review Board
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(IRB201600881) was provided. Experiments were either performed with or without voli-

tional contributions by the participant, which are subsequently called active and passive

therapy experiments, respectively. During the passive therapy experiments, the partici-

pants were blind to the actual/desired trajectories and were instructed to remain passive

to simulate a situation where a participant is unable to provide voluntary contribution

(e.g., due to muscle weakness or paralysis). During the active therapy experiments,

the participants were shown a real-time plot of e3(t), exclusively, and were instructed

to contribute to the best of their ability to the control objective, and FES was applied as

required.

Prior to performing an experiment, Axelgaard ValuTrode CF7515 electrodes

were placed over each muscle group (i.e., quadriceps, gluteal, and hamstrings) of a

participant seated with their feet secured to the cycle using Össur Rebound Air Tall

orthotic boots. The position of the cycle’s seat was adjusted for comfort and so that the

knees could not fully extend (i.e., the knees maintained a bend of at least 15 degrees).

Measurements (i.e., limb lengths, seat position, etc.) were then made according to [3] to

determine the participant’s desired muscle contraction regions (i.e., Qm) for each muscle

group. A FES comfort limit was obtained for each muscle group by running the cycle

at 50 RPM and then applying and modulating open-loop stimulation, to one muscle

group at a time, until the participant’s comfort limit was determined for each muscle.

Subsequently, the stimulation input to a given muscle was saturated if it exceeded the

participant’s comfort limit for that muscle.

A preliminary experiment was performed to estimate the passive torques of the

cycle and rider about the crank, denoted by τ̂pas. During this trial, FES was not applied

and the rider was instructed to not provide volitional effort. The trial consisted of using

the motor controller in (8–5) to run the cycle at 50 RPM (the desired cadence) while

simultaneously recording the angular position and torque/power. An eighth-order Fourier

fit was then applied to the recorded torque and position data to obtain τ̂pas. An active
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estimate of τ̂M could then be obtained by subtracting τ̂pas from the active torque sensor

measurements, which satisfies Assumption 8.1.

The experimental protocol consisted of the motor controller associated with either

Controller A, B, or C tracking a desired cadence that increased from 0 to 50 RPM over

the first 30 s and then tracking 50 RPM for the remaining 90 s of the experiment (the

steady-state portion of the experiment). After the cadence increase (i.e., t = 30 s),

the corresponding FES controller was activated to track the desired power trajectory,

denoted by Pd : R≥0 → R and defined as Pd , τM,dq̇d, which smoothly increased

from 0 to the desired power (1 W and 5 W for passive and active therapy experiments,

respectively) and thereafter was held constant. Furthermore, the measured torque

can be converted to the measured power, P : R≥0 → R, by using P , τ̂M q̇. Passive

therapy experiments (i.e., no volition) were performed on the able-bodied participants by

implementing Controllers A and B in a random order. Active therapy experiments (i.e.

with volition) were performed on the participants with NCs by implementing Controllers

A and C in a random order. No practice was permitted for the able-bodied participants;

however, the participants with NCs were permitted one practice run per controller since

they provided volition. Subsequently, experiments are referred to as the participant

number followed by the letter of the controller; for example, S1A denotes the experiment

for participant S1 using Controller A.

8.4 Results

8.4.1 Results from Able-Bodied Participants

To validate Controller A, passive therapy experiments were performed on the able-

bodied participants using Controllers A and B. The root mean square (RMS) and peak

tracking (i.e., cadence and power) errors in addition to the required motor and FES effort

are summarized in Table 8-2 for the able-bodied participants. The tracking (i.e., cadence

and power) performance and control inputs (i.e., motor and FES) for participant S1,

which depict a typical result, are provided in Figures 8-2 and 8-3 for Controller A and in
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Figure 8-2. S1A: The desired versus the actual cadence and filtered power. For visual
clarity, a two crank cycle (i.e., a moving window of 2.4 s) averaging filter was
applied to the power.

Figures 8-4 and 8-5 for Controller B. Furthermore, across the able-bodied participants,

Controllers A and B produced an average cadence error of -0.05±0.65 RPM and -

0.05±0.73 RPM, respectively, an average integral torque error of 0.34±0.08 Nms and

1.13±0.76 Nms, respectively, and an average power error (ė3 ) of 0.01±0.09 W and

0.38±0.18 W, respectively.

8.4.1.1 Statistical analysis

To compare the performance of Controllers A and B, paired difference statistical

tests were implemented, using the data in Table 8-2, on the peak and RMS cadence

(ė1) , integral torque (e3), and power tracking errors (ė3), in addition to the average FES
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Figure 8-3. S1A: The filtered motor input using a 1.2 s moving average filter (top); and
the maximum stimulation applied to the right (R) and left (L) quadriceps (Q),
hamstring (H), and gluteal (G) for each FES region (bottom). Steady-state is
indicated by the vertical black line. The flat portion of the FES input into the
LQ is a result of saturating the input for rider comfort.
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Figure 8-4. S1B: The desired versus the actual cadence and filtered power. For visual
clarity, a two crank cycle (i.e., a moving window of 2.4 s) averaging filter was
applied to the power.
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Figure 8-5. S1B: The filtered motor input using a 1.2 s moving average filter (top); and
the maximum stimulation applied to the right (R) and left (L) quadriceps (Q),
hamstring (H), and gluteal (G) for each FES region (bottom). Steady-state is
indicated by the vertical black line. Note that the flat portions of the FES
inputs are a result of saturating the stimulation input to each muscle to
ensure participant comfort.
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and motor effort, and the standard deviation of the FES and motor effort. Normality of

the paired difference data for each measurement was confirmed using Shapiro-Wilk’s

normality test. One-sided paired t-tests were implemented to determine that the RMS

(P-Value = 0.038) and peak (P-Value = 0.035) integral torque errors, RMS (P-Value

= 0.022) and peak (P-Value = 0.002) power errors, and the average motor (P-Value

= 0.008) and FES (P-Value = 0.031) effort were significantly larger for Controller B

when compared to Controller A. However, no significant effect was determined between

Controllers A and B for the RMS (P-Value = 0.072) and peak (P-Value = 0.357) cadence

errors or the motor (P-Value = 0.074) and FES (P-Value = 0.092) standard deviations.

8.4.1.2 Discussion

From inspection of Figures 8-2 and 8-4, Controller A improves the torque/power

tracking performance for participant S1, whereas the cadence tracking performance is

essentially unaffected, which is consistent with the conclusions of the statistical analysis.

Furthermore, from Figures 8-3 and 8-5 it is clear that the FES inputs for participant

S1 tended to be higher for Controller B than Controller A, which is likewise consistent

with the statistical analysis; however it is less visually clear that the average motor

input for participant S1 was higher for Controller B than Controller A. Overall, it can be

concluded that relative to Controller B, Controller A improved the torque/power tracking

performance while requiring both a smaller average FES and motor effort.

Another interesting observation from Figures 8-3 and 8-5 is that, prior to saturation,

the FES inputs tended to increase with time, which is indicative of the participant

beginning to fatigue. In fact, in Figure 8-2 the power tracking appears to steadily worsen

with time, likely as a result of fatigue. The development of methods (e.g., adaptive or

optimal control) to further reduce fatigue while simultaneously providing compensation

for the EMD is a focus of future efforts.
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8.4.2 Results from Participants with NCs

Since Controller A improved the power/torque tracking and decreased the required

control inputs, Controller B was not implemented on the participants with NCs. Recall

that active therapy (i.e., with volitional effort) experiments were performed on the

participants with NCs, therefore Controller C was implemented to determine how well

the participant could track the desired power on their own volition. The results of the

experiments using Controllers A and C on the participants with NCs are included

in Table 8-3. A plot of the cadence and power tracking results for participant N1,

which represent a typical result, are included in Figure 8-6 for Controller A and Figure

8-7 for Controller C. Furthermore, across the participants with NCs, Controllers A

and C produced an average integral torque error of 0.23±0.44 Nms and 0.64±1.57

Nms, respectively, an average power error (ė3 ) of 0.01±1.11 W and 0.01±1.95 W,

respectively, and an average cadence error of -0.07±1.17 RPM for both controllers.

8.4.2.1 Statistical analysis

Statistical tests (i.e., Shapiro-Wilk and one-sided paired t-tests) were conducted

to conclude normality and that RMS (P-Value = 0.045) and peak (P-Value = 0.028)

integral torque error, and the peak power error (P-Value =0.03) were significantly larger

for Controller C when compared to Controller A. Likewise, no significant effect was

determined between Controllers A and C for the RMS (P-Value = 0.487) or peak (P-

Value = 0.278) cadence error, the RMS power error (P-Value = 0.080), the average

motor input (P-Value = 0.230), or the motor effort standard deviation (P-Value = 0.279).

8.4.2.2 Discussion

From the statistical analysis and by inspection of Figures 8-6 and 8-7, the

torque/power tracking performance was improved when the FES controller from

Controller A was implemented compared to Controller C, which provided no torque

tracking assistance. The results in Table 8-3 and the statistical results demonstrate both

the power and cadence tracking ability of Controller A, despite the uncertainties and

160



Ta
bl

e
8-

3.
C

om
pa

ra
tiv

e
re

su
lts

fo
rt

he
pa

rt
ic

ip
an

ts
w

ith
N

C
s

du
rin

g
st

ea
dy

st
at

e∗
,†

C
on

tro
lle

r
P

ar
tic

ip
an

t
R

M
S

E
rr

or
Pe

ak
E

rr
or

R
M

S
E

rr
or

Pe
ak

E
rr

or
R

M
S

E
rr

or
Pe

ak
E

rr
or

M
ot

or
FE

S
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Figure 8-6. N1A: The desired versus the actual cadence and filtered power. For visual
clarity, a two crank cycle (i.e., a moving window of 2.4 s) averaging filter was
applied to the power.
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Figure 8-7. N1C: The desired versus the actual cadence and filtered power. For visual
clarity, a two crank cycle (i.e., a moving window of 2.4 s) averaging filter was
applied to the power.

163



time-varying nature associated with the rider-cycle system, including the wide-range

of conditions of each participant, in addition to the effects of fatigue, the EMD, and voli-

tional efforts. Overall, Controller A has proven its capability of achieving both cadence

and power tracking for both passive and active therapy experiments on participants with

and without NCs.

8.5 Concluding Remarks

In an effort to improve rehabilitation, a dual objective control system is developed

in this chapter to track both PO and cadence using FES and motor controllers, respec-

tively. The torque/power is tracked in real time by implementing a running integral of the

torque tracking error. EMD compensation was provided by developing trigger conditions

to properly time stimulation, LK functionals, and an auxiliary tracking error that injected a

delay-free stimulation input into the closed-loop error system. A Lyapunov-like switched

system analysis was performed to ensure exponential power tracking to an ultimate

bound and global exponential cadence tracking for the uncertain, nonlinear, switched,

and delayed cycle-rider system that was subject to uncertain disturbances such as an

unknown volitional effort.

A series of comparative experiments were performed on nine participants, including

four with a variety of NCs, to validate the developed FES and motor controllers. The pro-

posed controllers produced average cadence and power tracking errors of -0.05±0.65

RPM and 0.01±0.09 W for the able-bodied participants, and -0.07±1.17 RPM and

0.01±1.11 W for the participants with NCs. A comparison was performed against

non-delay compensating controllers of the same form as the proposed system, which

demonstrated that compensating for the EMD improved the power tracking performance.
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CHAPTER 9
CONCLUSION

NCs such as traumatic brain injury, stroke, spinal cord injury, and Parkinson’s

Disease, among others, often result in a deterioration of quality of life for affected indi-

viduals. In an effort to combat the severity of disability, reduce the cost of treatment of

NCs, and limit the complications, researchers and clinicians have turned to technological

solutions such as hybrid exoskeletons, which combine rehabilitation robots with FES

to facilitate rehabilitative therapies. Control strategies for hybrid exoskeletons must be

designed to ensure participant safety, while simultaneously promoting effective reha-

bilitation for participants with NCs. However, complications arise from uncertainties,

nonlinearities, and time-varying properties of the dynamic system. Additionally, hybrid

exoskeletons result in a physical human-robot interaction problem, where both the

human (i.e., FES) and the robot (i.e., motor) are controlled and require control objec-

tives. Moreover, hybrid exoskeletons are often a switched system (i.e., control switches

between FES and a motor), which necessitates a switched systems stability analysis to

guarantee system performance and to prevent injury. Furthermore, hybrid exoskeletons

are complicated by the existence of an input delay, called the EMD, between the appli-

cation/removal of FES and the onset/end of muscle force. To promote rehabilitation and

safety, objectives such as position/cadence control, torque/power control, and saturated

control have all been proposed and investigated to compensate for the EMD.

Throughout this dissertation, the EMD was characterized and stabilizing motor/FES

controllers have been developed to safely implement human-robot interaction with an

emphasis on compensating for the EMD of a switched hybrid exoskeleton system.

Motivation for the use of hybrid exoskeletons, FES, and robots in rehabilitation settings

is provided in Chapter 1. To establish the framework that this dissertation is built upon,

a thorough literature review is provided in Chapter 1 on prior control strategies to

compensate for systems with input delays, including hybrid exoskeleton systems with an
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EMD. Throughout this dissertation, the hybrid exoskeleton of interest is a FES cycle, and

the uncertain, nonlinear, switched, and time-varying cycle-rider dynamics are included in

Chapter 2. Furthermore, Chapter 2 introduces the designed state and delay dependent

switching signals that determine when to activate/deactivate both the motor and FES

of each muscle group to ensure control authority is maintained, to produce efficient

forward pedaling of the cycle crank, and to compensate for the EMD. The controllers in

the subsequent chapters are designed to compensate for the EMD and to yield position,

cadence, and/or power tracking.

In Chapter 3, two protocols are performed, measurements are made, and statistical

analyses are performed to better understand the EMD. Plots and statistical results

were used to confirm the hypothesis that FES-induced cycling will result in the torque

and EMD varying with cycling time. Another finding is that the crank angle has a

significant effect on the EMD during FES-cycling. The EMD was divided into six different

measurements to better understand how the EMD varied with time. To aid future control

development, bounds were established on the torque and EMD and on the rate of

change of both. Additionally, the study indicated that the CD and RD are different and

that the EMD varies between muscle combinations. The results in this study can be

used to inform the development of closed-loop controllers that account for the existence

of a time-varying EMD. The findings of this chapter also indicate that the EMD should

be modeled as angle dependent. These future efforts may lead to improved assistive

devices and rehabilitative treatments. The contributions of this chapter include the

development of models for the EMD during FES cycling and the confirmation that the

EMD is dependent on the cycling time and on the position of the lower limb.

In Chapter 4, delay-dependent switching conditions, which are presented in Chapter

2, and robust cadence tracking controllers are developed for a switched uncertain non-

linear dynamic system in the presence of bounded unknown additive disturbances and

an unknown time-varying input delay. A Lyapunov-like stability analysis was performed
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on the proposed controllers, which guarantees semi-global exponential tracking to an

ultimate bound. An extension of the proposed controller is provided to maintain motor

control throughout the crank cycle (as opposed to switching the motor on and off), and

for comparison, a third controller was developed assuming the system had no input

delay. Experiments were performed on six able-bodied participants and four partic-

ipants with NCs to compare the performance of these three controllers. The results

indicate that the proposed controllers exhibited the desired performance of cadence

tracking with FES contributions and produced an average cadence error of 0.01 ±

2.00 RPM for the able-bodied participants and 0.01 ± 2.72 RPM for participants with

NCs. The contributions of this chapter include developing the first EMD compensating

controllers for a coordinated exercise, such as FES-cycling. Furthermore, experimental

results demonstrated that compensating for the EMD improved the cadence tracking

performance.

In Chapter 5, FES/motor controllers and a time-varying estimate of the EMD

are developed to compensate for a switched, delayed, nonlinear, and uncertain FES

cycle system with uncertain volitional effort and disturbances. A switched Lyapunov

stability analysis was performed to conclude exponential cadence tracking. Control

authority was maintained and efficient muscle contractions were produced through

the development of EMD and state dependent switching signals, which are included in

Chapter 2. To enable comparisons, an alternative control system was created under

the assumption that the EMD was negligible, with the same form as the developed

controllers. Passive therapy experiments were then conducted on five able-bodied

participants to compare the developed control system against the “EMD-free” control

system, which resulted in cadence errors of 0.01±1.35 RPM and -0.01±2.84 RPM,

respectively, and it was concluded that compensating for the EMD significantly improved

the cadence tracking performance. Using the developed controllers, active therapy

experiments were subsequently conducted on four participants with NCs and produced
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an average cadence error of -0.05±1.38 RPM. The contribution of this chapter include

the modifications/improvements made in the control development and stability analysis,

the implementation of a time-varying estimate of the EMD, and the series of experiments

to validate the developed control system.

In Chapter 6, new FES and motor controllers are developed for the FES cycle to

yield cadence tracking. Compared to Chapter 4, a saturated control system is developed

such that the upper bound of both the motor and FES controller is known a priori and

can be adjusted by modifying the feedback control gains. Consequently, the participant’s

safety and comfort are improved. A Lyapunov-like analysis was performed to ensure uni-

formly ultimately bounded cadence tracking for an uncertain nonlinear dynamic switched

system, unknown bounded additive disturbances, and an unknown time-varying input

delay. Additionally, switching conditions that are presented in Chapter 2 were developed

to activate/deactivate stimulation to yield effective muscle contractions. A preliminary

experiment on a single participant was performed to validate the motor and FES con-

trollers. The contribution of this chapter is the first development of saturated controllers

to compensate for the EMD of a switched system.

In Chapter 7, the safety/comfort and tracking performance of a participant during

FES-cycling is improved by the development of a switched and saturated FES control

system that is robust to uncertainties in the dynamic model, unknown disturbances,

and an unknown time-varying EMD. Exponential position and cadence tracking are

guaranteed by a Lyaponov-based stability analysis. An important feature of the control

system is that the bound on the FES controller can be set a priori to be within the

tolerable range of the participant to ensure comfort. Furthermore, state and delay

dependent switching conditions were developed to properly activate/deactivate the

motor and the FES of each muscle group to ensure efficient muscle contractions.

A series of experiments were performed on five able-bodied participants and four

participants with NCs to validate the performance of the developed controller. For
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able-bodied participants, the developed controller and the controllers in Chapter 6

resulted in an average cadence tracking error of -0.03±1.69 RPM and 3.90±3.36 RPM,

respectively. For the participants with NCs, the developed controller and the controllers

in Chapter 6 produced an average cadence tracking error of -0.04±1.98 RPM and

0.53±3.37, respectively. Future efforts include the development of an adaptive and

saturated FES controller to better adapt to each individual participant, while ensuring

participant comfort. The contributions of this chapter result from the design and analysis

innovations to yield position and cadence tracking controllers, including a saturated

FES controller, that compensate for the EMD of a switched FES system. Additionally,

extensive experiments were provided to validate the performance of the controllers

developed in Chapters 6 and 7.

In Chapter 8, a dual objective control system is developed to track both PO and

cadence using FES and motor controllers, respectively. The torque/power is tracked in

real time by implementing a running integral of the torque tracking error. EMD compen-

sation was provided by developing trigger conditions to properly time stimulation, LK

functionals, and an auxiliary tracking error that injected a delay-free stimulation input into

the closed-loop error system. A Lyapunov-like switched system analysis was performed

to ensure exponential power tracking to an ultimate bound and global exponential ca-

dence tracking for the uncertain, nonlinear, switched, and delayed cycle-rider system

that was subject to uncertain disturbances such as an unknown volitional effort. A series

of comparative experiments were performed on nine participants, including four with

a variety of NCs, to validate the developed FES and motor controllers. The proposed

controllers produced average cadence and power tracking errors of -0.05±0.65 RPM

and 0.01±0.09 W for the able-bodied participants, and -0.07±1.17 RPM and 0.01±1.11

W for the participants with NCs. A comparison was performed against non-delay com-

pensating controllers of the same form as the proposed system, which demonstrated
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that compensating for the EMD improved the power tracking performance. The contribu-

tion of this chapter includes the development of the first dual objective control structure

that ensures simultaneous cadence and power tracking, along with the corresponding

stability analysis, for an unknown, nonlinear, switched, dynamic FES system with an

unknown time-varying EMD.

In this dissertation, experimental studies were conducted on participants with

and without NCs and statistical analyses were performed to better understand the

EMD. Using this improved understanding of the EMD, motor and FES controllers were

developed to compensate for uncertainties, nonlinearities, time-varying properties in the

dynamics, disturbances, fatigue, and the EMD. Extensive experiments were conducted

to validate the performance of the developed EMD-compensating controllers for physical

human-robot interaction on a FES cycle. Prior chapters include motor and FES control

development, switched system stability analyses, experiments, and statistical analyses.

Experiments were conducted on participants with a broad range of NCs, such as SCI,

spina bifida, CP, and MS.

Future Work

Future work may include investigating the effects of fatigue on the EMD at various

crank angles, developing methods to reduce the rate of FES-induced fatigue, developing

improved estimates of the EMD (adaptive estimates in real time), developing improved

methods to compensate for the EMD, implementing optimal or deep learning control

algorithms to improve rehabilitation, or modifying desired trajectories online to avoid

saturating muscles with stimulation. Furthermore, clinical trials should be performed to

demonstrate the the clinical impacts of compensating for the EMD, the robustness of the

developed control structures in this dissertation, and the rehabilitative effectiveness of

closed-loop control methods over open-loop control methods that are common in current

clinical practice.
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