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Many practical engineering systems exhibit nonlinear behaviors that make it difficult

to predict the output response for a given input. One approach to compensate for

nonlinear effects is to feed forward a model of the nonlinearities in the control design as

a means to cancel destabilizing effects: feedback linearization is a simplified example

of such an approach. However, the system model typically has uncertainties such as

parametric uncertainty or more general uncertainty that is often modeled as a bounded

exogeneous disturbance. Adaptive and learning-based control strategies are motivated

by the desire to include an approximate feedforward model in the controller or to

implicitly learn the model through the feedback structure. This dissertation is focused on

the development of such adaptive and learning-based controllers. Since the dissertation

focuses on general nonlinear systems, a constructive Lyapunov-based design and

analysis approach is used.

In Chapter 2, a deep neural network (DNN)-based adaptive controller is developed

to compensate for uncertainty in a nonlinear dynamic system. Although Lyapunov-

based real-time update laws are well-known for neural network (NN)-based adaptive

controllers with a single-hidden-layer, developing real-time weight update laws for DNNs

remains an open question. This dissertation presents the first result with Lyapunov-

based real-time weight adaptation laws for each layer of a feedforward DNN-based

control architecture, with stability guarantees. Additionally, the developed method allows
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nonsmooth activation functions to be used in the DNN to facilitate improved transient

performance. A nonsmooth Lyapunov-based stability analysis proves global asymptotic

tracking error convergence. Simulation results are provided for a nonlinear system using

DNNs with leaky rectified linear unit (LReLU) and hyperbolic tangent activation functions

to demonstrate the efficacy and performance of the developed method. Although

Chapter 2 provides weight adaptation laws for DNNs, the development is restricted

for fully-connected DNNs, whereas deriving weight adaptation laws has been an open

problem for deep residual neural networks (ResNets).

Chapter 3 provides the first result on Lyapunov-derived weight adaptation for a

ResNet-based adaptive controller. A nonsmooth Lyapunov-based analysis is provided

to guarantee global asymptotic tracking error convergence. Comparative Monte Carlo

simulations are provided to demonstrate the performance of the developed ResNet-

based adaptive controller. The ResNet-based adaptive controller shows a 49.52%

and 54.38% improvement in the tracking and function approximation performance,

respectively, in comparison to a fully-connected DNN-based adaptive controller.

Chapter 4 addresses the problem of adaptive control of systems with uncertain

time-varying parameters. A continuous adaptive controller is developed for nonlinear

dynamical systems with linearly parameterizable uncertainty involving time-varying

uncertain parameters. Through a unique stability analysis strategy, a new adaptive

feedforward term is developed, along with specialized feedback terms, to yield asymp-

totic tracking error convergence by compensating for the time-varying nature of the

uncertain parameters. A Lyapunov-based stability analysis is shown for Euler-Lagrange

systems, which ensures asymptotic tracking error convergence and boundedness of the

closed-loop signals. Additionally, the time-varying uncertain function approximation error

is shown to converge to zero. A simulation example of a two-link manipulator is provided

to demonstrate the asymptotic tracking result.
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Chapter 5 provides new stability results for a class of implicit learning controllers

called Robust Integral of the Sign of the Error (RISE) controllers. RISE controllers have

been published over the past two decades as a means to yield asymptotic tracking

error convergence and implicit asymptotic identification of time-varying uncertainties, for

classes of nonlinear systems that are subject to sufficiently smooth bounded exogenous

disturbances and/or modeling uncertainties. Despite the wide application of RISE-based

techniques, an open question that has eluded researchers during this time-span is

whether the asymptotic tracking error convergence is also uniform or exponential. This

question has remained open due to certain limitations in the traditional construction of

a Lyapunov function for RISE-based error systems. In this dissertation, new insights on

the construction of a Lyapunov function are used that result in an exponential stability

result for RISE-based controllers. As an outcome of this breakthrough, the inherent

learning capability of RISE-based controllers is shown to yield exponential identification

of state-dependent disturbances/uncertainty.
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CHAPTER 1
INTRODUCTION

1.1 Background

Many practical engineering systems exhibit nonlinear behaviors that make it difficult

to predict the output response for a given input. One approach to compensate for

nonlinear effects is to feed forward a model of the nonlinearities in the control design as

a means to cancel destabilizing effects: feedback linearization is a simplified example

of such an approach. However, the system model typically has uncertainties such as

parametric uncertainty or more general uncertainty that is often modeled as a bounded

exogeneous disturbance. Adaptive and learning-based control strategies are motivated

by the desire to include an approximate feedforward model in the controller or to

implicitly learn the model through the feedback structure. This dissertation is focused on

the development of such adaptive and learning-based controllers. Since the dissertation

focuses on general nonlinear systems, a constructive Lyapunov-based design and

analysis approach is used.

One way to estimate uncertainty is using a neural network (NN)-based model. NNs

are universal function approximators that are capable of modeling continuous functions

over a compact domain [1]. Although NNs with a single hidden-layer are capable

of approximating general nonlinear functions, deep NNs (DNNs) provide improved

performance [2]. Moreover, DNNs are exponentially more expressive than shallow

NNs in terms of the total number of neurons required to achieve the same accuracy in

function approximation [3].

Motivated by recent advances in DNNs, researchers have explored the use of DNN-

based control architectures. DNN-based techniques often employ optimization methods

to train the DNN weights by minimizing a loss function over a training dataset [4].

Results in [5–7] utilize such offline DNN training techniques to approximate explicit

model predictive control laws. However, such offline methods pose limitations since
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training typically requires large amounts of data, and the resulting feedforward terms are

implemented as an open-loop approximator based on the offline training.

In contrast to offline training and open-loop implementation, NN weight update laws

derived from Lyapunov-based stability analysis methods have been developed to adjust

the NN weights in real-time as an adaptive closed-loop feedforward term. Although

NN-based adaptive architectures are well-established, these methods only apply to

NNs with a single hidden-layer [8]. DNNs achieve improved function approximation

performance because of the nested nonlinear parameterizations of the inner-layer

activation functions; however, such nested nonlinear functions present a challenge that

has heretofore precluded the development of real-time adaptation laws with Lyapunov-

based methods.

Motivated by function approximation abilities of DNNs, emerging results in [9–12]

develop real-time DNN-based adaptive architectures. In [9] and [10], real-time DNN-

based adaptive architectures are developed for model reference adaptive control of

linear systems. Similarly, results in [11] generalize the DNN-based adaptive architec-

ture to general nonlinear systems. However, such results only update the output-layer

weights in real-time. While the output-layer weights are updated in real-time, data is

collected and used to train the inner-layer weights iteratively over discrete training peri-

ods via traditional offline techniques. In [12], insights are provided into the development

of real-time adaptive weight update laws for individual layers of a feedforward DNN

based on a modular design. Modular adaptive designs develop mild constraints on the

adaptation laws and provide stability guarantees based on the worst-case scenario of

the developed constraints. Although the modular adaptive approach provides constraints

on the weight update laws, these constraints are only sufficient and lack insights on how

to best design the inner-layer weight adaptation laws.

Chapter 2 and my work in [13] present the first result with Lyapunov-based real-

time weight adaptation laws for each layer of a DNN for a general uncertain nonlinear
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system. To address the challenges posed by nested nonlinear parameterizations of the

inner-layer DNN weights, a recursive representation of the inner-layer DNN structure

is developed to facilitate the analysis. Then, a Taylor’s first order approximation of the

uncertainty is recursively derived. Subsequently, the update laws are derived from a

Lyapunov-based stability analysis, in which the first-order terms are canceled by the

weight update law-based terms. The remaining terms in the Lyapunov-based analysis

are eliminated using a robust control approach.

The adaptation laws developed in this dissertation depend on gradients of activation

functions. The adaptation laws contain discontinuities if an activation function with a

discontinuous gradient is used in the DNN architecture. Nonsmooth activation functions

such as rectified linear units (ReLUs), leaky ReLUs (LReLUs) [14], maxout [15], etc.

are often preferred over sigmoidal activation functions, since they empirically exhibit

improved function approximation performance while also overcoming the vanishing

gradient problem [4, Ch. 6]. As previously noted, the discontinuities in gradients of these

activation functions pose difficulties in facilitating standard Lyapunov-based analysis

methods. In this chapter, a nonsmooth analysis is performed to address the challenges

of including nonsmooth activation functions. The nonsmooth Lyapunov-based analy-

sis guarantees global asymptotic tracking error convergence. Simulation results are

provided for a nonlinear system using DNNs with leaky ReLU and hyperbolic tangent ac-

tivation functions to demonstrate the efficacy and performance of the developed method.

A comparison of a DNN with leaky ReLU activation functions to a DNN with hyper-

bolic tangent activation functions shows improved tracking and function approximation

performance while using the DNN with leaky ReLU activation functions.

Although Chapter 2 and my work in [13] provide Lyapunov-derived weight adapta-

tion laws for the DNN, the development is restricted to fully-connected DNNs. There are

several limitations associated with standard DNN architectures such as fully-connected

and convolutional DNNs. Deeper networks typically suffer from the problem of vanishing
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or exploding gradients, i.e., the rate of learning using a gradient-based update rule is

highly sensitive to the magnitude of DNN weights. Challenges faced from the vanishing

or exploding gradient problem are ubiquitous to both offline training [4] and real-time

weight adaptation [13]. Additionally, in applications such as image recognition, the

performance of a DNN is found to initially improve by increasing the depth of the DNN.

However, as the depth exceeds a threshold, performance rapidly degrades [16].

To overcome the vanishing or exploding gradient problem and the degradation

of performance with the increasing depth of a DNN, results in [16] introduce shortcut

connections across layers, i.e., a feedforward connection between layers that are

separated by more than one layer. DNNs with a shortcut connection are known as deep

residual neural networks (ResNets). Offline results in [17] and [18] offer mathematical

explanations for why ResNets perform better than non-residual DNNs. In [17], the

parameterization of a non-residual DNN is shown to cause difficulties in training DNN

layers to approximate the identity function. As explained in [17], for a DNN to achieve

a good training accuracy, the DNN layers must be able to approximate the identity

function well. Since a shortcut connection in ResNets is represented using an identity

function, ResNets provide an improved performance when compared to non-residual

DNNs. Additionally, the result in [18] provides explanations from Lyapunov stability

theory on why ResNets are easier to train offline using the gradient descent algorithm

as compared to non-residual DNNs. The shortcut connections in ResNets facilitate the

stability of the equilibria of gradient descent dynamics for a larger set of step sizes or

initial weights as compared to non-residual DNNs.

Although there has been significant research across various applications involving

ResNets [16, 19–22], the approximation power of ResNets has not yet been explored

for adaptive control problems. Developing a ResNet-based adaptive feedforward control

term with real-time weight adaptation laws is an open problem. Although real-time

weight adaptation laws are developed for fully-connected feedforward DNNs in [13],
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the shortcut connections in ResNets pose additional mathematical challenges. Unlike

fully-connected DNNs, the shortcut connection prevents a recursive application of Taylor

series approximation for each layer of the ResNet. As a result, it is difficult to generate

the coupling terms that are generated using the approximation strategy in [13], that can

be canceled using the weight adaptation laws in the Lyapunov-based analysis.

My preliminary work in [23] and this dissertation provide the first result on

Lyapunov-derived adaptation laws for the weights of each layer of a ResNet-based

adaptive controller for uncertain nonlinear systems. To overcome the mathematical

challenges posed by the residual network architecture, the ResNet is expressed as

a composition of building blocks that involve a shortcut connection across a fully-

connected DNN. Then, a constructive Lyapunov-based approach is provided to derive

weight adaptation laws for the ResNet using the gradient of each DNN building block.

A nonsmooth Lyapunov-based analysis is provided to guarantee global asymptotic

tracking error convergence. Unlike [23], which involved a ResNet with only one shortcut

connection, this dissertation provides weight adaptation laws for a general ResNet that

has an arbitrary number of shortcut connections. The development of adaptation laws

for ResNets with an arbitrary number of shortcut connections is challenging due to the

complexity of the architecture. This challenge is addressed by constructing a recursive

representation of the ResNet which involves a composition of an arbitrary number of

building blocks. Then, based on the recursive representation of the ResNet architecture,

a first-order Taylor series approximation is applied, which is then utilized to yield the

Lyapunov-based adaptation laws. Additionally, unlike [23] which did not provide simu-

lations, this dissertation provides comparative Monte Carlo simulations to demonstrate

the performance of the developed ResNet-based adaptive controller, and the results are

compared with an equivalent fully-connected DNN-based adaptive controller [13]. Since

the performance of ResNet and DNN-based adaptive controllers is sensitive to weight

initialization, the Monte Carlo approach is used to provide a fair comparison between the
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two architectures. In the Monte Carlo comparison, 10,000 simulations are performed,

where the initial weights in each simulation are selected from a uniform random distri-

bution, and a cost function is evaluated for each simulation. Then, the simulation results

yielding the least cost for both architectures are compared. The ResNet-based adaptive

controller shows a 49.52% and 54.38% improvement in the tracking and function ap-

proximation performance, respectively, in comparison to a fully-connected DNN-based

adaptive controller.

Although DNNs can compensate for the uncertainty as discussed above, the

uncertainty is assumed to be time-invariant. Since DNNs can approximate functions

only over a compact domain, it is challenging to approximate time-varying uncertainties

over an unbounded time-domain. Perhaps one way to address this problem could be

to model the time-varying uncertainty using an architecture with unknown time-varying

parameters. However, it is not known how to develop adaptive controllers for systems

with time-varying parameters.

Adaptive control of nonlinear dynamical systems with time-varying uncertain param-

eters is a problem that has received recent attention because of its practical importance

for some applications. It has been well established that traditional gradient-based

update laws can compensate for constant unknown parameters yielding asymptotic

convergence. Moreover, the development of robust modifications of such adaptive

update laws result in uniformly ultimately bounded (UUB) results for slowly varying para-

metric uncertainty using a Lyapunov-based analysis, under the assumption of bounded

parameters and their time-derivatives [24–26].

More recent results focus on tracking and parameter estimation improvement using

various adaptive control approaches for systems with unknown time-varying parameters.

One such approach involves a fast adaptation law [27], where a matrix of time-varying

learning rates is utilized to improve the tracking and estimation performance under a

finite excitation condition. Another approach uses a set-theoretic control architecture
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[28] to reject the effects of parameter variation, while restricting the system error within

a prescribed performance bound. While the aforementioned approaches can potentially

yield improved transient response, they yield UUB error systems.

Motivation exists to obtain asymptotic convergence of the tracking error to zero,

despite the time-varying nature of the uncertain parameters. Results such as [29]

and [30] yield asymptotic tracking for linear systems with asymptotically vanishing

time-varying parameter variations. For nonlinear systems involving periodic time-

varying uncertain parameters with known periodicity, repetitive/iterative learning based

approaches such as [31] yield asymptotic tracking. However, it is challenging to extend

these results to nonlinear systems where the uncertain parameter variation is non-

vanishing and aperiodic.

Robust adaptive control approaches such as [32, Section IV] yield asymptotic

adaptive tracking for systems with time-varying uncertain parameters using an adaptive

sliding mode-like design, and [32, Section VII], [33] use a continuous robust design;

however, such approaches exploit high-gain or high-frequency feedback, without

any additional adaptive feedforward term that is specifically designed to target the

uncertainty through adaptation. Recent results in [34] yield asymptotic tracking using a

method called congelation of variables, where each unknown time-varying parameter

is treated as a nominal constant unknown parameter with a time-varying perturbation,

and the control input consists of an adaptive feedforward term to compensate for the

nominal constant parameters, while a robust high-gain term is designed to compensate

the time-varying perturbation. While the congelation of variables based approach can

compensate for fast-varying parameters, it requires the regression matrix to vanish with

the state, which might be restrictive for a wide variety of applications.

Results such as [35–37] investigate the identification of systems with time-varying

parameters. A more recent result in [38] utilizes the dynamic regressor extension and

mixing technique to yield finite-time parameter convergence for systems with unknown
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piecewise linearly time-varying parameters. Note that these results concern only

adaptive parameter estimation, without developing an adaptive feedforward control term

for closed-loop implementation.

In the field of fault-tolerant control design, system faults are typically modeled

as unknown piecewise constant time-varying parameters such as in [39], for which,

classical adaptive control techniques are used. In this dissertation, the more challenging

problem of continuously time-varying parameters is considered, which necessitates an

alternative adaptive update law.

To illustrate the technical challenges associated with developing an adaptive

feedforward term for systems with time-varying parametric uncertainty, consider the

scalar dynamical system

ẋ(t) = a(t)x(t) + b(t) cos(x(t)) + u(t), (1–1)

with the controller u(t) = −kx(t) − â(t)x(t) − b̂(t) cos(x(t)), where k is a positive

constant gain, a(t) and b(t) are unknown time-varying parameters, â(t) and b̂(t) are the

parameter estimates of a(t) and b(t), respectively, and the parameter estimation errors

ã(t) and b̃(t) are defined as ã(t) ≜ a(t) − â(t) and b̃(t) ≜ b(t) − b̂(t), respectively. The

traditional stability analysis approach for such problems is to consider the candidate

Lyapunov function V (x(t), ã(t), b̃(t)) = 1
2
x2(t) + 1

2γa
ã2(t) + 1

2γb
b̃2(t), where γa and γb

are positive constant gains. The given definitions and controller yield the following

time-derivative of the candidate Lyapunov function: V̇ (t) = −kx2(t) + ã(t)x2(t) +

b̃(t)x(t) cos(x(t)) + ã(t)
γa

(ȧ(t) − ˙̂a(t)) + b̃(t)
γb
(ḃ(t) − ˙̂

b(t)). For the constant parameter

case, i.e., ȧ(t) = ḃ(t) = 0, the well-known adaptive update laws ˙̂a(t) = γax
2(t) and

˙̂
b(t) = γbx(t) cos(x(t)), respectively, will cancel ã(t)x2(t) and b̃(t)x(t) cos(x(t)) in V̇ (t),

leading to Lyapunov stability and asymptotic tracking. However, when the parameters

are time-varying, it is unclear how to address ȧ(t) and ḃ(t) via a feedforward adaptive

update law such that V̇ (t) becomes at least negative semi-definite. Alternatively to
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obtaining a negative semi-definite derivative of the Lyapunov-like function (which is a

contribution of this dissertation), the typical approach to design adaptive controllers

for the time-varying parameter case is to consider a robust modification of the update

laws and assume some constant upper bounds on |a(t)| , |b(t)|, |ȧ(t)|, and
∣∣∣ḃ(t)∣∣∣ to

obtain a UUB result. For instance, consider a standard gradient update law with sigma-

modification [26], ˙̂a(t) = γax
2(t) − γaσâ(t),

˙̂
b(t) = γbx(t) cos(x(t)) − γbσb̂(t), which yields

V̇ (t) = −kx2(t) − σã2(t) − σb̃2(t) + ã(t)( ȧ(t)
γa

+ σa(t)) + b̃(t)( ḃ(t)
γb

+ σb(t)), implying a UUB

result when the parameters a(t) and b(t), and their time-derivatives ȧ(t) and ḃ(t) are

bounded. More modern approaches (cf., [40]) provide additional modifications to yield

UUB results with improved transient performance.

It would be desirable to have a sliding mode-like term based on ã(t) and b̃(t) (i.e.,

sgn(ã) and sgn(b̃) in the adaptation law), if only ã(t) and b̃(t) were known. Another ap-

proach could be to use a pure robust controller, e.g., u(t) = −kx(t) − āx(t) − b̄sgn(x(t)),

where ā and b̄ are known constant upper bounds on the norms of parameters |a(t)| and

|b(t)|, respectively. If the bounds ā and b̄ are unknown, an adaptation law could be de-

signed to yield their adaptive estimates, i.e., ˆ̄a and ˆ̄b. Either of these approaches would

yield an asymptotic tracking result (cf., [32]), but as stated earlier, these approaches

require a discontinuous sliding-mode term in the control input, and do not include an

adaptive feedforward term to compensate for the uncertainty. The congelation of vari-

ables based approach in [34] may help avoid some of the aforementioned challenges;

however, it is not applicable for uncertain terms like b(t) cos(x(t)), which do not vanish

with the state.

The major challenge in achieving asymptotic tracking is that the time-derivative of

the parameter acts like an unknown exogenous disturbance in the parameter estimation

dynamics, which is difficult to cancel with an adaptive update law in a Lyapunov-based

stability analysis. This technical challenge is addressed in Chapter 4 and in my previous

paper [41], through new insights into the closed-loop error system development and
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stability analysis, coupled with a new adaptive update law design. Specifically, because

of challenges associated with including the uncertain parameter estimation error

in the Lyapunov function, such terms are omitted, and include a P-function based

on [42], while also formulating the closed-loop error system so that they appear in the

Lyapunov-based derivative in a manner that facilitates an adaptive update law. The

unique challenge associated with incorporating the time-varying parameter estimation

error is addressed in the analysis by formulating the update law so that it contains a

signum function of the tracking error term multiplied by a desired regressor. The update

law also involves a projection algorithm to ensure that the parameter estimates stay

within a known bounded set. However, the projection algorithm introduces a potentially

destabilizing term in the time-derivative of the candidate Lyapunov function, leading

to an additional technical obstacle to obtain asymptotic tracking. This challenge is

resolved by using an additional term in the control input, which compensates for terms

that result from using a projection operator. The developed Lyapunov-based stability

analysis yields semi-global asymptotic tracking, and boundedness of the closed-loop

signals. Additionally, the time-varying uncertain function approximation error is shown

to converge to zero. The dynamics of a two-link manipulator are used in a simulation

to demonstrate the asymptotic tracking and function approximation error convergence

result, and the tracking performance is compared with a robust e-modification update

law [43] based controller.

Another way to address the challenges posed by the uncertainty in the system is

using a class of continuous robust controllers termed Robust Integral of the Sign of

the Error (RISE) controllers. RISE controllers have been published over the past two

decades [32, 42, 44–55] as a means to yield asymptotic tracking error convergence

and asymptotic identification of time-varying uncertainties, for classes of nonlinear

systems that are subject to sufficiently smooth bounded exogenous disturbances and/or

modeling uncertainties. RISE-based methods have been used for a wide variety of
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applications involving control [45–61], estimation [44, 62, 63], and optimization [64].

Despite the wide application of RISE-based techniques, an open question that has

eluded researchers is whether the asymptotic tracking error convergence is also uniform

or exponential. This question has remained open due to certain limitations in the

traditional construction of a Lyapunov function for RISE-based error systems.

Traditional analysis methods for a RISE-based error system involve a Lyapunov-

based approach, where the candidate Lyapunov function (denoted by VL) includes a

P-function (denoted by P ) in addition to a typical sum of norm squared error terms. The

P-function is designed by selecting Ṗ to cancel disturbance-based terms in V̇L and is

the essential analysis and design tool to enable asymptotic convergence (instead of

uniformly ultimately bounded tracking) despite the presence of a disturbance term that

is only upper bounded by a constant. Previous results, including the result in Chapter

5 and my previous paper [65], determine P as a function of the initial conditions of the

system that is proven to be non-negative under certain gain conditions. Evaluating V̇L

along the closed-loop error trajectories yields a negative semi-definite V̇L. Then the

extension of the LaSalle-Yoshizawa theorem for nonsmooth systems in [66] is invoked

to prove asymptotic tracking error convergence. Since the LaSalle-Yoshizawa theorem

is based on Barbalat’s lemma, the traditional analysis methodology does not guarantee

uniform tracking error convergence, and the non-strictness of VL precluded exponential

stability of the closed-loop error system’s origin.

To prove exponential stability, it would be sufficient to select a positive-definite VL

such that V̇L ≤ −λLVL for almost all time, with some positive constant λL. Then expo-

nential stability can be established using the comparison principle. Such a Lyapunov

function is developed in [55], which is the only known RISE-based exponential tracking

result. The result in [55] was developed for a specific application under the assumption

that the first and second derivatives of the uncertainty are bounded by known constants.

However, RISE-based controllers have been applied to a broader set of applications
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where this assumed bound would not hold. For example, in results like [49, 51] and [52]

that involve dynamic compensator-based auxiliary control terms, the first or second

derivative of the uncertainty have bounds that are state-dependent. It is not clear how

the analysis approach in [55] can be extended for such cases.

In Chapter 5 and my previous paper [65], a novel P-function design is developed

that results in a strict Lyapunov function. The new analysis results in exponential

stability of the closed-loop error system’s origin using a comparison theorem-based ar-

gument. The novel P-function is shown to be non-negative under certain gain conditions

by examining the analytically derived solution to the dynamics in Ṗ . Unlike the analysis

approach in [55], the developed P-function can be easily modified for various bounds

on the first and second derivatives of uncertainty. To rule out the existence of extra

solutions for P that could be potentially negative over some time interval, the derived so-

lution for P is shown to be unique corresponding to a given closed-loop error trajectory.

Additionally, solution-dependent arguments are employed to show the sign of the error

term is integrable, and V̇L ≤ −λLVL for almost all time, which involves showing that the

set of time-instants where V̇L ≤ −λLVL may not be true have Lebesgue measure zero.

Furthermore, the disturbance/uncertainty is shown to be estimated with exponential

convergence of the disturbance identification error, while prior results only indicated

asymptotic convergence.

1.2 Outline of the dissertation

In Chapter 2, a DNN-based adaptive controller is developed with Lyapunov-based

real-time weight adaptation laws for each layer of the feedforward DNN, with stability

guarantees. Additionally, the developed method allows nonsmooth activation functions

to be used in the DNN to facilitate improved transient performance. A nonsmooth

Lyapunov-based stability analysis proves global asymptotic tracking error convergence.

Simulation results are provided for a nonlinear system using DNNs with LReLU and
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hyperbolic tangent activation functions to demonstrate the efficacy of the developed

method.

Chapter 3 provides the first result on Lyapunov-derived weight adaptation for a

ResNet-based adaptive controller. A nonsmooth Lyapunov-based analysis is provided

to guarantee global asymptotic tracking error convergence. Comparative Monte Carlo

simulations are provided to demonstrate the performance of the developed ResNet-

based adaptive controller. The ResNet-based adaptive controller shows a 49.52%

and 54.38% improvement in the tracking and function approximation performance,

respectively, in comparison to a fully-connected DNN-based adaptive controller.

In Chapter 4, a continuous adaptive controller is developed for nonlinear dynamical

systems with linearly parameterizable uncertainty involving time-varying uncertain

parameters. Through a unique stability analysis strategy, a new adaptive feedforward

term is developed along with specialized feedback terms, to yield an asymptotic tracking

error convergence result by compensating for the time-varying nature of the uncertain

parameters. A Lyapunov-based stability analysis is shown for Euler-Lagrange systems,

which ensures asymptotic tracking error convergence and boundedness of the closed-

loop signals. Additionally, the time-varying uncertain function approximation error is

shown to converge to zero. A simulation example of a two-link manipulator is provided to

demonstrate the asymptotic tracking result.

Chapter 5 provides an exponential stability result for RISE controllers. New insights

on the construction of a Lyapunov function are used that result in an exponential stability

result for RISE-based controllers. As an outcome of this breakthrough, the inherent

learning capability of RISE-based controllers is shown to yield exponential identification

of state-dependent disturbances/uncertainty.

In Chapter 6, the conclusions of this dissertation are provided.
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1.3 Preliminaries

To facilitate the readability, this section provides some preliminary information that

defines much of the mathematical notation and definitions used in the dissertation.

The space of essentially bounded Lebesgue measurable functions is denoted

by L∞. The right-to-left matrix product operator is represented by
↶∏

, i.e.,
↶
m∏
p=1

Ap =

Am . . . A2A1 and
↶
m∏
p=a

Ap = 1 if a > m. The vectorization operator is denoted by vec(·),

i.e., given A ≜ [ai,j] ∈ Rn×m, vec(A) ≜ [a1,1, . . . , a1,m, . . . , an,1, . . . , an,m]
T . The p-norm

is denoted by ∥·∥p, where the subscript is suppressed when p = 2. The Frobenius

norm is denoted by ∥·∥F ≜ ∥vec(·)∥. The Kronecker product is denoted by ⊗. Function

compositions are denoted using the symbol ◦, e.g., (g ◦ h)(x) = g(h(x)), given suitable

functions f and g. Given some functions f and g, the notation f(y) = Om(g(y)) means

that there exists some constants M ∈ R>0 and y0 ∈ R such that ∥f(y)∥ ≤ M ∥g(y)∥m

for all y ≥ y0. The space of continuous functions with continuous first m derivatives is

denoted by Cm. The Filippov set-valued map defined in [67, Equation 2b] is denoted

by K [·]. Consider a Lebesgue measurable and locally essentially bounded function

h : Rn × R≥0 → Rn. Then, the function y : I → Rn is called a Filippov solution of

ẏ = h(y, t) on the interval I ⊆ R≥0 if y is absolutely continuous on I and ẏ ∈ K [h] (y, t)

for almost all t ∈ I. The notation F : A ⇒ B denotes a set-valued map from set A to

set B. A solution is called complete if Iy is unbounded. A solution y2 : [t0, t2) → Rn to

ẏ = h(y, t) is called a proper right extension of a solution y1 : [t0, t1) → Rn to ẏ = h(y, t) if

t2 > t1 and y2(t) = y1(t), ∀t ∈ [t0, t1). A solution to ẏ = h(y, t) is called maximal if it does

not have a proper right extension which is also a solution to ẏ = h(y, t). If a solution is

maximal and if the closure of its range, {y(t) ∈ Rn|t ∈ Iy}, is compact, then the solution

is called precompact.

The following fact plays a key role in facilitating the analysis in Chapters 2 and 3.
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Fact 1.1. [68, Proposition 7.1.9] Given any A ∈ Rp×a, B ∈ Ra×r, and C ∈ Rr×s,

vec(ABC) = (CT ⊗ A)vec (B) . (1–2)

Differentiating (1–2) on both sides with respect to vec (B) yields the property

∂

∂vec (B)
vec(ABC) = (CT ⊗ A). (1–3)
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CHAPTER 2
LYAPUNOV-DERIVED CONTROL AND ADAPTIVE UPDATE LAWS FOR INNER AND

OUTER LAYER WEIGHTS OF A DEEP NEURAL NETWORK

Lyapunov-based real-time update laws are well-known for single hidden layer NN-

based adaptive controllers. However, developing stability-driven real-time weight update

laws for DNNs remains an open question. This dissertation and my work in [13] are

the first results with Lyapunov-based real-time weight adaptation laws for each layer of

a feedforward DNN-based control architecture, with stability guarantees. Additionally,

the developed method allows nonsmooth activation functions to be used in the DNN

to facilitate improved transient performance. A nonsmooth Lyapunov-based stability

analysis proves global asymptotic tracking error convergence. Simulation results are

provided for a nonlinear system using DNNs with leaky rectified linear unit (LReLU) and

hyperbolic tangent activation functions to demonstrate the efficacy of the developed

method.

2.1 Unknown System Dynamics and Control Design

Consider a control-affine nonlinear dynamic system modeled as

ẋ = f (x) + u, (2–1)

where x : R≥0 → Rn denotes a Filippov solution1 to (2–1), f : Rn → Rn denotes an

unknown differentiable function, and u : R≥0 → Rm denotes a control input. The control

objective is to track a user-defined reference trajectory xd : R≥0 → Rn. The reference

trajectory is designed to be continuously differentiable, such that xd(t) ∈ Ω, ∀t ∈ R≥0,

and ẋd ∈ L∞, where Ω ⊂ Rn denotes a known compact set. To quantify the tracking

1 Generalized solutions such as Filippov or Krasovskii solutions are considered in-
stead of classical solutions to facilitate a nonsmooth control design. These solutions are
guaranteed to exist for nonsmooth systems with Lebesgue measurable and locally es-
sentially bounded right-hand-sides [69, Proposition 3], whereas classical solutions might
not exist.
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objective, the tracking error e : R≥0 → Rn is defined as

e ≜ x− xd. (2–2)

2.1.1 Deep Neural Network Architecture

A variety of DNN architectures are known to approximate any given continuous

function on a compact set, based on universal approximation theorems that can be

invoked case-by-case for DNN architectures [70]. Let Φ : Rn×RL0×L1 × . . .×RLk×Lk+1 →

Rn denote the feedforward DNN architecture defined as

Φ(xd, V0, V1, . . . , Vk) ≜
(
V T
k ϕk ◦ ... ◦ V T

1 ϕ1

) (
V T
0 xda

)
, (2–3)

where xda : R≥0 → Rn+1 denotes the augmented desired state xda ≜

[
xTd 1

]T
, and

k ∈ N denotes the total number of hidden-layers. The matrix of weights and biases at

the jth layer is denoted by Vj ∈ RLj×Lj+1, where Lj ∈ N denotes the number of nodes

in the jth inner-layer for all j ∈ {0, . . . , k}, with L0 ≜ n + 1 and Lk+1 ≜ n. The vector

of smooth activation functions at the jth layer is denoted by ϕj : RLj → RLj . Although

ϕj is defined as a smooth function, the subsequent analysis allows the inclusion of

nonsmooth activation functions by modeling them via a switching mechanism involving

smooth functions. If the DNN involves multiple types of activation functions at each

layer, then ϕj may be represented as ϕj ≜

[
ςj,1 . . . ςj,Lj−1 1

]T
, where ςj,i : R → R

denotes the activation function at the ith node of jth layer. Note that xda and ϕj are

augmented with 1 to facilitate the inclusion of a bias term. The DNN architecture in (2–3)

can also be represented recursively as

Φj ≜


V T
j ϕj (Φj−1) , j ∈ {1, . . . , k} ,

V T
0 xda, j = 0,

(2–4)
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and Φ(xd, V0, . . . , Vk) = Φk, where Φj : Rn × RL0×L1 × . . . × RLj×Lj+1 → RLj+1

denotes (xd, V0, . . . , Vj) 7→ Φj(xd, V0, . . . , Vj). The universal function approxima-

tion property states that the function space of DNNs given by (2–3) is dense in

C(Ω) [70, Thm. 3.2], where C(Ω) denotes the space of functions continuous over Ω.

For any given f ∈ C(Ω) and prescribed ε ∈ R>0, there exist some k, Lj ∈ N, and

corresponding ideal weights and biases, V ∗
j ∈ RLj×Lj+1, ∀j ∈ {0, . . . , k}, such that

supxd∈Ω ∥f(xd)− Φ(xd, V
∗
0 , V

∗
1 , . . . , V

∗
k )∥ ≤ ε. Then the unknown function in (2–1) can be

modeled as

f(xd) = Φ(xd, V
∗
0 , V

∗
1 , . . . , V

∗
k ) + ε(xd), (2–5)

where ε : Rn → Rn denotes the unknown function approximation error such that

supxd∈Ω ∥ε(xd)∥ ≤ ε. It is assumed there exists a known constant V ∈ R>0 such that

supxd∈Ω,∀j
∥∥V ∗

j

∥∥
F
≤ V (cf., [71, Assumption 1]).

2.1.2 Control Law Development

The universal approximation property makes DNN-based adaptive control architec-

tures well-suited for unknown dynamics, as in (2–1) where f(·) is unknown [70, Thm.

3.2]. The adaptive feedforward DNN term is designed as Φ̂ ≜ Φ(xd, V̂0, . . . , V̂k), where

V̂j : R≥0 → RLj×Lj+1 for all j ∈ {0, . . . , k} denotes the estimated weight matrix for the jth

layer. The weight estimation error of the ideal inner-layer weights Ṽj : R≥0 → RLj×Lj+1 for

all j ∈ {0, . . . , k} is defined as Ṽj ≜ V ∗
j − V̂j. The gradient of the activation function vector

at the jth layer is denoted as ϕ′
j : RLj → RLj×Lj , and ϕ′

j(y) ≜ ∂
∂z
ϕj(z)

∣∣
z=y

, ∀y ∈ RLj .

To facilitate the subsequent stability analysis, let the function fe : Rn × Ω → Rn be

defined as fe ≜ f(x) − f(xd). By [72, Lemma 5], the function (x, xd) 7→ fe is bounded

as ∥fe∥ ≤ ρ (∥e∥) ∥e∥ for all x ∈ Rn and xd ∈ Ω, where ρ : R≥0 → R≥0 denotes a known

strictly increasing function. Based on the subsequent stability analysis, the control input

is designed as

u ≜ ẋd − ρ(∥e∥)e− k1e− kssgn (e)− Φ̂, (2–6)
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where k1, ks ∈ R>0 are user-defined control gains, and sgn(·) denotes the vector signum

function. The following short-hand notations are introduced for brevity in the subsequent

analysis: Φ∗
j ≜ Φj(xd, V

∗
0 , . . . , V

∗
j ), Φ̂j ≜ Φj(xd, V̂0, . . . , V̂j), Φ̃j ≜ Φ∗

j − Φ̂j, Φ∗ ≜ Φ∗
k,

Φ̃ ≜ Φ̃k = Φ∗ − Φ̂, ϕ∗
j ≜ ϕj

(
Φ∗
j−1

)
, ϕ̂j ≜ ϕj

(
Φ̂j−1

)
, and ϕ̂′

j ≜ ϕ′
j

(
Φ̂j−1

)
.

Based on the subsequent analysis, the input layer weight adaptation law is de-

signed as

vec(
˙̂
V0) ≜ proj(Γ0((

↶
k∏
l=1

V̂ T
l ϕ̂

′
l)(IL1 ⊗ xTda))

T e), (2–7)

and the jth layer weight adaptation law is designed as

vec(
˙̂
Vj) ≜ proj(Γj((

↶
k∏

l=j+1

V̂ T
l ϕ̂

′
l)(ILj+1

⊗ ϕ̂Tj ))
T e), (2–8)

∀j ∈ {1, ..., k}, where Γj ∈ RLjLj+1×LjLj+1 is a positive-definite adaptation gain matrix

for all j ∈ {0, ..., k}. The operator proj(·) denotes the projection operator defined

in [73, Appendix E, Eq. E.4], which is used to ensure V̂j(t) ∈ Bj ≜ {θ ∈ RLjLj+1 : ∥θ∥F ≤

V },∀(t, j) ∈ R≥0 × {0, 1, . . . , k}.

2.2 Stability Analysis

2.2.1 Closed-Loop Error System Development

Subtracting Φ̂j from Φ∗
j , using (2–4), adding and subtracting V ∗T

j ϕ̂j, and rearranging

terms yields

Φ̃j = Ṽ T
j ϕ̂j + V ∗T

j (ϕ∗
j − ϕ̂j), (2–9)

∀j ∈ {1, . . . , k}, and Φ̃0 = Ṽ T
0 xda. Using (2–1), (2–2), and (2–6) yields the closed-loop

error system

ė = fe + Φ̃ + ε(xd)− ρ(∥e∥)e− k1e− kssgn(e). (2–10)

The term Φ̃ in (2–10) has a nested nonlinear parameterization in V ∗
j and V̂j, which

precludes the application of traditional analysis techniques that are used for linearly
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parameterized adaptive systems. A first-order Taylor series approximation is devel-

oped in [71] to overcome the challenges presented by the nonlinear parameterization

for three-layer neural networks. To overcome the nested structure of nonlinear pa-

rameterization in DNNs, a recursive approach is used to develop a first-order Taylor

series approximation for ϕ∗
j , Φ̃j, and Φ̃. Using the first-order Taylor series approximation

in [71, Eq. 22] yields

ϕ∗
j = ϕ̂j + ϕ̂′

jΦ̃j−1 +O2
(
Φ̃j−1

)
, (2–11)

∀j ∈ {1, . . . , k}. Substituting (2–11) into (2–9), adding and subtracting V̂ T
j ϕ̂

′
jΦ̃j−1, and

rearranging terms yields

Φ̃j = Ṽ T
j ϕ̂j + V̂ T

j ϕ̂
′
jΦ̃j−1 +∆j, (2–12)

where ∆j : R≥0 → RLj+1 is defined as

∆j ≜ Ṽ T
j ϕ̂

′
jΦ̃j−1 + V ∗T

j O2
(
Φ̃j−1

)
, (2–13)

∀j ∈ {1, . . . , k}. Since the term Ṽ T
j ϕ̂j is a vector, Ṽ T

j ϕ̂j = vec(Ṽ T
j ϕ̂j) = vec(ϕ̂Tj Ṽj) =

vec(ϕ̂Tj ṼjILj+1
). Applying Fact 1.1 on vec(ϕ̂Tj ṼjILj+1

) yields

Ṽ T
j ϕ̂j =

(
ILj+1

⊗ ϕ̂Tj

)
vec
(
Ṽj

)
. (2–14)

Substituting (2–14) into (2–12) yields the recursive representation

Φ̃j =
(
ILj+1

⊗ ϕ̂Tj

)
vec
(
Ṽj

)
+ V̂ T

j ϕ̂
′
jΦ̃j−1 +∆j, (2–15)

∀j ∈ {1, . . . , k}. To facilitate the subsequent analysis, the following lemma yields a

generalized expression for Φ̃j.

Lemma 2.1. For all j ∈ {0, . . . , k}, the term Φ̃j can be expressed as

Φ̃j =

j∑
i=1


↶
j∏

l=i+1

V̂ T
l ϕ̂

′
l

(ILi+1
⊗ ϕ̂Ti

)
vec
(
Ṽi

)
+


↶
j∏
l=1

V̂ T
l ϕ̂

′
l

(IL1 ⊗ xTda
)
vec
(
Ṽ0

)
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+

j∑
i=1


↶
j∏

l=i+1

V̂ T
l ϕ̂

′
l

∆i. (2–16)

Proof. This lemma can be proved using mathematical induction. Using (2–4) and Fact

1.1 yields Φ̃0 = Ṽ T
0 xda = (IL1 ⊗ xTda)vec(Ṽ0). Since

↶
0∏
l=1

V̂ T
l ϕ̂

′
l = 1, it can be verified that

(2–16) also yields Φ̃0 = (IL1 ⊗ xTda)vec(Ṽ0). Thus, Lemma 2.1 holds for j = 0. To use

induction, assume (2–16) applies for j = h − 1, given any arbitrary h ∈ {1, . . . , k}, and

evaluate Φ̃h−1. Then, using (2–15) with j = h yields

Φ̃h = (ILh+1
⊗ ϕ̂Th )vec

(
Ṽh

)
+ V̂ T

h ϕ̂
′
hΦ̃h−1 +∆h (2–17)

Substituting Φ̃h−1 into (2–17) and rearranging terms, it can be verified that the obtained

expression is the same as that obtained using (2–16). Thus, Lemma 2.1 also applies for

j = h.

2.2.2 Nonsmooth Analysis

Let Ξ0 ≜

↶
k∏
l=1

V̂ T
l ϕ̂

′
l, Ξj ≜

↶
k∏

l=j+1

V̂ T
l ϕ̂

′
l, Λ0 ≜ Ξ0(IL1 ⊗ xTda), and Λj ≜ Ξj(ILj+1

⊗ ϕ̂Tj ), ∀j ∈

{1, . . . , k}, for notational brevity, where Ξj : R≥0 → Rn×Lj+1 and Λj : R≥0 → RLj+1×LjLj+1,

respectively, ∀j ∈ {0, . . . , k}. The subsequent analysis is structured to account for

nonsmooth systems. Thus, state-dependent switching between smooth activation

functions can also be considered in the analysis. Specifically, a nonsmooth activation

function with a finite number of discontinuities in its gradient can be modeled by a

switched function involving a collection of smooth activation functions. Let σ ∈ N

denote the switching index considering the total number of switching between activation

functions in the entire DNN, where N ⊂ N denotes the set of all possible switching

indices. Then, the function approximation in (2–5) can be represented as f(xd) =

Φk,σ(xd, V
∗
0 , V

∗
1 , . . . , V

∗
k )+εσ(xd), such that (xd, V0, . . . , Vj) 7→ Φk,σ(xd, V0, . . . , Vj) is smooth

for each σ with the corresponding approximation error εσ(xd). Thus, ϕ∗
j , ϕ̂j, ϕ̂′

j, Φ̃j Ξj,

Λj, and ∆j can also be represented as the switched functions ϕ∗
j,σ, ϕ̂j,σ, ϕ̂′

j,σ, Φ̃j,σ, Ξj,σ,
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Λj,σ, and ∆j,σ, respectively, such that they are continuous for each σ. It is assumed

that the bound supxd∈Ω ∥εσ(xd)∥ ≤ ε holds for all σ ∈ N . Using Lemma 2.1 yields

Φ̃ = Φ̃k,σ =
∑k

j=0 Λj,σvec(Ṽj) +
∑k

j=1 Ξj,σ∆j,σ. Substituting Φ̃ into (2–10) yields

ė = fe +
k∑
j=0

Λj,σvec(Ṽj) +
k∑
j=1

Ξj,σ∆j,σ + εσ(xd)− ρ(∥e∥)e− k1e− kssgn(e). (2–18)

Additionally, the adaptation laws in (2–7) and (2–8) can be represented using vec(
˙̂
Vj) ≜

proj(ΓjΛ
T
j,σe), ∀j ∈ {0, . . . , k}. Consequently, vec( ˙̃V j) = −proj(ΓjΛ

T
j,σe), ∀j ∈ {0, . . . , k}.

Since
∥∥V ∗

j

∥∥
F
≤ V and

∥∥∥V̂j∥∥∥
F
≤ V , ∀j ∈ {0, . . . , k}, it follows that

∥∥∥Ṽj∥∥∥
F
=
∥∥∥V ∗

j − V̂j

∥∥∥
F
≤

2V . Moreover, since xda is bounded, and ϕj,σ and ϕ′
j,σ are continuous for each σ ∈ N , it

follows from (2–9) that ϕ∗
j,σ, ϕ̂j,σ, ϕ̂′

j,σ, Φ̃j,σ, and Ξj,σ can be bounded by known constants

for all (j, σ) ∈ {0, . . . , k} × N . Therefore, based on (2–13), ∆j can be bounded by known

constants for all j ∈ {1, . . . , k}, and it follows that there exists a known constant c ∈ R>0

such that ∥∥∥∥∥
k∑
i=1

Ξi,σ∆i,σ

∥∥∥∥∥ ≤ c. (2–19)

Let z : R≥0 → RΨ denote the concatenated function, z ≜[
eT , vec

(
Ṽ0

)T
, . . . , vec

(
Ṽk

)T ]T
, where Ψ ≜ n +

∑k
j=0 LjLj+1 is defined for

notational brevity. Let wσ : RΨ × R≥0 → RΨ denote the concatenated right hand sides

of (2–18) and vec(
˙̃
V j) = −proj(ΓjΛ

T
j,σe). Then (2–18) and vec(

˙̃
V j) can be represented

by the collection of subsystems ż = wσ(z, t), and the corresponding switched system is

represented by

ż = wϱ(z,t)(z, t), (2–20)
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where ϱ : RΨ × R≥0 → N denotes a state-dependent switching signal that satisfies

[74, Assumption 1].2 Based on the result in [74], the invariance properties of (2–20)

are established by establishing the invariance properties of ż = wσ(z, t) for each

σ ∈ N . Let Fσ : RΨ × R≥0 ⇒ RΨ denote K[wσ](z, t). Then Fσ(z, t) ⊆ F ′
σ(z, t), where

F ′
σ : RΨ × R≥0 ⇒ RΨ is defined as F ′

σ(z, t) ≜ [{
∑k

j=0 Λj,σvec(Ṽj) +
∑k

j=1 Ξj,σ∆j,σ + fe +

εσ(xd)− ρ(∥e∥)e− k1e} − ksK[sgn](e); −K[proj](Γ0Λ
T
0,σe); . . . ; −K[proj](ΓkΛ

T
k,σe)].

Theorem 2.1. For the dynamical system in (2–1), the controller in (2–6) and the

adaptation laws in (2–7) and (2–8) ensure global asymptotic tracking error convergence

in the sense that lim
t→∞

∥e(t)∥ = 0, ∀(e(0), V̂0, . . . , V̂k) ∈ Rn × B0 × . . . × Bk, provided the

gain condition ks > ε+ c is satisfied.

Proof. Consider the candidate common Lyapunov function VL : RΨ → R≥0 defined as

VL (z) ≜
1

2
eT e+

1

2

k∑
j=0

vec(Ṽj)
TΓ−1

j vec(Ṽj), (2–21)

which satisfies the inequality α ∥z∥2 ≤ VL (z) ≤ α ∥z∥2 , where α, α ∈ R≥0 are known

constants. Using [74, Def. 3], the generalized time-derivative of VL can be computed

as V̇σ(z, t) ≜ max
p∈∂VL(z)

max
q∈Fσ(z,t)

pT q, where ∂VL denotes the Clarke gradient of VL defined

in [75, p. 39]. Since z 7→ VL(z) is continuously differentiable, ∂VL(z) = {∇VL(z)}, where

∇ denotes the standard gradient operator. Thus,

V̇σ(z, t) = max
q∈Fσ(z,t)

(∇VL (z))T q
a.e.

≤ max
q∈F ′

σ(z,t)
(∇VL (z))T q,

2 The assumption [74, Assumption 1] is equivalent to the assumption that ϱ is locally
bounded. Since the switched system in (2–20) involves a finite number of subsystems,
the assumption is always satisfied in this dissertation.
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where the notation
a.e.

(·) denotes that the relation (·) holds for almost all t ∈ R≥0. Ad-

ditionally, using [73, Lemma E.1.IV]3 , the update law-based terms that appear after

evaluating max
q∈F ′

σ(z,t)
(∇VL (z))T q can be upper-bounded as

− vec(Ṽj)TΓ−1
j K [proj] (ΓjΛ

T
j,σe) ≤ −vec(Ṽj)

TΛTj,σe, (2–22)

∀j ∈ {0, . . . , k}. Thus, evaluating max
q∈F ′

σ(z,t)
(∇VL (z))T q, using (2–22) and the fact that

eTK [sgn] (e) = {∥e∥1} yields

V̇σ(z, t)
a.e.

≤ eT (fe +
k∑
j=1

Ξj,σ∆j,σ + εσ(xd)− ρ(∥e∥)e− k1e)

+ max
k∑
j=0

{eTΛj,σvec(Ṽj)− vec(Ṽj)
TΛTj,σe} − ks ∥e∥1 . (2–23)

Noting that eTΛj,σvec(Ṽj) = (eTΛj,σvec(Ṽj))
T = vec(Ṽj)

TΛTj,σe since they are scalar,

the term max
∑k

j=0{eTΛj,σvec(Ṽj) − vec(Ṽj)
TΛTj,σe} = 0, ∀σ ∈ N . Thus, substituting∥∥∥∑k

j=1 Ξj∆j

∥∥∥ ≤ c, ∥εσ (xd)∥ ≤ ε, and eTfe ≤ ρ(∥e∥) ∥e∥2, (2–23) can be upper bounded

as

V̇σ(z, t)
a.e.

≤ eT (c+ ε− k1e)− ks ∥e∥1 .

Using −ks ∥e∥1 ≤ −ks ∥e∥, and selecting ks according to the theorem statement yields

V̇σ(z, t)
a.e.

≤ −k1 ∥e∥2 . (2–24)

By invoking [74, Theorem 2], z ∈ L∞ and ∥e(t)∥ → 0 as t → ∞. Additionally, z ∈ L∞

implies Ṽj, V̂j ∈ L∞, ∀j ∈ {0, . . . , k}. Since Φ is a locally essentially bounded function,

it follows that Φ̂ is bounded. Therefore, since all terms on the right hand side of (2–6)

are bounded, it follows that u ∈ L∞. Moreover, since ϕj and ϕ′
j are locally essentially

3 The lemma says −θ̃TΓ−1proj(µ) ≤ −θ̃TΓ−1µ. This property also holds after replacing
proj(µ) with K [proj] (µ), since K [proj] (µ) evaluates as the set of convex combinations
of proj(µ) and µ, whenever proj(µ) is discontinuous.
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bounded functions for all j ∈ {0, . . . , k}, it follows from (2–7) and (2–8) that ˙̂
Vj ∈ L∞ ,

∀j ∈ {0, . . . , k}.

2.3 Simulations

Four simulation examples are provided to demonstrate the efficacy of the developed

method, and the results are quantitatively compared with known baseline methods such

as offline pre-training and output-layer adaptation [11]. The nonlinear system in (2–1)

is considered with f(x) = [x1x2 tanh(x2) + sech2(x1), sech
2(x1 + x2) − sech2(x2)]

T ,

where x = [x1, x2]
T . The desired trajectory is xd(t) = [sin(2t), − cos(t)]T , the initial

condition is x(0) = [1, 2]T , the control gains are selected as k1 = 20 and ks = 1, and

the bound for projection operator is selected as V = 5000. The DNNs in the first and

second examples, i.e., DNN1 and DNN2, consist of 6 layers, with 7 neurons in each

layer; hence, there is a total of 231 individual weights in the first two examples. The

DNNs in the third and fourth examples, i.e., DNN3 and DNN4, consist of 10 layers, with

30 neurons in each layer; hence, there is a total of 90150 individual weights in the third

and fourth examples. Each simulation is performed for 10 seconds. To prevent the DNN

term from having a large initial value, the inner and output layer weights are initialized as

random values from the uniform distributions U(0, 0.5) and U(0, 0.01), respectively.

DNN1 and DNN3 contain LReLU activation functions given by ς(y) = y for y ≥ 0,

and ς(y) = 0.01y, otherwise. The adaptation gain for DNN1 and DNN3 is selected

using the switched rule: Γj = 10ILjLj+1
, if

∥∥∥∥∥
[

vecT
(
Ṽ0

)
. . . vecT

(
Ṽk

) ]T∥∥∥∥∥ ≤ 5, and

Γj = ILjLj+1
, otherwise, for all j ∈ {0, ..., k}. DNN2 and DNN4 contain hyperbolic tangent

activation functions given by ς(y) = tanh(y). Unlike LReLUs, saturating activation

functions like hyperbolic tangents suffer from the vanishing gradient problem [4], i.e.,

the gradient terms in the update law vanish as the activation function saturates, which

slows down the weight updates. To compensate for vanishing gradients and for a

fair comparison with the LReLU-based DNNs, the adaptation gain for the hyperbolic
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Figure 2-1. Plots of DNN weight estimates, tracking error, and function approximation
error for DNN3 and DNN4. The simulation is performed for 10 seconds. For
a better visualization of the transient performance, the plots for LReLU and
tanh are shown for 5 and 0.5 seconds, respectively. Additionally, 150
arbitrarily selected weight estimates are shown out of the total 90150
weights for a tractable visualization.
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Table 2-1. DNN Performance Comparison

Method ∥eRMS∥ ∥eRMS,SS∥
∥∥∥f̃RMS,SS

∥∥∥
Developed (DNN1) 0.7014 0.0059 0.1204
Developed (DNN2) 1.2687 0.0108 0.2178
Developed (DNN3) 0.4326 0.0056 0.6824
Developed (DNN4) 0.3844 0.0063 0.7823

Offline (DNN1) 0.2952 0.0216 1.2165
[11] (DNN1) 0.6831 0.0105 0.2143

tangent activation function-based DNNs is selected with a relatively larger value of

Γj = 500ILjLj+1
.

Figure 2-1 shows the plots of DNN weight estimates, tracking error, and function

estimation error for DNN3 and DNN4, where f̃ ≜ f(x) − Φ̂ denotes the function

estimation error. The plots demonstrate that asymptotic convergence of the tracking

error e is achieved in 0.5 s for both the examples. Table 2-1 provides a quantitative

comparison of the developed method with offline training and output-layer adaptation

[11], where eRMS denotes the root mean square (RMS) of e over the time interval

[0, 10], and eRMS,SS and f̃RMS,SS denote the RMS of e and f̃ , respectively, over the time

interval [5, 10] (i.e., in steady state). For the simulations in Table 2-1, the robustifying

term kssgn(e) is removed to better quantitatively compare the effects of the DNN term.

The offline pre-trained DNN is trained using data collected from 600 seconds of an a

priori simulation. Using LReLUs yields improvement in the steady state tracking and

function estimation performance as compared to hyperbolic tangent units as evident

from the ∥eRMS,SS∥ and
∥∥∥f̃RMS,SS

∥∥∥ values for DNN1 vs. DNN2 and DNN3 vs. DNN4.

The developed method provides a decreased ∥eRMS,SS∥ but an increased ∥eRMS∥ as

compared to offline pre-training or using adaptation for only the output-layer. This

discrepancy is due to the initial overshoot in tracking error due to weight adaptation. The

developed method provides a tenfold and twofold improvement in steady-state function

estimation as compared to offline pre-training and output-layer adaptation, respectively.
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2.4 Conclusion

A contribution in this chapter is the development of Lyapunov-based real-time

weight update laws for each layer of a feedforward DNN. Additionally, the developed

method also allows nonsmooth activation functions to be used in the DNN architec-

ture. A nonsmooth Lyapunov-based stability analysis is provided to guarantee global

asymptotic tracking error convergence. Simulation results are provided for a nonlinear

system using DNNs involving leaky ReLU and hyperbolic tangent activation functions to

demonstrate the efficacy of the developed method. Using LReLUs yields improvement

in the steady-state tracking and function estimation performance when compared to

hyperbolic tangent activation functions. Although adapting for more layers might cause

initial overshoot in the tracking error, the developed method provides tenfold and twofold

improvement in steady-state function estimation as compared to offline pre-training and

output-layer adaptation, respectively.
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CHAPTER 3
DEEP RESIDUAL NEURAL NETWORK (RESNET)-BASED ADAPTIVE CONTROL: A

LYAPUNOV-BASED APPROACH

Deep Neural Network (DNN)-based controllers have emerged as a tool to com-

pensate for unstructured uncertainties in nonlinear dynamical systems. Chapter 2

provided a Lyapunov-based approach to derive weight adaptation laws for each layer

of a fully-connected feedforward DNN-based adaptive controller. However, deriving

weight adaptation laws from a Lyapunov-based analysis remains an open problem for

deep residual neural networks (ResNets). This chapter and my preliminary work [23]

provide the first result on Lyapunov-derived weight adaptation for a ResNet-based

adaptive controller. A nonsmooth Lyapunov-based analysis is provided to guarantee

global asymptotic tracking error convergence. Comparative Monte Carlo simulations

are provided to demonstrate the performance of the developed ResNet-based adap-

tive controller. The ResNet-based adaptive controller shows a 49.52% and 54.38%

improvement in the tracking and function approximation performance, respectively, in

comparison to a fully-connected DNN-based adaptive controller.

3.1 Control Design

We consider the same system and tracking control objective as in Chapter 2. The

control objective is to design a ResNet-based adaptive controller that achieves global

asymptotic tracking error convergence for the system in (2–1).

3.1.1 ResNet Architecture

The unknown drift vector field f can be approximated using a ResNet. A ResNet

is modeled using building blocks that involve a shortcut connection across a fully-

connected DNN [16]. Let Φp : RLp,0 × RLp,0×Lp,1 × . . . × RLp,kp×Lp,kp+1 → RLp,kp+1

denote the pth fully-connected DNN block defined as Φp(ηp, Vp,0, . . . , Vp,kp) ≜(
V T
p,kp

ϕp,kp ◦ ... ◦ V T
p,1ϕp,1

) (
V T
p,0ηp

)
for all p ∈ {1, . . . ,m}, where ηp ∈ RLp,0 de-

notes the input of Φp, kp ∈ Z>0 denotes the number of hidden layers in Φp, and

m ∈ Z>0 denotes the number of building blocks. Additionally, Lp,j ∈ Z>0 denotes
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Figure 3-1. Illustration of the ResNet architecture in (3–2). The ResNet is shown at the
top of the figure and is composed of building blocks that involve a shortcut
connection across a fully-connected DNN component. The fully-connected
DNN component for the pth building block (bottom) is denoted by Φ

θp
p for all

p ∈ {1, . . . ,m}, where the input and the vector of weights of Φp are denoted
by ηp and θp, respectively. Then the output of the pth building block after
considering the shortcut connection is represented by ηp+1 = ηp + Φ

θp
p (ηp) for

all p ∈ {1, . . . ,m− 1}, and the output of the ResNet is ηm + Φθm
m (ηm).
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the number of nodes, and Vp,j ∈ RLp,j×Lp,j+1 denotes the weight matrix in the jth

layer of Φp for all (p, j) ∈ {1, . . . ,m} × {0, . . . , kp}. Similarly, ϕp,j : RLp,j → RLp,j

denotes a vector of smooth activation functions.1 If the ResNet involves multi-

ple types of activation functions at each layer, then ϕp,j may be represented as

ϕp,j ≜

[
ςp,j,1 . . . ςp,j,Lp,j

]T
, where ςp,j,i : R → R denotes the activation function at

the ith node of the jth layer of Φp.2 All the weights of Φp can be represented by the

vector θp ≜

[
vec(Vp,0)

T . . . vec(Vp,kp)
T

]T
∈ RΣ

kp
j=0Lp,jLp,j+1. The fully-connected

block Φp can be expressed as Φp = V T
p,kp

φp,kp, where φp,0 : RLp,0 → RLp,0 and

φp,j : RLp,0 × RLp,0×Lp,1 × . . . × RLp,j−1×Lp,j → RLp,j ∀j ∈ {1, . . . , kp} denote the

recursive relation defined as

φp,j ≜


ϕp,j

(
V T
p,j−1φp,j−1

)
, j ∈ {1, . . . , kp} ,

ηp, j = 0.

(3–1)

The arguments of φp,j are suppressed for notational brevity. Let ϕ′
p,j : RLp,j → RLp,j×Lp,j

be defined as ϕ′
p,j(y) ≜ ∂

∂y
ϕp,j(y) ∀y ∈ RLp,j . The short-hand notation Φ

θp
p (ηp) ≜

Φp(ηp, Vp,0, Vp,1, . . . , Vp,kp) is defined for notational brevity in the subsequent development.

Then the output of the pth building block is given by ηp + Φ
θp
p (ηp), where the addition of

the input term ηp represents the shortcut connection across Φp. As shown in Figure 3-1,

the ResNet Φ : Rn×RΣm
p=1Σ

kp
j=0Lp,jLp,j+1 → Rn, which defines the mapping (η1, θ) 7→ Φθ (η1),

is modeled as [16]

Φθ (η1) ≜ ηm + Φθm
m (ηm) , (3–2)

1 For the case of DNNs with nonsmooth activation functions (e.g., rectified linear unit
(ReLU), leaky ReLU, maxout etc.), the reader is referred to [13] where a switched anal-
ysis is provided to account for the nonsmooth nature of activation functions. To bet-
ter focus on our main contribution without loss of generality, we restrict our attention to
smooth activation functions.

2 Bias terms are omitted for simplicity of the notation.
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where θ ≜

[
θT1 . . . θTm

]T
∈ RΣm

p=1Σ
kp
j=0Lp,jLp,j+1 denotes the vector of weights for the

entire ResNet, and ηm is evaluated using the recursive relation

ηp =


ηp−1 + Φ

θp−1

p−1 (ηp−1) , p ∈ {2, . . . ,m},

xd, p = 1.

(3–3)

The recursive relation in (3–3) has valid dimensions under the constraint L1,0 = L1,k1+1 =

L2,0 = L2,k2+1 = . . . = Lm,0 = Lm,km+1 = n. To facilitate the subsequent development, the

following assumption is made.

Assumption 3.1. The function space of ResNets given by (3–2) is dense in C(Ω), where

C(Ω) denotes the space of functions continuous over Ω.

Remark 3.1. Assumption 3.1 implies that ResNets satisfy the universal function

approximation property that is well-known for various DNN architectures [70]. The

universal function approximation property of ResNets is a common assumption that

is widely used in the deep learning literature, and has been rigorously established for

ResNets with specific activation functions in [76] and [77].

Consider any vector field f ∈ C(Ω) and a prescribed accuracy ε ∈ R>0. Then by

Assumption 3.1, there exists a ResNet Φ with a corresponding vector of ideal weights

θ∗ ∈ RΣm
p=1Σ

kp
j=0Lp,jLp,j+1 such that supxd∈Ω

∥∥f(xd)− Φθ∗(xd)
∥∥ ≤ ε. Therefore, the drift vector

field xd 7→ f(xd) can be modeled as

f(xd) = Φθ∗(xd) + ε(xd), (3–4)

where ε : Rn → Rn denotes an unknown function reconstruction error that can be

bounded as supxd∈Ω ∥ε(xd)∥ ≤ ε.

Remark 3.2. In (3–4), the ResNet is used to approximate the drift vector field along the

reference trajectory xd instead of the actual trajectory x. As a result, the universal func-

tion approximation property holds since xd lies within the compact set Ω by design. The
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main benefit of drift compensation along the reference trajectory in this dissertation is

that it facilitates a global asymptotic tracking result in the subsequent stability analysis.

To facilitate the subsequent analysis, the following assumption is made (cf., [71,

Assumption 1]).

Assumption 3.2. There exists a known constant θ ∈ R>0 such that the unknown ideal

ResNet weights can be bounded as ∥θ∗∥ ≤ θ.

3.1.2 Adaptation Laws

The ResNet-based model in (3–4) can be leveraged to approximate the unknown

drift vector field f . However, since the ideal weights are unknown, adaptive weight esti-

mates are developed. The adaptive weight estimate for the jth layer of Φp is denoted by

V̂p,j : R≥0 → RLp,j×Lp,j+1 ∀(p, j) ∈ {1, . . . ,m} × {0, . . . , kp}. The weight estimate for the pth

building block θ̂p : R≥0 → RΣ
kp
j=0Lp,jLp,j+1 is defined as θ̂p =

[
vec(V̂p,0)

T , . . . , vec(V̂p,kp)
T
]T

for all p ∈ {1, . . . ,m}, the weight estimate for the ResNet θ̂ : R≥0 → RΣm
p=1Σ

kp
j=0Lp,jLp,j+1

is defined as θ̂ ≜

[
θ̂T1 . . . θ̂Tm

]T
, and the ResNet-based adaptive estimate of f(xd)

∀xd ∈ Ω is denoted by Φθ̂(xd). The weight estimation error θ̃ : R≥0 → RΣm
p=1Σ

kp
j=0Lp,jLp,j+1 is

defined as θ̃ ≜ θ∗ − θ̂. Based on the subsequent stability analysis, the adaptation law for

the weight estimates of the ResNet in (3–2) is designed as

˙̂
θ ≜ proj

(
ΓΦ′T e

)
, (3–5)

where Γ ∈ RΣm
p=1Σ

kp
j=0Lp,jLp,j+1×Σm

p=1Σ
kp
j=0Lp,jLp,j+1 denotes a positive-definite adaptation gain

matrix, and Φ′ ∈ Rn×Σm
p=1Σ

kp
j=0Lp,jLp,j+1 is a short-hand notation denoting the Φ′ ≜ ∂Φθ̂(xd)

∂θ̂
.

In (3–5), proj(·) denotes the projection operator defined in [73, Appendix E, Eq. E.4],

which is used to ensure θ̂(t) ∈ B ≜ {θ ∈ RΣm
p=1Σ

kp
j=0Lp,jLp,j+1 : ∥θ∥ ≤ θ} ∀t ∈ R≥0. The term

Φ′ can be evaluated as follows. Let η̂p ∈ RLp,0 be defined as

η̂p =


xd, p = 1,

η̂p−1 + Φ
θ̂p−1

p−1 (η̂p−1) , p ∈ {2, . . . ,m}.
(3–6)
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Then, it follows that Φθ̂ (xd) = η̂m + Φθ̂m
m (η̂m). To facilitate the subsequent development,

the short-hand notations Φ′
p ≜

(
∂Φθ̂(xd)

∂θ̂p

)
, Λp ≜

∂Φ
θ̂p
p (η̂p)

∂θ̂p
, Λp,j ≜

∂Φ
θ̂p
p (η̂p)

∂vec(V̂p,j)
, and Ξp ≜

∂Φ
θ̂p
p (η̂p)

∂η̂p

are introduced. Then Φ′ =
[(

∂Φθ̂(xd)

∂θ̂1

)
, . . . ,

(
∂Φθ̂(xd)

∂θ̂m

)]
can be expressed as

Φ′ ≜

[
Φ′

1, . . . , Φ′
m

]
. (3–7)

Using the chain rule, the term Φ′
p can be computed as

Φ′
p =

 ↶
m∏

l=p+1

(In + Ξl)

Λp, ∀p ∈ {1, . . . ,m}. (3–8)

In (3–8), the terms Λp and Ξp, for all p ∈ {1, . . . ,m}, can be computed as

follows. Since θ̂p =
[
vec(V̂p,0)

T , . . . , vec(V̂p,kp)
T
]T

, it follows that ∂Φ
θ̂p
p (η̂p)

∂θ̂p
=[(

∂Φ
θ̂p
p (η̂p)

∂vec(V̂p,0)

)
, . . . ,

(
∂Φ

θ̂p
p (η̂p)

∂vec(V̂p,kp )

)]
. Therefore, using the definitions of Λp and Λp,j yields

Λp =

[
Λp,0 Λp,1 . . . Λp,kp

]
, ∀p ∈ {1, . . . ,m}. (3–9)

For brevity in the subsequent development, the short-hand notations φ̂p,j ≜

φp,j(η̂p, V̂p,0, . . . , V̂p,j) and φ̂′
p,j ≜ φ′

p,j(η̂p, V̂p,0, . . . , V̂p,j) are introduced. Using (3–1),

the chain rule, and the property of vectorization operators in (1–3), the terms Λp,0 and

Λp,j in (3–9) can be computed as

Λp,0 =


↶
kp∏
l=1

V̂ T
p,lφ̂

′
p,l

 (ILp,1 ⊗ η̂Tp ), (3–10)

and

Λp,j =


↶
kp∏

l=j+1

V̂ T
p,lφ̂

′
p,l

 (ILp,j+1
⊗ φ̂Tp,j), (3–11)
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for all (p, j) ∈ {1, . . . ,m} × {1, . . . , kp}, respectively. Similarly, the term Ξp can be

computed as

Ξp =


↶
kp∏
l=1

V̂ T
p,lφ̂

′
p,l

 V̂ T
p,0, ∀p ∈ {1, . . . ,m}. (3–12)

Remark 3.3. If Φp suffers from the vanishing gradient problem, i.e., ∥Ξl∥F ≈ 0 for all

l ∈ {p + 1, . . . ,m}, then Φ′
p =

 ↶
m∏

l=p+1

(In + Ξl)

Λp ≈ Λp. For an equivalent fully-

connected DNN, i.e., in absence of shortcut connections,
∥∥Φ′

p

∥∥
F
=

∥∥∥∥∥∥
 ↶

m∏
l=p+1

Ξl

Λp

∥∥∥∥∥∥ ≈ 0.

Thus, the shortcut connection circumvents the vanishing gradient problem in the ResNet

when Φp has a vanishing gradient.

3.1.3 Control Law Development

Let the function fe : Rn × Ω → Rn be defined as fe ≜ f(x) − f(xd). Using [78,

Appendix A], the function (x, xd) 7→ fe can be bounded as ∥fe∥ ≤ ρ (∥e∥) ∥e∥, for all

x ∈ Rn and xd ∈ Ω, where ρ : R≥0 → R≥0 denotes a known strictly increasing function.

Based on the subsequent stability analysis, the control input is designed as

u ≜ ẋd − Φθ̂(xd)− ρ(∥e∥)e− σee− σssgn(e), (3–13)

where σe, σs ∈ R>0 are constant control gains, and sgn(·) denotes the vector signum

function.

Taking the time-derivative of (2–2), substituting in (2–1) and (3–13), adding and

subtracting f(xd), and substituting in (3–4) yields the closed-loop error system

ė = fe + Φθ∗(xd)− Φθ̂(xd) + ε(xd)− ρ(∥e∥)e− σee− σssgn(e). (3–14)

The ResNet in (3–2) is nonlinear in terms of the weights. Adaptive control design for

nonlinearly parameterized systems is known to be a difficult problem [79]. A number

of adaptive control methods have been developed to address the challenges posed
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by a nonlinear parameterization [13, 79–85]. In particular, first-order Taylor series

approximation-based techniques have shown promising results for neural network-

based adaptive controllers [13, 85, 86]. Specifically, the result in [13] uses a first-order

Taylor series approximation to derive weight adaptation laws for a fully-connected

DNN-based adaptive controller. Thus, motivation exists to explore a Taylor series

approximation-based design to derive adaptation laws for the ResNet. For the ResNet

in (3–2), a first-order Taylor series approximation-based error model is given by [71, Eq.

22]

Φθ∗(xd)− Φθ̂(xd) = Φ′θ̃ +O2
(∥∥∥θ̃∥∥∥) , (3–15)

where O2
(∥∥∥θ̃∥∥∥) denotes higher-order terms. Since

∥∥∥θ̂∥∥∥ ≤ θ̄ by the use of projection

operator, it follows from Assumption 3.2 that
∥∥∥θ̃∥∥∥ ≤ ∥θ∗∥+

∥∥∥θ̂∥∥∥ ≤ 2θ. Due to the facts that

the ResNet is smooth, xd ∈ Ω, and
∥∥∥θ̃∥∥∥ ≤ 2θ, there exists a known constant ∆ ∈ R>0

such that
∥∥∥O2

(∥∥∥θ̃∥∥∥)∥∥∥ ≤ ∆ (cf., [13, Eq. 18]). Then, substituting (3–15) into (3–14), the

closed-loop error system can be expressed as

ė = fe + Φ′θ̃ +O2
(∥∥∥θ̃∥∥∥)+ ε(xd)− ρ(∥e∥)e− σee− σssgn(e). (3–16)

To facilitate the subsequent analysis, let z ≜ [eT , θ̃T ]T ∈ RΨ denote a concatenated

state, where Ψ ≜ n+ Σm
p=1Σ

kp
j=0Lp,jLp,j+1. Then, using (3–5) and (3–16) yields

ż = h(z, t), (3–17)

where h : RΨ × R≥0 → RΨ is defined as

h(z, t) ≜


 fe + Φ′θ̃ +O2

(∥∥∥θ̃∥∥∥)+ ε(xd)

−ρ(∥e∥)e− σee− σssgn(e)


−proj

(
ΓΦ′T e

)
 . (3–18)
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3.2 Stability Analysis

Based on the nonsmooth analysis technique in [66], the following theorem estab-

lishes the invariance properties of Filippov solutions to (3–17) and provides guarantees

of global asymptotic tracking error convergence for the system in (2–1).

Theorem 3.1. For the dynamical system in (2–1), the controller in (3–13) and the

adaptation law in (3–5) ensure global asymptotic tracking error convergence in the

sense that z, u, ˙̂θ ∈ L∞ and lim
t→∞

∥e(t)∥ = 0, provided Assumptions 3.1 and 3.2 hold, and

the following gain condition is satisfied:

σs > ε+∆. (3–19)

Proof. Consider the candidate Lyapunov function VL : RΨ → R≥0 defined as

VL (z) ≜
1

2
eT e+

1

2
θ̃TΓ−1θ̃, (3–20)

which satisfies the inequality α ∥z∥2 ≤ VL (z) ≤ α ∥z∥2 , where α, α ∈ R≥0 are known

constants. Let ∂VL denote the Clarke gradient of VL defined in [75, p. 39]. Since

z 7→ VL(z) is continuously differentiable, ∂VL(z) = {∇VL(z)}, where ∇ denotes the

standard gradient operator. Based on (3–18) and the chain rule in [87, Thm 2.2], it can

be verified that t→ VL(z(t)) satisfies the differential inclusion

V̇L
a.a.t.
∈

⋂
ξ∈∂VL(z)

ξTK [h] (z, t)

= ∇VL (z)T K [h] (z, t)

= eT
(
fe +O2

(∥∥∥θ̃∥∥∥)+ ε(xd)− ρ(∥e∥)e
)
− σe ∥e∥2 − σse

TK [sgn] (e)

+eTΦ′θ̃ − θ̃TΓ−1K [proj]
(
ΓΦ′T e

)
. (3–21)

Using [73, Lemma E.1.IV] and the fact that K [proj] (·) is the set of convex combinations

of proj(·) and (·), the term with the projection operator in (3–21) can be bounded as

−θ̃TΓ−1K [proj]
(
ΓΦ′T e

)
≤ −θ̃TΦ′T e. (3–22)
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Using (3–22) and the facts that eTK [sgn] (e) = ∥e∥1 and eTfe ≤ ρ(∥e∥) ∥e∥2, (3–21) can

be bounded as

V̇L
a.a.t.

≤ −σe ∥e∥2 + eT
(
O2
(∥∥∥θ̃∥∥∥)+ ε(xd)

)
− σs ∥e∥1 . (3–23)

Based on Holder’s inequality, triangle inequality, and the fact that ∥e∥ ≤ ∥e∥1, the follow-

ing inequality can be obtained: eT
(
O2
(∥∥∥θ̃∥∥∥)+ ε(xd)

)
≤ ∥e∥1

(∥∥∥O2
(∥∥∥θ̃∥∥∥)∥∥∥+ ∥ε(xd)∥

)
≤(

ε̄+∆
)
∥e∥1. Then, provided the gain condition in (3–19) is satisfied, the right-hand side

of (3–23) can be upper-bounded as

V̇L
a.a.t.

≤ −σe ∥e∥2 . (3–24)

Based on (3–24), invoking [66, Corollary 1] yields z ∈ L∞ and lim
t→∞

∥e(t)∥ = 0. Ad-

ditionally, due to the facts that (xd, θ̂) → Φθ̂(xd) is smooth, xd ∈ Ω, and θ̂ ∈ B,

it follows that Φθ̂(xd) is bounded. Since each term on the right-hand side of (3–13)

is bounded, the control input u ∈ L∞. Since ϕp,j and ϕ′
p,j are smooth for all

(p, j) ∈ {1, . . . ,m} × {0, . . . , kp}, it follows from (3–7)-(3–12) that Φ′ is bounded. Then,

every term on the right-hand side of (3–5) is bounded, and hence, ˙̂
θ is bounded.

3.3 Simulations

Monte Carlo simulations are provided to demonstrate the performance of

the developed ResNet-based adaptive controller, and the results are compared

with a fully-connected DNN-based adaptive controller [13]. The system in (2–1)

is considered with the state dimension n = 10. The unknown drift vector field

in (2–1) is modeled as f(x) = Ay(x), where A ∈ Rn×6n is a random ma-

trix with all elements belonging to the uniform random distribution U(0, 0.1), and

y(x) ≜ [xT , tanh(x)T , sin(x)T , sech(x)T , (x ⊙ x)T , (x ⊙ x ⊙ x)T ], where ⊙ de-

notes the element-wise product operator. All elements of the initial state x(0)

are selected from the distribution U(0, 2). The reference trajectory is selected as

xd(t) = [0.5 + sin(ω1t), . . . , 0.5 + sin(ωnt)], where ω1, . . . , ωn ∼ U(0, 20). The configuration
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Table 3-1. Performance Comparison
Architecture ∥erms∥

∥∥∥f̃rms

∥∥∥ ∥urms∥

ResNet 0.420 4.265 24.290

Fully-Connected 0.832 9.348 24.711

of the ResNet in (3–2) is selected with 20 hidden layers, a shortcut connection across

each hidden layer, and 10 neurons in each layer. The hyperbolic tangent activation func-

tion is used in each node of the ResNet. The results are compared with an equivalent

fully-connected DNN-based adaptive control, i.e., the same configuration as the ResNet

but without shortcut connections. The control and adaptation gains are selected as

σe = 2, σs = 2, and Γ = I
Σm

p=1Σ
kp
j=0Lp,jLp,j+1

. The robust state-feedback term −ρ(∥e∥)e

is designed with ρ(∥e∥) = 0.1
(
∥e∥+ ∥e∥2

)
. The bound on the projection operator is

selected as θ̄ = 10, 000.

The performance of both the ResNet and the fully-connected DNN-based adaptive

controller is sensitive to initial weights. To account for the sensitivity of performance

to weight initialization, the initial weights for each method are obtained using a Monte

Carlo method. In the Monte Carlo method, 10,000 simulations are performed, where

the initial weights in each simulation are selected from U(−0.05, 0.05), and the cost

J =
∫ 10

0

(
eT (t)Qe(t) + uT (t)Ru(t)

)
dt is evaluated in each simulation with Q = I10 and

R = 0.01I10. For a fair comparison between the ResNet and the fully-connected DNN,

the simulation results yielding the least J for each architecture are compared.

Table 3-1 provides the norm of the root mean square (RMS) tracking error, function

approximation error, and control input given by ∥erms∥,
∥∥∥f̃rms

∥∥∥, and ∥urms∥, respectively.

In comparison to the fully-connected DNN, the ResNet shows 49.52% and 54.38%

decrease in the norms of the tracking and function approximation errors, respectively.

As shown in Figure 3-2, the fully-connected DNN exhibits a comparatively poor tracking

and function approximation performance. As mentioned in Remark 3.3, fully-connected

DNNs suffer from the vanishing gradient problem. Thus the fully-connected DNN
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Figure 3-2. Plots of the tracking error norm ∥e∥ and function approximation error norm∥∥∥f̃∥∥∥ with ResNet and fully-connected DNN-based adaptive controller.

weights remain approximately constant as shown in Figure 3-3. Consequently, the fully-

connected DNN-based feedforward term fails to compensate for the uncertainty in the

system which yields a relatively poor tracking and function approximation. In contrast to

the fully-connected DNN, the presence of shortcut connections in the ResNet eliminates

the vanishing gradient problem as mentioned in Remark 3.3. As a result, the ResNet

weights are able to compensate for the system uncertainty as shown in Figure 3-3

which yields improved tracking and function approximation performance. Additionally,

the ResNet requires approximately the same control effort as the fully-connected DNN.

Therefore, the ResNet improves the tracking performance without requiring a higher

control effort in comparison to the fully-connected DNN.
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Figure 3-3. Plot of the weight estimates of the ResNet and fully-connected DNN. There
are a total of 2,000 individual weights in each architecture. For better
visualization, 10 arbitrarily selected weights are shown. The fully-connected
DNN weights adapt slowly due to the problem of vanishing gradients.
However, the ResNet weights are able to adapt faster since the ResNet does
not have vanishing gradients.
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3.4 Conclusion

A contribution of this chapter is Lyapunov-derived adaptation laws for the weights of

each layer of a ResNet-based adaptive controller. A nonsmooth Lyapunov-based analy-

sis is provided to guarantee global asymptotic tracking error convergence. Comparative

Monte Carlo simulations are provided to demonstrate the performance of the developed

ResNet-based adaptive controller. The developed ResNet-based adaptive controller

provides 49.52% and 54.38% improvement in the tracking and function approximation

performance, respectively, in comparison to an equivalent fully-connected DNN-based

adaptive controller. Additionally, the ResNet overcomes the vanishing gradient problem

present in the fully-connected DNN.

Future work may involve the application of ResNets for online system identification

and state estimation problems. Additionally, more complicated architectures of ResNets

such as recurrent ResNets can be explored for control applications.
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CHAPTER 4
ADAPTIVE CONTROL OF TIME-VARYING PARAMETER SYSTEMS WITH

ASYMPTOTIC TRACKING

A continuous adaptive controller is developed for nonlinear dynamical systems

with linearly parameterizable uncertainty involving time-varying uncertain parameters.

Through a unique stability analysis strategy, a new adaptive feedforward term is de-

veloped along with specialized feedback terms, to yield an asymptotic tracking error

convergence result by compensating for the time-varying nature of the uncertain pa-

rameters. A Lyapunov-based stability analysis is shown for Euler-Lagrange systems,

which ensures asymptotic tracking error convergence and boundedness of the closed-

loop signals. Additionally, the time-varying uncertain function approximation error is

shown to converge to zero. A simulation example of a two-link manipulator is provided to

demonstrate the asymptotic tracking result.

4.1 Dynamic Model

The subsequent development is based on the general uncertain nonlinear Euler-

Lagrange (EL) dynamics given by [88, Section 2.2]

M(q(t), t)q̈(t) + Vm(q(t), q̇(t), t)q̇(t) +G(q(t), t) + F (q̇(t), t) + τd(t) = τ(t), (4–1)

where t ∈ [t0,∞) denotes time, t0 ∈ R≥0 denotes the initial time, q : [t0,∞) → Rn

denotes a vector of generalized positions, M : Rn × [t0,∞) → Rn×n denotes a

generalized inertia matrix, Vm : Rn × Rn × [t0,∞) → Rn×n denotes the Coriolis and

centrifugal forces matrix, G : Rn × [t0,∞) → Rn denotes a generalized vector of potential

forces, F : Rn × [t0,∞) → Rn denotes a generalized vector of dissipation, τd : [t0,∞) →

Rn represents an exogenous disturbance acting on the system, and τ : [t0,∞) →

Rn represents a generalized control input vector [88, Chapter 2]. The subsequent

development is based on the assumption that only q(t), q̇(t) are measurable. The

following assumptions about the EL system are made in the subsequent development

[88, Sec. 2.3].
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Assumption 4.1. The inertia matrix satisfies m1 ∥ξ∥2 ≤ ξTM(q(t), t)ξ ≤ m̄(q) ∥ξ∥2 ∀ ξ ∈

Rn, where m1 ∈ R>0 is a known bounding constant, m̄ : Rn → R>0 is a known bounding

function, and ∥·∥ denotes the Euclidean norm for a vector argument or the spectral norm

for a matrix argument.

Assumption 4.2. The functions M(q(t), t), Vm(q(t), q̇(t), t), G(q(t), t) and F (q̇(t), t)

are second order differentiable such that their second time derivatives are bounded if

q(i) ∈ L∞ ∀ i = 0, 1, 2, 3, where L∞ denotes the space of essentially bounded Lebesgue

measurable functions.

Assumption 4.3. The dynamics in (4–1) can be linearly parameterized1 as

Yp(q(t), q̇(t), q̈(t), t)θp(t) = M(q(t), t)q̈(t) + F (q̇(t), t) +G(q(t), t)

+Vm(q(t), q̇(t), t)q̇(t), (4–2)

where Yp : Rn × Rn × Rn × [t0,∞) → Rn×m is a known regression matrix, and

θp : [t0,∞) → Rm is a vector of time-varying unknown parameters.

The disturbance parameter vector τd(t) can be appended to the θp(t) vector, yielding

an augmented parameter vector θ : [t0,∞) → Rn+m as

θ(t) ≜

[
θTp (t) τTd (t)

]T
, (4–3)

and the augmented regressor Y : Rn×Rn×Rn× [t0,∞) → Rn×(n+m) can be designed as

Y (q(t), q̇(t), q̈(t), t) ≜

[
Yp(q(t), q̇(t), q̈(t), t) In

]
. (4–4)

1 A linear parameterization is considered for simplicity. For systems that do not sat-
isfy the linear-in-the-parameters assumption, the parameterization can yet be linearized
according to [84, Equation 7], where the linearization error can be upper-bounded us-
ing [84, Lemma 1]. Subsequently, the adaptive design approach of this dissertation is
then applicable.
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Substituting the parameterization in (4–2)-(4–4) into (4–1) yields

M(q(t), t)q̈(t) + F (q̇(t), t) + Vm(q(t), q̇(t), t)q̇(t) +G(q(t), t) + τd(t) = Y (q(t), q̇(t), q̈(t), t)θ(t),

(4–5)

where Y (q(t), q̇(t), q̈(t), t)θ(t) = τ(t).

Assumption 4.4. The time-varying augmented parameter θ(t) and its time-derivatives,

i.e., θ̇(t), θ̈(t) are bounded by known constants, i.e., ∥θ(t)∥ ≤ ζ0,
∥∥∥θ̇(t)∥∥∥ ≤ ζ1, and∥∥∥θ̈(t)∥∥∥ ≤ ζ2, where ζ0, ζ1, ζ2 ∈ R>0 are known bounding constants.

Remark 4.1. For practical applications, it is often not difficult to develop sufficiently

large bounds on uncertain parameters or their rate of change. For example, variation

in a friction coefficient due to wear is difficult to model, but it is not difficult to obtain

an upper-bound on the friction coefficient. Similarly, it is possible to develop an upper

bound on the inertia and drag coefficient parameters of an aircraft. The reader is

referred to the result in [89, Sec. 4] for an example of an aerospace system with

bounded time-varying parameters. For systems with unknown bounds, robust adaptive

control methods such as [32, Section IV] may provide insight for a solution, but such an

extension is beyond the scope of the contributions of this dissertation.

4.2 Control Design

4.2.1 Control Objective

The objective is to design a controller such that the state tracks a smooth bounded

reference trajectory, despite the time-varying nature of the uncertain parameters. The

objective is quantified by defining the tracking error e1 : [t0,∞) → Rn as2

e1 ≜ q − qd, (4–6)

2 Time-dependency is suppressed for the sake of brevity, except where explicit time-
dependency adds clarity.
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where qd : [t0,∞) → Rn is a desired trajectory. To facilitate the subsequent analysis,

filtered tracking errors e2, r : [t0,∞) → Rn are defined as

e2 ≜ ė1 + α1e1, (4–7)

r ≜ ė2 + α2e2, (4–8)

respectively, where α1, α2 ∈ R>0 are constant control gains. Substituting (4–6)-(4–8) into

(4–5) yields the open-loop error system

M(q, t)r = τ + S(t)− Ydθ(t), (4–9)

where S(t) ≜ Vm(qd, q̇d, t)q̇d − Vm(q, q̇, t)q̇ + G(qd, t) − G(q, t) + F (q̇d, t) − F (q̇, t) +

(M(qd, t)−M(q, t)) q̈d +M(q, t) (α1(e2 − α1e1) + α2e2) and Yd ≜ Y (qd, q̇d, q̈d, t) denotes

the desired regression matrix.

Assumption 4.5. The desired trajectory qd(t) is bounded and smooth, such that

∥qd(t)∥ ≤ δ0, ∥q̇d(t)∥ ≤ δ1, and ∥q̈d(t)∥ ≤ δ2, where δ0, δ1, δ2∈ R>0 are known bounding

constants.

4.2.2 Control and Update Law Development

From the subsequent stability analysis, the continuous control input is designed as

τ ≜ Ydθ̂ − ke2 + µ, (4–10)

where k ∈ R>0 is a constant control gain, µ : [t0,∞) → Rn is a subsequently defined

auxiliary control term, and θ̂ : [t0,∞) → Rn+m denotes the parameter estimate of θ(t).

Substituting the control input in (4–10) into the open-loop error system in (4–9) yields

the following closed-loop error system

M(q, t)r = −Ydθ̃(t) + µ− ke2 + S(t), (4–11)
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where θ̃ : [t0,∞) → Rn+m denotes the parameter estimation error, i.e., θ̃(t) ≜ θ(t)− θ̂(t).

Taking the time-derivative of (4–11) yields

M(q, t)ṙ = −Ṁ(q, t)r − Ẏdθ̃(t)− Ydθ̇(t) + Yd
˙̂
θ − kė2 + µ̇+ Ṡ(t). (4–12)

The control variables ˙̂
θ(t) and µ̇(t) now appear in the higher order dynamics in (4–12),

and these control variables are designed with the use of a continuous projection

algorithm [73, Appendix E]. The projection algorithm constrains θ̂(t) to lie inside a

bounded convex set B = {σ ∈ R(n+m)| ∥σ∥ ≤ ζ0} by switching the adaptation law to

its component tangential to the boundary of the set B when θ̂(t) reaches the boundary.

A continuously differentiable convex function f : R(n+m) → R is used to describe

the boundaries of the bounded convex set B such that f(σ) < 0 ∀ ∥σ∥ < ζ0 and

f(σ) = 0 ∀ ∥σ∥ = ζ0. Based on the subsequent analysis, the continuous adaptation law

is designed as

˙̂
θ ≜ proj(Λ0)

=


Λ0, ||θ̂|| < ζ0 ∨ (∇f(θ̂))TΛ0 ≤ 0,

Λ1, ||θ̂|| ≥ ζ0 ∧ (∇f(θ̂))TΛ0 > 0,

(4–13)

where ||θ̂(0)|| < ζ0, ∨, ∧ denote the logical ‘or’, ‘and’ operators, respectively, ∇ repre-

sents the gradient operator, i.e., ∇f(θ̂)=
[

∂f
∂ϕ1

. . . ∂f
∂ϕn+m

]T
ϕ=θ̂

, and Λ0,Λ1 : R≥0 → Rn+m

are designed as3

Λ0 ≜ −ΓY T
d (YdΓY

T
d )−1 [kα2e2 + βsgn(e2)] , (4–14)

Λ1 ≜

(
Im+n −

(∇f(θ̂))(∇f(θ̂))T

||∇f(θ̂)||2

)
Λ0, (4–15)

3 Lemma 4.1 in the Appendix proves that YdΓY T
d is invertible.
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respectively. In (4–14), β ∈ R>0 is a constant control gain, and Γ ∈ R(n+m)×(n+m) is

a constant, positive-definite, control gain matrix with a block diagonal structure, i.e.,

Γ ≜

 Γ1 0m×n

0n×m Γ2

, with Γ1 ∈ Rm×m, Γ2 ∈ Rn×n and Im+n ∈ R(n+m)×(n+m) is an

identity matrix. The continuous auxiliary term µ(t) used in the control input in (4–10), is

designed as a generalized solution to

µ̇ ≜ Yd (Λ0 − proj(Λ0)) , (4–16)

where µ(t0) = 0. Substituting (4–13) and (4–16) into (4–12), the closed-loop error

system can be obtained as

M(q, t)ṙ = −Ṁ(q, t)r − Ẏdθ̃(t)− Ydθ̇(t)− βsgn(e2)− kr + Ṡ(t), (4–17)

for both cases, i.e., when ||θ̂|| < ζ0 ∨ (∇f(θ̂))TΛ0 ≤ 0 or ||θ̂|| ≥ ζ0 ∧ (∇f(θ̂))TΛ0 > 0. Let

z ≜

[
eT1 eT2 rT

]T
∈ R3n (4–18)

denote a composite error vector. To facilitate the subsequent analysis, (4–17) can be

rewritten as

M(q, t)ṙ = −1

2
Ṁ(q, t)r + Ñ(z, t) +NB(θ̃, t)− βsgn(e2)− kr − e2, (4–19)

where Ñ : R3n × [t0,∞) → Rn and NB : Rn+m × [t0,∞) → Rn are defined as

Ñ(z, t) ≜ −1
2
Ṁ(q, t)r + Ṡ(t) + e2 and NB(θ̃, t) ≜ −Ẏdθ̃ − Ydθ̇(t), respectively. The Mean

Value Theorem (MVT) can be used to develop the following upper bound on the term

Ñ(z, t)

||Ñ(z, t)|| ≤ ρ(||z||)||z||, (4–20)

where and ρ : R3n → R is a positive, globally invertible and non-decreasing function.

By Assumptions 4.4 and 4.5, Corollary 4.1 in the Appendix, and the bounding effect of

projection algorithm on θ̂(t), the term NB(θ̃, t) and its time-derivative ṄB(θ̃, z, t) can be

59



upper bounded using known constants γ1,γ2, γ3 ∈ R>0 as

||NB(θ̃, t)|| ≤ γ1, ||ṄB(θ̃, z, t)|| ≤ γ2 + γ3 ∥e2∥ , (4–21)

respectively.

4.3 Stability Analysis

To facilitate the subsequent analysis, let y : [t0,∞) → R3n+1 be defined as

y ≜

[
zT

√
P

]T
, (4–22)

where P : [t0,∞) → R is a generalized solution to the differential equation

Ṗ ≜ −L. (4–23)

In (4–23),

P (t0) ≜ β ∥e2(t0)∥1 − e2(t0)
TNB(θ̃(t0), t0), (4–24)

and

L ≜ rT (NB(θ̃, t)− βsgn(e2))− γ3 ∥e2∥2 . (4–25)

In (4–24), ∥·∥1 denotes the 1-norm. Provided that the gain condition

β > γ1 +
γ2
α2

, (4–26)

is satisfied, P (t) ≥ 0,4 where the bounds γ1, γ2 and γ3 are introduced in (4–21), and the

control gain α2 is introduced in (4–8). Therefore, it is valid to use P (t) in the candidate

Lyapunov function in the subsequent stability analysis. Furthermore, the auxiliary

constant λ3 ≜ min{α1 − 1
2
, α2 − γ3 − 1

2
, k
2
} is introduced, where the control gains α1 and

k are introduced in (4–7) and (4–14), respectively. The gains α1, α2 and k are selected

4 See the proof approach of Lemma 1 in [42] for details.
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based on the sufficient gain condition

λ3 >

ρ2
(√

λ2(q(t0))
λ1

∥y(t0)∥
)

2k
, (4–27)

with λ1 ≜ 1
2
min{1,m1} and λ2(q) ≜ 1

2
max{2, m̄(q)}, where m1 and m̄(q) are introduced

in Assumption 4.1. From (4–7), (4–8), (4–19), (4–23) and (4–25), the differential

equations describing the closed-loop system are

ė1 = e2 − α1e1, (4–28)

ė2 = r − α2e2, (4–29)

ṙ = M−1(q, t)(−1

2
Ṁ(q, t)r + Ñ(z, t) +NB(θ̃, t)− βsgn(e2)− kr − e2), (4–30)

Ṗ = −rT (NB(t)− βsgn(e2)) + γ3 ∥e2∥2 . (4–31)

Theorem 4.1. Given the Euler-Lagrange dynamic system in (4–1) along with Assump-

tions 4.1-4.5, for any arbitrary initial condition of the states e1(t0), e2(t0), and r(t0),

selecting P (t0), α1, α2, β, and k according to (4–24), (4–26), and (4–27) ensures that

e1, e2, r, P ∈ L∞, and ∥e1(t)∥ → 0 as t→ ∞.

Proof. Let D ⊂ R3n+1 be the open and connected set defined as

D ≜
{
σ ∈ R3n+1| ∥σ∥ < ρ−1

(√
2λ3k

)}
, (4–32)

and VL : D× [t0,∞) → R≥0 be a positive-definite candidate Lyapunov function defined as

VL(y, t) ≜
1

2
rTM(q, t)r +

1

2
eT2 e2 +

1

2
eT1 e1 + P. (4–33)

The candidate Lyapunov function in (4–33) satisfies

λ1 ∥y∥2 ≤ VL ≤ λ2(q) ∥y∥2 , (4–34)

where λ1 and λ2(q) are defined after (4–27). Let ψ ≜

[
eT1 eT2 rT P

]T
, and ψ̇ ∈

K[g](ψ, t) denote the Filippov differential inclusion corresponding to (4–28)-(4–31),
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where the operator K[·] is defined in [67, Equation 2b]. Note that g : R3n+1 × [t0,∞) →

R3n+1 is Lebesgue measurable and locally essentially bounded, since it is continuous

except in the set with measure zero, {(ψ, t) ∈ R3n+1 × [0,∞)|e2 = 0}. Therefore, the

existence of an absolutely continuous solution t 7→ ψ(t) to ψ̇ ∈ K[g](ψ, t) is guaranteed5

by [69, Proposition 3]. Let ˙̃
V L(y, t) ≜

⋂
ξ∈∂VL(y,t)

ξT [K[g](ψ, t); 1] as defined in [87, Eq. 13],

where ∂VL(y, t) denotes Clarke’s generalized gradient [87, Eq. 7]. Since (y, t) 7→ VL(y, t)

is continuously differentiable, Clarke’s gradient is the same as the standard gradient,

i.e., ∂VL = {∇VL}. Using [87, Thm 2.2], t 7→ V̇L(y(t), t) exists almost everywhere6 and

V̇L(y, t) ∈ ˙̃
V L(y, t) for almost all time (a.a.t.). Evaluating ˙̃

V L(y, t) and (4–28)-(4–31)

yields

˙̃
V L

a.a.t.

≤ rT (−1

2
Ṁ(q, t)r + Ñ(z, t) +NB(θ̃, t)− βK [sgn] (e2)− kr − e2) + eT2 (r − α2e2)

+eT1 (e2 − α1e1)− rT (NB(t)− βK [sgn] (e2)) + γ3 ∥e2∥2 +
1

2
rTṀ(q, t)r. (4–35)

Using (4–20) and applying Young’s inequality on eT1 e2 in (4–35), V̇L can be upper

bounded as

V̇L
a.a.t.

≤ ρ(∥z∥) ∥z∥ ∥r∥ − k ∥r∥2 − (α2 − γ3 −
1

2
) ∥e2∥2 − (α1 −

1

2
) ∥e1∥2 .

The set of times T ≜ {t ∈ [t0,∞) : r (t)T βSGN(e2 (t))− r (t)T βSGN(e2 (t)) ̸= {0}} ⊂ R≥0

is equal to the set of times {t : e2 (t) = 0 ∧ r (t) ̸= 0}. Using r = ė2 + α2e2, this set can

5 The existing solution might have a finite escape time. This possibility is ruled out
by proving the boundedness of Filippov trajectories under the aforementioned sufficient
conditions using Lyapunov-based stability theory. Therefore, domψ = [t0,∞), i.e., the
solution is complete. The solution may not be unique; however, the results are appli-
cable to all the trajectories, since a generalized Filippov solution is considered in the
analysis.

6 Since ψ =
[
zT P

]T and y =
[
zT

√
P
]T

, y(t) can be evaluated along a Filippov
trajectory ψ(t) by a transformation which involves taking the square-root of P (t), which is
applicable since P (t) ≥ 0,∀t ∈ [t0,∞).
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also be represented by {t : e2 (t) = 0 ∧ ė2 (t) ̸= 0}. Since e2 is continuously differentiable

because the right hand-side of (4–29) is continuous, [72, Lemma 2] can be used to

show that the set of time instances {t : e2 (t) = 0 ∧ ė2 (t) ̸= 0} is isolated, and hence,

measure zero; hence, T is measure zero. Therefore, ˙̃
V L =

{
V̇L

}
a.e. in time, and an

upper bound on V̇L can be obtained a.e. in time, using the right-hand side of (4–35).

Using Young’s Inequality on ρ(∥z∥) ∥z∥ ∥r∥ yields ρ(∥z∥) ∥z∥ ∥r∥ ≤ ρ2(∥z∥)∥z∥2
2k

+ 1
2
k ∥r∥2.

Therefore,

˙̃
V L

a.a.t.

≤ ρ2(∥z∥) ∥z∥2

2k
− k

2
∥r∥2 − (α2 − γ3 −

1

2
) ∥e2∥2 − (α1 −

1

2
) ∥e1∥2

≤ −
(
λ3 −

ρ2(∥z∥)
2k

)
∥z∥2 . (4–36)

The expression in (4–36) can be rewritten as

V̇L
a.a.t.

≤ −W (y) = −c ∥z∥2 , ∀ y ∈ D, (4–37)

with some constant c ∈ R>0, where W : R3n+1 → R is a continuous positive semi-definite

function.

Whenever y ∈ D, ∥y(t)∥ < ρ−1
(√

2λ3k
)

by definition of D, which is sufficient to

infer ∥z(t)∥ < ρ−1
(√

2λ3k
)

using (4–22). Therefore, if y(t) ∈ D, λ3 >
ρ2(∥z∥)

2k
, which

implies from (4–36) that there exists c ∈ R>0 which satisfies (4–37), and larger values

of λ3 expand the size of D. Since VL is non-increasing, which implies ∥y(t)∥ ≤
√

VL(t)
λ1

≤√
VL(t0)
λ1

, it is sufficient to show that
√

VL(t0)
λ1

< ρ−1(
√
2λ3k), to obtain y(t) ∈ D. Since

VL(t0) ≤ λ2(q(t0)) ∥y(t0)∥2, the result
√

VL(t0)
λ1

< ρ−1(
√
2λ3k) can be sufficiently obtained

from
√

λ2(q(t0))
λ1

∥y(t0)∥ < ρ−1(
√
2λ3k). Therefore, ∥y(t0)∥ <

√
λ1

λ2(q(t0))
ρ−1(

√
2λ3k), which

implies that S ≜
{
σ ∈ D| ∥σ∥ <

√
λ1

λ2(q(t0))
ρ−1(

√
2λ3k)

}
is the region where y(t0) should

lie to guarantee that y(t) ∈ D for all t ∈ [t0,∞). Though the sets S and D are defined

to include y(t) instead of ψ(t), one can easily construct the bounded sets Sψ and Dψ

such that y(t0) ∈ S and y(t) ∈ D imply ψ(t0) ∈ Sψ and ψ(t) ∈ Dψ, respectively, to

conclude the uniform boundedness of all Filippov trajectories ψ(t) initializing in the set
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Sψ. Using (4–32), (4–34) and (4–37), since g is Lebesgue measurable and essentially

locally bounded, uniformly in time, the extension of the LaSalle-Yoshizawa corollary

in [66, Corollary 1] can be invoked to show that e1, e2, r, P ∈ L∞, and ∥z(t)∥ → 0 as

t → ∞. Therefore, using the definition of z in (4–18), ∥e1(t)∥ → 0 as t → ∞. The gain

condition in (4–27) needs to be satisfied according to the initial condition, and the region

of attraction can be made arbitrarily large to include any initial condition by increasing

the gains α1, α2 and k accordingly, therefore, the result is semi-global.

The parameter estimate θ̂ ∈ L∞ due to the projection operation, which implies

θ̃(t) = θ(t) − θ̂(t) is bounded, because the parameter θ ∈ L∞ by Assumption 4.4.

Since e1, e2, r ∈ L∞, and because qd, q̇d, q̈d ∈ L∞ by Assumption 4.5, using (4–6)-(4–8)

implies that q, q̇, q̈ ∈ L∞. Furthermore, the regression matrix Yd ∈ L∞ by Assumption

4.5, because Y is locally bounded due to Properties 2 and 3. Therefore, by Corollary

4.1 in the Appendix, ˙̂
θ ∈ L∞. The expression in (4–11) indicates that µ ∈ L∞, because

among the remaining terms in (4–11), M(q)r and Ydθ̃ are comprised of bounded terms

because M is locally bounded, and S ∈ L∞ because its definition is comprised of terms

that are locally bounded functions of the bounded errors and states due to Assumption

4.2. From the expression in (4–10), since θ̂, Yd, µ ∈ L∞, τ ∈ L∞. Moreover, differentiating

the right-hand side in (4–10) yields terms that are bounded, which implies τ̇ ∈ L∞;

therefore, τ is continuous. Hence, all the closed-loop signals are bounded.

4.4 Simulation Example

To demonstrate the performance and efficacy of the developed method, a simu-

lation example of a horizontal two-link manipulator system is provided, and the results

are compared with an e-modification (e-mod) based controller [43]. The dynamics

of the manipulator system can be represented in the form of (4–1), with M(q, t) = p1(t) + 2p3(t)c2 p2(t) + p3(t)c2

p2(t) + p3(t)c2 p2(t)

 , Vm(q, q̇, t) =

 −p3(t)s2q̇2 −p3(t)s2(q̇1 + q̇2)

p3(t)s2q̇1 0

 ,
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F (q̇, t) =

 Fd1(t)q̇1

Fd2(t)q̇2

 and τd(t) =
[
τd1(t) τd2(t)

]T
, where c2 ≜ cos(q2) , s2 ≜ sin(q2)

and p1, p2, p3, Fd1, Fd2, τd1, τd2 : R≥0 → R, and the gravity term G(q, t) is ignored for a

horizontal manipulator. The augmented time-varying parameter vector for the manipula-

tor system is given by θ(t) =
[
p1(t) p2(t) p3(t) Fd1(t) Fd2(t) τd1(t) τd2(t)

]T
. The

control objective is to track a given reference trajectory qd(t) =
[
cos (0.5t) 2 cos (t)

]T
.

The time-varying parameters used in the simulation are p1(t) = 3.473 + 0.5 sin(3t),

p2(t) = 0.196 + 0.2 exp(− sin(t)), p3(t) = 0.242 + 0.1 cos(10t), Fd1(t) = 5.3 + 2 exp(−0.1t) ,

Fd2(t) = 1.1 + cos(5t) and the disturbance terms τd1(t) = 0.5 cos(0.5t) and τd2(t) = sin(t).

The initial conditions used in the simulation are q(0) =

[
−1 1

]T
, q̇(0) =

[
0 0

]T
and θ̂(0) =

[
0 0 0 0 0 0 0

]T
. Note that in practice, the best guess estimates

of the uncertain parameters or their approximate mean should be used for improved

performance. The estimates were initialized to zero to illustrate adaptation with no prior

knowledge.

The control gains for each method are obtained using a Monte-Carlo method;

an appropriate range is qualitatively determined for each gain, and 10000 iterations

are subsequently run with a uniform random gain sampling within those ranges in an

attempt to minimize

J =

10∫
0

(
a ∥e1(t)∥2 + b ∥τ(t)∥2

)
dt, (4–38)

with a = 1 and b = 0.01. The gains that minimized (4–38) for the developed method

are K = 18.1502, α1 = 0.8982, α2 = 1.0552, β = 36.2946 and Γ = I2. This set

of gains might not satisfy the gain conditions in (4–26) and (4–27), however, those

conditions are not necessary, rather only sufficient. The gains were selected from the

Monte-Carlo simulation to provide the best performance and an equal comparison with

the e-mod method. For the projection algorithm, ζ0 = 5000 and the corresponding
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function f(θ̂) =
∥∥∥θ̂∥∥∥2 − ζ20 . For the e-mod update law, i.e. , ˙̂

θ = ΓeY
T
d r − σ ∥e1∥ θ̂ and

the corresponding controller τ = Ydθ̂ − ker, the gains are Γe = 12.5, ke = 9.7877 and

σ = 9.7319.

Figure 4-1 demonstrates the asymptotic convergence of the tracking error and the

function estimation error (Y θ − Ydθ̂) to zero with the developed method in the simulation,

as opposed to the UUB tracking with the e-mod scheme. From an applied perspective,

if the upper bound used for projection algorithm, i.e., ζ0 is selected to be sufficiently

high such that the parameter estimates never reach the boundary of the set B, then

proj(Λ0(t)) = Λ0(t), ∀t ∈ [t0,∞), implying µ(t) = 0, ∀t ∈ [t0,∞). From (4–5), Y θ = τ ,

and τ − Ydθ̂ = µ − ke2 using (4–10), therefore if µ(t) = 0∀t ∈ [t0,∞), then the

function approximation error Y θ − Ydθ̂ = µ − ke2 = −ke2 → 0 as t → ∞. In case the

parameter estimates reach the boundary of B, Y θ − Ydθ̂ may not converge to zero, yet

it is guaranteed to be bounded using the stability analysis since µ is bounded. Table

4-1 provides a quantitative comparison of the controllers, where erms is the root-mean-

square (RMS) of e1 (in deg) taken over the time interval [0, 10], erms,ss is the RMS of e1

over the time interval [5, 10] (i.e., after reaching the steady state), emax,ss is the maximum

absolute value of the components of e1 over the time-interval [5, 10], Ỹrms denotes the

RMS function estimation error (in Nm) over the interval [0, 10] and τrms denotes the RMS

simulated torque (in Nm) over the time interval [0, 10]. The developed method provides

a significantly improved tracking and function estimation performance with less RMS

control effort, upon comparison with e-mod.

Figure 4-2 demonstrates the tracking error performance in the presence of additive

white Gaussian (AWG) noise with standard deviations of 2 deg and 2 deg/s in the q and

q̇ measurements, respectively. The RMS steady state tracking error norms in presence

of measurement noise with the developed method and e-mod are 2.9427 and 4.5891,

respectively.
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Figure 4-1. Plots of tracking error (deg), torque input (Nm) and function estimation error
(Y θ − Ydθ̂) vs. time (s) with the proposed method and e-mod.
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Figure 4-2. Plots of tracking error (deg) vs. time (s) in presence of AWG measurement
noise with the proposed method and e-mod.
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Table 4-1. Controller performance comparison
Method ∥erms∥ ∥erms,ss∥ emax,ss

∥∥∥Ỹrms

∥∥∥ ∥τrms∥

(4–10) 29.1340 0.5515 1.4666 1.3654 3.2726
e-mod 52.4838 3.5624 5.2500 6.1292 7.4722

4.5 Conclusion

A contribution of this chapter is the development of a continuous adaptive con-

trol design that achieves semi-global asymptotic tracking for linearly parameterizable

nonlinear systems with time-varying uncertain parameters. Through a unique analysis

strategy, an adaptive feedforward term is developed along with specialized feedback

terms to compensate for the time-varying uncertainty. Asymptotic tracking error con-

vergence is guaranteed via a Lyapunov-based stability analysis for an Euler-Lagrange

system. Additionally, the time-varying uncertain function approximation error is shown to

converge to zero. A simulation example of a two-link manipulator is provided to demon-

strate the asymptotic tracking result, and a comparison with the e-mod scheme shows a

better tracking performance with the proposed method. Future work may involve exten-

sion of the proposed approach to unstructured time-varying uncertainties using neural

networks, compensation of time-varying uncertainty in presence of sensor noise, and

delays in input and state measurements.

Appendix: Auxiliary Lemmas

Lemma 4.1. Consider a positive-definite matrix Γ ∈ R(n+m)×(n+m) such that Γ has the

block diagonal structure as Γ ≜

 Γ1 0m×n

0n×m Γ2

, where Γ1 ∈ Rm×m and Γ2 ∈ Rn×n.

The matrix Y ΓY T is positive-definite, and therefore invertible. Furthermore, the inverse

of this matrix satisfies the property
∥∥∥(Y ΓY T

)−1
∥∥∥
2
≤ 1

λmin{Γ2} , where ∥·∥2 denotes the

spectral norm and λmin {·} denotes the minimum eigenvalue of {·}.
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Proof. Substituting the definitions for Y and Γ in Y ΓY T yields

Y ΓY T =

[
Yp In

] Γ1 0m×n

0n×m Γ2


 Y T

p

In


= YpΓ1Y

T
p + Γ2.

Since Γ is selected to be a positive-definite matrix, the block matrices Γ1 and Γ2 are both

positive-definite, so YpΓ1Y
T
p is positive semi-definite while the second term Γ2 is positive-

definite, hence the sum of these two terms, i.e., Y ΓY T is positive-definite, and therefore

invertible. Furthermore, the spectral norm satisfies the property, ∥A∥2 =
√
λmax {ATA}

for some A ∈ Rp×q, where λmax {·} denotes the maximum eigenvalue of {·}. Utilizing this

property with
∥∥∥(Y ΓY T

)−1
∥∥∥
2

yields

∥∥∥(Y ΓY T
)−1
∥∥∥
2
=

√
λmax

{(
(Y ΓY T )−1)T (Y ΓY T )−1

}
= λmax

{(
Y ΓY T

)−1
}
.

=
1

λmin {Y ΓY T}
≤ 1

λmin {Γ2}
. (4–39)

Corollary 4.1. The norm of the time-derivative of the parameter estimate,
∥∥∥ ˙̂θ∥∥∥ can be

upper bounded by as
∥∥∥ ˙̂θ∥∥∥ ≤ γ4 + γ5 ∥e2∥ , where γ4, γ5 ∈ R>0 are known bounding

constants.

Proof. Based on (4–13)

∥∥∥ ˙̂θ∥∥∥ = ∥proj(Λ0)∥ ≤ ∥Λ0∥

=
∥∥ΓY T

d (YdΓY
T
d )−1(βsgn(e2) + kα2e2)

∥∥
≤

∥∥ΓY T
d (YdΓY

T
d )−1

∥∥ (β + kα2 ∥e2∥) . (4–40)
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Applying Holder’s inequality to the right-hand side of (4–40) yields∥∥∥ ˙̂θ∥∥∥ ≤ ∥Γ∥2 ∥Yd∥2
∥∥(YdΓY T

d )−1
∥∥
2
(β + kα2 ∥e2∥) . (4–41)

Using the result from Lemma 1 yields

∥∥∥ ˙̂θ∥∥∥ ≤ ∥Γ∥2 ∥Yd∥2
λmin {Γ2}

(β + kα2 ∥e2∥) .

Based on Assumption 4.5, the spectral norm of the desired regressor may be upper-

bounded by a constant Y d ∈ R>0, i.e., ∥Yd∥2 ≤ Y d, because Yd is a continuously

differentiable function. Therefore, selecting γ4 =
β∥Γ∥2Y d

λmin{Γ2} and γ5 =
kα2∥Γ∥2Y d

λmin{Γ2} yields

∥∥∥ ˙̂θ∥∥∥ ≤ ∥Γ∥2 Y d

λmin {Γ2}
(β + kα2 ∥e2∥)

= γ4 + γ5 ∥e2∥ .
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CHAPTER 5
EXPONENTIAL STABILITY WITH RISE CONTROLLERS

A class of continuous robust controllers termed RISE have been published over

the past two decades as a means to yield asymptotic tracking error convergence and

implicit asymptotic identification of time-varying uncertainties, for classes of nonlinear

systems that are subject to sufficiently smooth bounded exogenous disturbances

and/or modeling uncertainties. Despite the wide application of RISE-based techniques,

an open question that has eluded researchers during this time-span is whether the

asymptotic tracking error convergence is also uniform or exponential. This question has

remained open due to certain limitations in the traditional construction of a Lyapunov

function for RISE-based error systems. A contribution of this chapter and my work

[23] is the use of new insights for the construction of a Lyapunov function that result

in an exponential stability result for RISE-based controllers. As an outcome of this

breakthrough, the implicit learning capability of RISE-based controllers is shown to yield

exponential identification of state-dependent disturbances/uncertainty.

5.1 Control Design

5.1.1 Control Objective

Consider a control affine system with the nonlinear dynamics

ẋ = d(x, ν, t) + u, (5–1)

where t ∈ R≥0 denotes time, x : I → Rn denotes a Filippov solution to (5–1), with the

interval of existence I = [t0, t1) for some t0, t1 ∈ R≥0 s.t. t1 > t0, ν : R≥0 → Rm denotes

an auxiliary function representing some external dynamic compensator-based terms

(e.g., adaptive feedforward terms, observer-based terms), d : Rn × Rm × R≥0 → Rn

represents C2 modeling uncertainty in the system, and u : I → Rn represents the

control input. Let
[
ḋ(x, ẋ, ν, ν̇, t)

]
i
≜
[
∇dT (x, ν, t)

]
i
[ẋ; ν̇; 1] and

[
d̈(x, ẋ, ẍ, ν, ν̇, ν̈, t)

]
i
=

[ẋ; ν̇; 1]T [∇2d (x, ν, t)]i [ẋ; ν̇; 1] +∇dT (x, ν, t) [ẍ; ν̈; 0], respectively, where ∇ and ∇2 denote
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the gradient and Hessian operators, respectively, and [·]i denotes the ith component of

[·]. It is assumed that for each (a, b, p, v, w, s) ∈ Rn × Rn × Rn × Rm × Rm × Rm, the

mappings t 7→ d(a, v, t), t 7→ ḋ(a, b, v, w, t), and t 7→ d̈(a, b, p, v, w, s, t) are bounded. The

objective is to design a controller such that the state tracks a smooth bounded reference

trajectory. The objective is quantified by defining the tracking error according to (4–6)

where xd : R≥0 → Rn is a C2 reference trajectory such that xd, ẋd ∈ L∞.

5.1.2 Control Law Development

To facilitate the subsequent analysis, a filtered tracking error r : I → Rn is defined as

r ≜ d(x, ν, t) + u − ẋd + αe, where α ∈ R>0 is a constant control gain. To facilitate the

subsequent analysis, the dynamics in terms of ė can be rewritten using (5–1) and (4–6)

as

ė = r − αe. (5–2)

Let z : I → R2n denote the augmented tracking error, z ≜

[
eT rT

]T
. From the

subsequent stability analysis, a continuous RISE control input is designed as [42]

u ≜ ẋd − αe− d̂, (5–3)

where d̂ : I → Rn is an auxiliary term designed as a Filippov solution1 to

˙̂
d = kr + e+ βsgn (e) , (5–4)

given any user-selected d̂(t0) ∈ Rn. In (5–4), k, β ∈ R>0 are constant control gains.

Using (5–1)-(5–3) yields

r = d(x, ν, t)− d̂. (5–5)

1 Since r may not be commonly available, d̂(t) is evaluated using d̂(t) = d̂(t0) + ke(t)−
ke(t0) +

∫ t
t0
((kα+ 1)e(τ) + βsgn(e(τ))) dτ for closed-loop implementation. Note that

βsgn(e(·)) is Riemann integrable on [t0, t], ∀t ∈ I according to Lemma 5.2.
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It follows from (5–4) and (5–5) that r is a Filippov solution to the closed-loop error

system

ṙ = Ñ +NB − kr − e− βsgn (e) , (5–6)

where Ñ ≜ ḋ(x, ẋ, ν, ν̇, t)− ḋ(xd, ẋd, ν, ν̇, t) and NB ≜ ḋ(xd, ẋd, ν, ν̇, t).

Assumption 5.1. The function ν is a solution to some external dynamics such that

there exist known constants, η1, η2, η3, η4 ∈ R≥0, and a known strictly increasing function,

ρ21 : R≥0 → R≥0, such that ∥ν∥ ≤ η1, ∥ν̇∥ ≤ η2, and ∥ν̈∥ ≤ η3 + η4 ∥z∥+ ρ21 (∥z∥) ∥z∥.

Then, there exist known constants γ1, γ3, γ4 ∈ R≥0 and a known strictly increasing

function ρ21 : R≥0 → R≥0 such that ∥NB∥ ≤ γ1 and
∥∥∥ṄB

∥∥∥ ≤ γ3 + γ4 ∥z∥ + ρ2 (∥z∥) ∥z∥,

∀t ∈ R≥0. Additionally, since ν is bounded and t 7→ ḋ(a, b, v, w, t) is bounded for each

(a, b, v, w) ∈ Rn × Rn × Rm × Rm,
∥∥∥Ñ∥∥∥ ≤ γ2 ∥z∥ + ρ1 (∥z∥) ∥z∥ , ∀t ∈ R≥0, according to

the Mean Value Theorem-based inequality in [72, Lemma 5], where γ2 ∈ R≥0 is a known

constant, and ρ1 : R≥0 → R≥0 is a known strictly increasing function. Note that the type

of state-dependent bounds considered in Assumption 5.1 are general and often required

in various applications where the RISE method is used (e.g., [49, 51] and [52]), typically

as a consequence of augmenting adaptive feedforward controllers with a RISE term.

In the case where ν represents adaptive feedforward terms, the developed approach

offers modularity of design in the sense that d̂ and ν can be designed independently, as

long as ν satisfies Assumption 5.1. The following example illustrates a type of system

satisfying Assumption 5.1.

Example 5.1. Consider a dynamic neural network given by

ν̇ = proj{W Tσ(V Tx), ν}, (5–7)
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where proj{·, ·} denotes the smooth projection operator in [90] that guarantees

∥ν∥ ≤ η1, σ : RL → RL denotes a globally bounded continuous activation func-

tion, and W ∈ Rm×L and V ∈ RL×n are constant2 matrices of outer and inner-

layer weights, respectively. Using [90, Property 3] and the fact that σ(·) is globally

bounded, ν̇ can be bounded by a constant, i.e., ∥ν̇∥ ≤ η2. Taking the time-derivative

of ν̇ yields ν̈ = d
dt
(proj{W Tσ(V Tx), ν}) = ∂

∂y
(proj{y, ν})

∣∣∣
y=WT σ(V T x)

d
dt
(W Tσ(V Tx)) +

∂
∂y
(proj{W Tσ(V Tx), y})

∣∣∣
y=ν

ν̇. Based on the structure of the projection operator in [90,

Eq. 7], the terms ∂
∂y
(proj{y, ν})

∣∣∣
y=WT σ(V T x)

and ∂
∂y
(proj{W Tσ(V Tx), y})

∣∣∣
y=ν

can be

bounded by some known functions of x. Additionally, based on the right-hand-side of (5–

2), the term d
dt
(W Tσ(V Tx)) = W T ∂

∂y
σ(y)

∣∣∣
y=V T x

V T ẋ = W T ∂
∂y
σ(y)

∣∣∣
y=V T x

V T (ẋd + r − αe)

can be bounded by some known continuous function of z. Therefore, ν̈ can be bounded

as ∥ν̈∥ ≤ η3 + η4 ∥z∥ + ρ21 (∥z∥) ∥z∥. Thus, the dynamic neural network in (5–7) satisfies

Assumption 5.1.

The structure of the closed-loop error system in (5–6) may appear similar to a

higher order sliding-mode design (cf., [91]); however, there are some remarkable differ-

ences to highlight. Specifically, the βsgn (e) term in (5–6) would need to be βsgn (r) to

facilitate the analysis for a standard continuous higher-order sliding-mode design. Since

sensor measurements for the highest order derivative (e.g., ė or r) may not be available

for feedback, the controller in (5–3) is designed to depend only on state measurements.

Additionally, the closed-loop error system in (5–2) and (5–6) is also different from a

super-twisting system, since (5–2) would require an additional − |e|1/2 sgn(e) term to

facilitate a super-twisting design, which needs a different analysis approach [92].

Some supporting lemmas are now presented which facilitate the subsequent

analysis. Proofs of all lemmas can be found in the Appendix.

2 See [49] for continuous adaptive weight updates.
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Lemma 5.1. Given some Filippov solutions, e and r, to (5–2) and (5–6), respectively, the

set of time-instants T ≜ {t ∈ I|∃i ∈ {1, 2, . . . , n} s .t . ei (t) = 0 ∧ ri (t) ̸= 0} has Lebesgue

measure zero, where ei and ri denote the ith element of e and r, respectively.

Lemma 5.2. Given some Filippov solution, e, to (5–2), sgn (e(·)) is Riemann integrable

on [t0, t1], ∀t1 ∈ I.

5.2 Stability Analysis

Following the development in Section 5.1, every Filippov solution to (5–1) and (5–4)

with the controller in (5–3) corresponds to a Filippov solution of the transformed system

in (5–2) and (5–6). Additionally, a P-function is introduced to facilitate the construction of

a candidate Lyapunov function for analyzing the stability and convergence properties of

z. The P-function is denoted by P : I → R and is defined as a Filippov solution to

Ṗ = −λPP − L, (5–8)

where λP ∈ R>0 is an auxiliary constant, and

L ≜ rTNB − rTβsgn (e)

− (γ4 + ρ2 (∥z∥)) ∥z∥ ∥e∥1 , (5–9)

where ∥·∥1 denotes the 1-norm, and

P (t0) = β ∥e(t0)∥1 − eT (t0)NB(t0). (5–10)

The analytical solution to (5–8) is derived in Lemma 3. To facilitate the inclusion of the

P-function in the candidate Lyapunov function, P is designed to be non-negative under

certain gain conditions as described in Lemma 5.4.

Lemma 5.3. Given some Filippov solutions, e and r, to (5–2) and (5–6), respectively,

P = β ∥e∥1 − eTNB

+e−λP t ∗
(
(α− λP )

(
β ∥e∥1 − eTNB

)
+ eT ṄB

)
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+e−λP t ∗ ((γ4 + ρ2 (∥z∥)) ∥z∥ ∥e∥1) , (5–11)

is the unique Filippov solution to the differential equation in (5–8) initialized according to

(5–10), where ‘∗’ denotes the convolution operator, i.e., p(t) ∗ q(t) =
∫ t
t0
p(t− τ)q(τ)dτ , for

any given p, q : [t0,∞) → R.

Lemma 5.4. Given any pair of Filippov solutions, e and r, to (5–2) and (5–6), respec-

tively, provided that P is initialized according to (5–10), and the gain conditions

α > λP , (5–12)

β > γ1 +
γ3

α− λP
, (5–13)

are satisfied, P (t) ≥ 0, ∀t ∈ I, where the gains α and β are introduced in (5–2) and

(5–4), respectively, and γ1, γ4 are introduced in Assumption 1.

Let ψ ≜

[
eT rT P

]T
, and ψ̇ = g(ψ, t) denote the differential equations in (5–2),

(5–6) and (5–8), where g : R2n+1 × [t0,∞) → R2n+1 is Lebesgue measurable and locally

essentially bounded (i.e., bounded on a neighborhood of every point, excluding sets of

measure zero), since it is continuous except in the set {(ψ, t) ∈ R2n+1 × [t0,∞)|e = 0}. To

facilitate the stability analysis, let VL : R2n+1 → R≥0 be defined as

VL(ψ) ≜
1

2
eT e+

1

2
rT r + P. (5–14)

Let c ≜ min{k − γ2 − nγ4, α − γ2 − nγ4,
λP
2
}, ρ (·) ≜ ρ1 (·) + nρ2 (·), and consider the

regions, D ≜ {σ ∈ R2n+1|VL(σ) < (ρ−1(c−λV ))2

2
} and S ≜ {σ ∈ R2n| ∥σ∥ < c − λV }, where

λV ∈ R>0 is a user-defined constant.

Theorem 5.1. Let W : R2n → R≥0 be defined as W (z(t0)) ≜√
∥z(t0)∥2 + 2 (β + γ1) ∥z(t0)∥1. Given any initial condition z(t0) ∈ R2n, every max-

imal solution to (5–2), (5–6), and (5–8) with P (t0) initialized according to (5–10) is

complete, and the zero solution to (5–2) and (5–6), (e(t), r(t)) ≡ (0, 0), is semi-

globally exponentially stable in the sense that ∥z(t)∥ ≤ W (z(t0)) exp (−λV (t− t0)),
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∀(z(t0), t) ∈ R2n × [t0,∞), provided that the gains α, β, k and λP are selected according

to the gain conditions in (5–12), (5–13), and

c > λV + ρ (W (z(t0))) . (5–15)

Proof. The existence of a Filippov solution, ψ : I → R2n+1, to ψ̇ = g(ψ, t) is guaranteed3

by [69, Proposition 3]. The time-derivative of VL along ψ, starting from the specified

initial conditions, exists a.e., and V̇L(ψ, t)
a.e.
∈ ˙̃
V L(ψ, t) [87, Equations 12 and 13], where

the notation
a.e.

(·) implies that the relation holds for almost all time t ∈ I, and

˙̃
V L(ψ, t) =

⋂
ξ∈∂VL(ψ)

ξTK [g] (ψ, t)

= ∇V T
L K [g] (ψ, t)

=

[
zT 1

]T
K [g] (ψ, t). (5–16)

In (5–16), ∂VL(ψ) denotes Clarke’s generalized gradient [87, Equation 7], and K[·] is

defined in [67, Equation 2b]. Since ψ 7→ VL(ψ) is continuously differentiable, ∂VL =

{∇VL} using [69, Proposition 6]. Substituting (5–2), (5–6), and (5–8) into (5–16),

utilizing ∥·∥1 ≤
√
n ∥·∥, and applying Young’s inequality on ∥z∥ ∥e∥1 yields

˙̃
V L = rT (Ñ +NB − kr − e− βK [sgn] (e)) + eT (r − αe)− λPP

−rTNB + rTβK [sgn] (e) + (γ4 + ρ2 (∥z∥)) ∥z∥ ∥e∥1

≤ −k ∥r∥2 − α ∥e∥2 + (γ2 + ρ1 (∥z∥)) ∥r∥ ∥z∥

−λPP + (γ4 + ρ2 (∥z∥)) ∥z∥ ∥e∥1

≤ −2 (c− ρ (∥z∥))VL

3 The solution ψ may not be unique; however, P is unique according to Lemma 5.3 for
a given pair (e, r). Moreover, the results in this dissertation are applicable to all the tra-
jectories even when ψ is non-unique, since a generalized Filippov solution is considered
in the analysis.
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≤ −2
(
c− ρ

(√
2VL

))
VL, (5–17)

for almost all t ∈ I, where c and ρ are introduced before the theorem statement, the

term t 7→ rT (t)βK [sgn] (e(t)) is set-valued only for the set of time instants T = {t ∈

[t0,∞)|∃i ∈ {1, 2, . . . , n} s.t. ei (t) = 0 ∧ ri(t) ̸= 0}. According to Lemma 5.1, the

set T has Lebesgue measure zero. It follows from (5–17) that VL is non-increasing

along all trajectories initialized such that ψ(t0) ∈ D. Selecting c according to (5–15)

and using (5–10) yields c > λV + ∥z(t0)∥ = λV + ρ(
√

2VL(ψ(t0))). Then, VL(ψ(t)) is

non-increasing, implying ψ(t) ∈ D, ∀t ∈ I. It follows from (5–17) and (5–15) that V̇L can

be upper-bounded as

V̇L ≤ −2λV VL, (5–18)

for almost all t ∈ I. Using the comparison principle [93, Lemma 4.4] in (5–18) yields

VL(ψ(t)) ≤ VL(ψ(t0)) exp (−2λV (t− t0)) , (5–19)

∀(ψ(t0), t) ∈ D × I. Since (ψ, t) 7→ K [g] (ψ, t) is locally bounded over R2n+1 × [t0,∞)

and (5–19) implies that ψ is precompact, then [94, Lemma 3.3 and Remark 3.4] can

be invoked to show that every maximal solution ψ with P (t0) initialized according to

(5–10) is complete, i.e., I = [t0,∞). Using the definition of z, (5–19) and Lemma 5.4,

VL(ψ(t)) =
1
2
∥z(t)∥2 + P (t) ≥ 1

2
∥z(t)∥2 , ∀t ∈ [t0,∞). Therefore,

∥z(t)∥ ≤
√

2VL(ψ(t)), ∀t ∈ [t0,∞). (5–20)

Using (5–19) and (5–20), ∥z(t)∥ can further be upper-bounded as

∥z(t)∥ ≤
√

2VL(ψ(t0)) exp (−λV (t− t0)) , (5–21)

∀(ψ(t0), t) ∈ D × [t0,∞). Moreover, substituting (5–10) in the expression for VL(ψ(t0))

yields VL(ψ(t0)) = 1
2
∥z(t0)∥2 + P (t0). Consequently, ψ(t0) ∈ D implies z(t0) ∈ S. Using
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(5–21) yields

∥z(t)∥ ≤ W (z(t0)) exp (−λV (t− t0)) , (5–22)

∀(z(t0), t) ∈ S × [t0,∞), implying the zero solution to (5–2) and (5–6), (e(t), r(t)) ≡ (0, 0),

is semi-globally exponentially stable. Note that the exponential stability result is semi-

global (cf., [95, Remark 2]) because the size of the set S can be arbitrarily increased

using (5–15) to include any z(t0) ∈ R2n. Moreover, x ∈ L∞ since e, xd ∈ L∞. Since

d ∈ L∞ by Assumption 5.1, it follows from (5–5) that d̂ ∈ L∞. Therefore, since all the

terms on the right hand side of (5–3) are bounded and continuous, u ∈ L∞ and is

continuous. Moreover, since e(t) = e(t0) +
∫ t
t0
(r(τ)− αe(τ)) dτ for all t ∈ [t0,∞) using

(5–2), the continuity of r − αe implies that the Filippov solution e is also continuously

differentiable.

Remark 5.1. The relation in (5–5) indicates that r is the estimation error between the

RISE term d̂(t) and the uncertainty d(x, ν, t). Therefore, (5–22) implies that the RISE

term is an exponentially convergent estimator of the uncertainty, i.e., d̂(t) → d(x, ν, t)

with a uniform and exponential convergence as t→ ∞.

Remark 5.2. For the special case when ḋ(t) and d̈(t) are bounded by known constants,

the analysis approach in [55] can also be considered.

Remark 5.3. The exponential stability result is global when the bounds on Ñ and ṄB

are linear in ∥z∥, i.e., ρ1 = ρ2 = 0.

5.3 Conclusion

A contribution of this chapter is the development of new insights for the construction

of a P-function to yield exponential stability with RISE-based controllers. As an outcome

of this breakthrough, the inherent learning capability of RISE-based controllers is

shown to yield exponential identification of disturbances/uncertainty, as compared to

all previous asymptotic results. Future work could involve extension of the proposed

stability analysis methodology for RISE-based error systems with sensor noise, and

delays in input and state measurements.
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Appendix: Proofs of Lemmas

Proof of Lemma 5.1. The set T can also be represented as T = {t ∈ I|∃i ∈

{1, 2, . . . , n} s.t. ei (t) = 0 ∧ ri(t) − αei(t) ̸= 0} = {t ∈ I|∃i ∈ {1, 2, . . . , n} s.t. ei (t) =

0 ∧ ėi(t) ̸= 0} to facilitate the subsequent analysis using the dynamics in (5–6). Se-

lect a ∈ T , which yields ei(a) = 0 using the definition of T . Given ėi(a) ̸= 0, one

can assume without loss of generality that ėi(a) > 0; the proof easily extends for

ėi(a) < 0. Since e and r are absolutely continuous, it follows from (5–2) that ė is con-

tinuous. Given ėi(a) > 0 and continuity of ė, there exists δ > 0 such that ėi(t) > 0

for all t ∈ (a− δ, a+ δ). Based on ėi(t) > 0, it follows that
∫ t
a
ėi(τ)dτ > 0 for all

t ∈ (a, a+ δ). Then, using ei(a) = 0 yields
∫ t
a
ėi(τ)dτ = ei(t)− ei(a) = ei(t) > 0. Similarly,

−
∫ a
t
ėi(τ)dτ = ei(t) − ei(a) = ei(t) < 0 for all t ∈ (a− δ, a), implying ei(t) ̸= 0 for all

t ∈ (a− δ, a+ δ) \ {a}. If more than one component has ei(a) = 0, the intersection of

each neighborhood found above can be selected and represented by U(a). Therefore,

there exists a neighborhood, U(a), for any a ∈ T , s.t. ei(t) ̸= 0 for all time-instants

t ∈ U(a)\ {a} and i ∈ {1, 2, . . . , n}. When t ∈ T , ei(t) = 0 for some i ∈ {1, 2, . . . , n},

which implies U(a) ∩ T = {a} for all a ∈ T ; therefore, T is discrete and consequently has

measure zero.

Proof of Lemma 5.2. The function sgn (e(·)) is discontinuous only at time-instants where

it changes sign, i.e., the set {t ∈ I|∃i ∈ {1, 2, . . . , n} s.t. ei (t) = 0 ∧ ėi(t) ̸= 0} =

{t ∈ I|∃i ∈ {1, 2, . . . , n} s.t. ei (t) = 0 ∧ ri(t) − αei(t) ̸= 0} = T . Since T has

Lebesgue measure zero according to Lemma 5.1, sgn (e(·)) is continuous a.e., implying

it is Riemann integrable [96, Theorem 11.33] on [t0, t1], ∀t1 ∈ I.

Proof of Lemma 5.3. The right hand side (RHS) of (5–11) is almost everywhere (a.e.)

differentiable with respect to time, because every term on the RHS is absolutely contin-

uous, including ∥e∥1, since ∥·∥1 is globally Lipschitz and e is absolutely continuous. The

time-derivative of ∥e∥1, whenever it exists, is ėT sgn(e), using the chain rule. Therefore,

taking the time-derivative of both the sides of (5–11) at points where P is differentiable
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yields

Ṗ
a.e.
= βėT sgn(e)− ėTNB − eT ṄB

+
d

dt
(e−λP t ∗ ((α− λP )(β ∥e∥1 − eTNB) + eT ṄB))

+
d

dt

(
e−λP t ∗ ((γ4 + ρ2 (∥z∥)) ∥z∥ ∥e∥1)

)
. (5–23)

Based on the Leibniz rule, for any given q : [t0,∞) → R, the function e−λP t satisfies

d
dt

(
e−λP t ∗ q

)
= d

dt

(∫ t
t0
e−λP (t−τ)q(τ)dτ

)
= q(t)− λP

∫ t
t0
e−λP (t−τ)q(τ)dτ = −λP e−λP t ∗ q + q.

Additionally, L = ėTNB + αeTNB − βėT sgn (e) − αβ ∥e∥1 − (γ4 + ρ2(∥z∥)) ∥z∥ ∥e∥1 is

obtained after substituting (5–2) into (5–9). Therefore, the expression for Ṗ in (5–23) can

be rewritten as

Ṗ
a.e.
= −λP e−λP t ∗ ((γ4 + ρ2 (∥z∥)) ∥z∥ ∥e∥1)

−λP e−λP t ∗ ((α− λP )(β ∥e∥1 − eTNB) + eT ṄB)

−λPβ ∥e∥1 + λP e
TNB + βėT sgn(e)− ėTNB + αβ ∥e∥1 − αeTNB

+(γ4 + ρ2 (∥z∥)) ∥z∥ ∥e∥1

= −λPP − L. (5–24)

Filippov’s differential inclusion for (5–8) is given by

Ṗ ∈ −λPP −K [L] . (5–25)

To prove the uniqueness of the solution to (5–25), consider any two solutions with the

same initial conditions, i.e., P1 and P2, with P1(t0) = P2(t0) = 0, implying

Ṗ1

a.e.
∈ −λPP1 −K [L] , (5–26)

Ṗ2

a.e.
∈ −λPP2 −K [L] . (5–27)

Based on (5–9), t 7→ K [L] (ψ(t)) is set-valued only when there exists some i ∈

{1, 2, . . . , n} such that t → K[sgn](ei(t)) is set-valued and ri(t) ̸= 0. Using Lemma 5.1,
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t 7→ K [L] (ψ(t)) is set-valued only for a set of time-instants of measure zero. Therefore,

defining ∆(t) = P2(t)− P1(t), and using (5–26) and (5–27) yields

∆̇
a.e.
= −λP∆, (5–28)

with ∆(t0) = 0. Since ∆ ≡ 0 is an equilibrium point of (5–28), ∆(t0) = 0 implies

∥∆(t)∥ = 0, ∀t ∈ I, therefore P1(t) = P2(t), ∀t ∈ [t0,∞), i.e., any two solutions are equal,

implying the solution is unique.

Proof of Lemma 5.4. Using Holder’s inequality and Assumption 1 yields lower bounds

on −eTNB and eT ṄB,

−eTNB ≥ −∥e∥1 ∥NB∥1 ≥ −γ1 ∥e∥1 , (5–29)

and

eT ṄB ≥ −∥e∥1
∥∥∥ṄB

∥∥∥
1

≥ − (γ3 + γ4 ∥z∥+ ρ2 (∥z∥) ∥z∥) ∥e∥1 , (5–30)

∀t ∈ I. Substituting the bounds in (5–29) and (5–30) into the expression for P in (5–11)

yields

P ≥ β ∥e∥1 − γ1 ∥e∥1 + e−λP t ∗ (((α− λP ) (β − γ1)− γ3) ∥e∥1) . (5–31)

Selecting P (t0) according to (5–10), and α and β according to the gain conditions (5–12)

and (5–13) yields P (t) ≥ 0, ∀t ∈ I using (5–31).

82



CHAPTER 6
CONCLUSIONS AND FUTURE WORK

Adaptive and learning-based control strategies are a powerful tool to compensate

for nonlinear modeling uncertainties in numerous practical engineering systems in real-

time. These strategies are designed by incorporating an approximate feedforward model

into the controller, or by implicitly learning the model through the feedback structure.

This dissertation focused on developing such adaptive and learning-based controllers.

Since the dissertation concentrates on general nonlinear systems, a constructive

Lyapunov-based design and analysis approach is employed.

In Chapter 2, a fully-connected feedforward DNN-based adaptive controller was

developed where Lyapunov-based real-time weight update laws were designed for

each layer of a feedforward DNN. Additionally, the developed method also allows

nonsmooth activation functions to be used in the DNN architecture. A nonsmooth

Lyapunov-based stability analysis was provided to guarantee global asymptotic tracking

error convergence. Simulation results were provided for a nonlinear system using DNNs

involving leaky ReLU and hyperbolic tangent activation functions to demonstrate the

efficacy of the developed method. Although adapting for more layers might cause initial

overshoot in the tracking error, the developed method provides tenfold and twofold

improvement in steady-state function estimation as compared to offline pre-training and

output-layer adaptation, respectively.

Chapter 3 provided the first result on Lyapunov-derived weight adaptation for a

ResNet-based adaptive controller. A nonsmooth Lyapunov-based analysis was provided

to guarantee global asymptotic tracking error convergence. Comparative Monte Carlo

simulations were provided to demonstrate the performance of the developed ResNet-

based adaptive controller. The ResNet-based adaptive controller showed a 49.52%

and 54.38% improvement in the tracking and function approximation performance,

respectively, in comparison to a fully-connected DNN-based adaptive controller.

83



In Chapter 4, the problem of adaptive control of systems with uncertain time-

varying parameters was addressed. Through a unique analysis strategy, an adaptive

feedforward term was developed along with specialized feedback terms to compensate

for the time-varying uncertainty. Asymptotic tracking error convergence was guaranteed

via a Lyapunov-based stability analysis for an Euler-Lagrange system. Additionally,

the time-varying uncertain function approximation error was shown to converge to

zero. A simulation example of a two-link manipulator was provided to demonstrate the

asymptotic tracking result, and a comparison with the e-mod scheme shows a better

tracking performance with the proposed method.

Chapter 5 provided new stability results for a class of implicit learning controllers

called Robust Integral of the Sign of the Error (RISE) controllers. RISE controllers have

been published over the past two decades as a means to yield asymptotic tracking

error convergence and implicit asymptotic identification of time-varying uncertainties, for

classes of nonlinear systems that are subject to sufficiently smooth bounded exogenous

disturbances and/or modeling uncertainties. Despite the wide application of RISE-

based techniques, an open question that had eluded researchers during this time-span

is whether the asymptotic tracking error convergence is also uniform or exponential.

This question was open due to certain limitations in the traditional construction of a

Lyapunov function for RISE-based error systems. In this dissertation, new insights

on the construction of a Lyapunov function were used that resulted in an exponential

stability result for RISE-based controllers. As an outcome of this breakthrough, the

inherent learning capability of RISE-based controllers is now known to yield exponential

identification of state-dependent disturbances/uncertainty.

All of these chapters provided promising results on compensating for nonlinear

modeling uncertainties using adaptive and learning-based control techniques. Based

on these developments, the following open problems can be explored in the future.

Although Chapter 2 and Chapter 3 provide results for DNN-based adaptive controllers,
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they do not provide results on how to select the configuration for the DNN architecture.

Thus, neural architecture search methods can be explored in the future to select the

optimal DNN architecture that yields the best performance.

Additionally, the results in Chapter 2 and Chapter 3 only guarantee asymptotic

tracking error convergence, without providing any guarantees on the weight estimation

performance. Recent results in [97] and [98] develop an adaptation mechanism called

concurrent learning, which yields parameter estimation error convergence, provided the

system is sufficiently excited for finite time. However, these results are limited to linearly

parameterized systems, and applying this technique for nonlinear parameterizations

such as DNNs remains an open problem. In future work, the mathematical ideas used in

Chapter 2 and Chapter 3 can potentially be leveraged to develop a concurrent learning-

based adaptation algorithm for DNNs, which can yield results on weight estimation

performance.

Moreover, the results in Chapter 2 and Chapter 3 only consider feedforward

architectures such as fully-connected DNN and ResNet, and cannot be applied for

recurrent neural network (RNN) architectures. Unlike feedforward DNNs, RNNs are a

dynamic mapping, i.e., they involve a feedback loop and thus have an internal memory.

This internal memory allows RNNs to capture time-varying, accumulative effects

exhibited in some dynamical systems that feedforward DNNs cannot. Specifically,

one type of RNN called long short-term memory (LSTM) neural network is known to

provide enhanced approximation performance by retaining relevant information and

forget irrelevant information in the memory. Thus, the development of Lyapunov-based

adaptation laws can be explored for RNN architectures such as the LSTM network in

future work.

Additionally, the results in Chapter 2 and Chapter 3 involve deterministic uncertain-

ties in the system; thus, the results do not apply for stochastic systems. The stochastic
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stability results developed in [99] can potentially be used along with the technique de-

veloped in Chapter 2 and Chapter 3 to develop DNN-based adaptive controllers that

compensate for stochastic uncertainties in the system.

Furthermore, the results in Chapter 2 and Chapter 3 do not provide any optimality

guarantees on the developed adaptive controller. An approximate optimal control

technique called adaptive dynamic programming (ADP) provides a solution to the

optimal control problem using adaptive actor-critic neural networks (cf. [100–102]).

However, existing ADP results only use single-layer actor-critic neural networks. The

development of ADP-based controllers with deep actor-critic networks with real-time

adaptation for inner layers remains an open problem that can be addressed in the future.

Although Chapter 5 provides exponential stability results for general control-affine

nonlinear systems, the development does not account for actuator saturation. However,

most practical engineering systems involve actuator saturation. Thus, the development

of a RISE controller that yields exponential stability guarantees despite the actuator

saturation can be addressed in future work.
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