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Game theory methods have been instrumental in the advancement of various dis-

ciplines such as social science, economics, biology, and engineering. The focus of this

dissertation is to develop techniques for approximating solutions to zero-sum and nonzero-

sum noncooperative differential games and using these solutions to stabilize some classes

of parametrically uncertain and disturbed nonlinear systems. One contribution of this

work is the development of a robust (sub)optimal controller that stabilizes an uncertain

Euler-Lagrange system with additive disturbances and yields a solution to the feedback

Nash differential game. The control formulation utilizes the Robust Integral Sign of the

Error (RISE) control technique to asymptotically identify nonlinearities in the dynamics

and converge to a residual linearized system, then the solution to the Nash game is used

to derive the stabilizing feedback control laws.

Furthermore the Nash optimal control technique is improved when one player has

additional information about the other player, in the case of the Stackelberg differential

game. Another contribution of this work is a (sub)optimal open-loop Stackelberg-based

controller with a leader-follower structure, which both players act as inputs to a paramet-

rically uncertain and disturbed nonlinear system.

Another contribution of this work is a technique for solving a two player zero-sum

infinite horizon game subject to continuous-time unknown nonlinear dynamics. The

technique involves a generalization of an actor-critic-identifier (ACI) structure which
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is used to implement Hamilton-Jacobi-Isaac (HJI) approximation algorithm. The HJI

approximation uses, two neural network (NN) actor structures and one NN critic structure

to approximate the optimal control laws and value function, respectively.

Using the ACI technique, another contribution of this work is deriving an approxi-

mate solution to a N -player nonzero-sum game. The technique expands the ACI structure

to solve a multi-player differential game problem, wherein N -actor and N -critic neural

network structures are used to approximate the optimal control laws and the optimal

value functions, respectively. Simulations and Lyapunov stability analysis are provided in

each section to demonstrate the performance of the control designs.
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CHAPTER 1
INTRODUCTION

1.1 Motivation

Numerous technical, economical or biological processes are often governed by ordinary

differential equations, where the state of the system is a function of time and can be

influenced with input parameters and exogenous environmental disturbances. The field

of control theory studies methods of defining the input parameters such that state of the

system behaves in an acceptable manner; where acceptable performance is generally defined

in terms of time history and frequency response criteria. The field of optimal control

theory was developed as an approach to analytically determine input parameters that

will satisfy the physical constraints of the system, while also minimizing a performance

criteria. Optimal control have been extensively investigated as a means to derive analytic

proofs for classes of systems where a single input parameter influences the system,

particularly for linear dynamics. However, some interesting questions arise when multiple

input parameters are considered in a dynamic system, for example:

• How can systems be described when more than one input provides influence?

• How do the input parameters influence the system? or each other?

• What criteria demonstrates the behavior of the system is acceptable?

• Given optimality constraints, how can optimal controllers be determined?

• How can the criteria for optimality be determined?

Game theory is one approach to address concerns raised from the synthesis of controllers

for complex dynamic systems. Game theory deals with strategic interactions among

multiple input parameters, called players (and in some context agents), with each player’s

objectives captured in a value (or objective) function which the player either tries to

maximize or minimize. For a non-trivial game, the value function of a player depends on

the choices (actions, or equivalently decision variable) of at least one other player, and

generally of all the players; hence, players cannot simply optimize their own objective
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functions independent of the choices of the other players. This incorporates coupling

between the actions of the players and binds them together in decision making even in

a non-cooperative environment. This dissertation explores the utility of game theory

(particularly differential game theory) in deriving controllers that stabilize nonlinear

dynamic systems.

1.2 Background

The basic problem in optimization theory is to find the minimum value of a function:

min
x∈X

V (x) .

Typically V (x) is a continuous function and the minimum is sought over a closed, possibly

unbounded domain X ⊆ Rn. Extensive research has investigated the existence of the

minimum, necessary and sufficient conditions for optimality, and computational methods

for approximating a solution. Optimization theory launched the study of optimal control

theory, where the state x (t) ∈ Rn evolves over time. For the standard optimal control

problem, x (t) evolves based on an ordinary differential equation (ODE) as

ẋ = f (t, x (t) , u (t)) x (0) = x0, t ∈ [0, T ] ,

where t �→ u (t) ∈ U is the control strategy, ranging within the set of admissible control

strategies U . Given an initial condition x0, the optimal control problem is to determine a

control strategy u (·) which minimizes a value (or cost) function J (t, x (t) , u (t)) ∈ R

J = Ψ(x (T )) +

T̂

0

L (τ, x (τ) , u (τ)) dτ, (1–1)

where Ψ ∈ R is the terminal cost and L ∈ R is the local (or running) cost. Techniques

to determine solutions to the optimal control problem have largely been based on two

different fundamental ideas: Bellman’s optimality principle and Pontryagin’s maximum

principle. Dynamic programming and the associated optimality principle, which is a

sufficient condition for optimality, was introduced by Bellman in the United States,
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whereas the maximum principle, which is a necessary condition for optimality, was

introduced by Pontryagin in the Soviet Union. Bellman’s approach to optimality considers

that if a given state-action sequence is optimal, and the initial state and action are

removed, the remaining sequence is also optimal. In contrast, Pontryagin’s maximum

principle involves finding an admissible control input that minimizes a Hamiltonian

function. Pontryagin’s maximum principle can only be applied to deterministic problems,

but yields the same solutions as the dynamic programming approach. However, converse

to the dynamic programming approach the maximum principle avoids the curse of

dimensionality. Under certain conditions, the maximum principle and the Bellman

principle can be reduced to the Hamilton-Jacobi-Bellman (HJB) equation. For nonlinear

systems, the solution to the HJB equation can often be intractable or may not exist,

thus various numeric and analytic techniques have been developed to approximate the

solution [1–10] or indirectly determine a solution using inverse methods [11–18].

For systems with multiple players, game theory offers a natural extension to the

optimal control problem. The work by Von Neumann and Morgenstern [19], widely

regarded as the preliminary work on game theory, focused primarily on two-player,

zero-sum games. Nash [20] provided a solution approach for a class of general N -player

non-cooperative games. Motivated by the analysis of market economy, the monograph by

Stackelberg [21] on hierarchical relationships among players provided further contribution

to the theory of games. In the early 1950s Rufus Isaacs [22] pioneered differential game

theory, which enabled a natural multi-player extension of the dynamic programming

solution to the optimal control problem. In the case of two players, a differential game

considers a system whose state x (t) ∈ Rn evolves according to the ODE

ẋ = f (t, x (t) , u1 (t) , u2 (t)) x (0) = x0, t ∈ [0, T ] ,

where t �→ ui (t) ∈ Ui, i = 1, 2 is the control strategy, ranging within the set of admissible

control strategies Ui. Given the initial condition x0, the objective of the i-th player is to
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minimize the value function Ji (t, x (t) , u1 (t) , u2 (t)) ∈ R

Ji = Ψ(x (T )) +

T̂

0

L (τ, x (τ) , u1 (τ) , u2 (τ)) dτ.

While the optimal control problem has a clear definition of optimality that is tied to the

minimization of the value function, the concept of optimality in game theory is not as

well-defined. Specific forms of optimality for differential games can be defined in terms

of equilibrium solutions (e.g. Nash, Pareto, Bayesian, Stackelberg). In this construct,

the structure and information sets of differential games can vastly change the games

objective. The amount of cooperation that occurs between players in a game is one of the

key differences between different branches of game theory literature. If the players act

in unison, but each player has a different objective (cost function) then multi-objective

optimization is obtained [23–25]. In a situation in which there is a common value function

and all players act cooperatively, then team theory is obtained [26–28] and if some subset

of the players can make their decisions in unison, such that a mutual beneficial outcome

can be obtained then a cooperative game is achieved [29, 30]. Cooperative game theory

implies players are able to form binding commitments such that the best result occurs for

the game at large, whereas noncooperative games are when each player pursues individual

interests that are partly conflicting with others. The most extreme case of conflicting

interest is a zero-sum game, in which players are diametrically opposed. Previous research

has exploited noncooperative game theory [31–46] to provide numerous solution techniques

to a wide range of control engineering applications. Solutions to noncooperative games are

referred to as an equilibrium due to the fact that the solution represents control strategies

that provide balance between independent interests of each player. A zero-sum game

formulation that has been thoroughly explored in control theory is the two-player min-

max H∞ control optimization problem [41], where the controller is a minimizing player

and the disturbance is a maximizing player yielding a Nash equilibria. In a zero-sum game

with linear dynamics and an infinite horizon quadratic cost function, the Nash equilibrium
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solution is equivalent to solving the generalized game algebraic Riccati equation (GARE).

However, for nonlinear dynamics developing an analytical solution is complicated by

solving a Hamilton-Jacobi-Isaacs (HJI) partial differential equation, where a solution may

be non-smooth or intractable.

In a differential game formulation, the controlled system is influenced by a number

of different inputs, computed by different players that individually try to optimize their

respective performance functions. The control objective is to determine a set of policies

that are admissible [47], i.e. control policies that guarantee the stability of the dynamic

system and minimize individual performance functions to yield an equilibrium. The

subsequent sections will introduce common definitions of equilibrium in differential games.

The Pareto Equilibrium. Pareto optimality is a genre of cooperative game theory.

The so-called Pareto efficient solutions are based on the premise that the cost any one

specific player incurs is not uniquely determined, rather the solution is determined when

the cost incurred by all players simultaneously cannot be improved. Formally, the cost

function Ji (t, x, u1, . . . , uN) is defined as

Ji =

T̂

0

L (τ, x (τ) , u1 (τ) , . . . , uN (τ)) dτ, i = 1, . . . , N (1–2)

where x (t) is the solution to

ẋ = f (t, x (t) , u1 (t) , . . . , uN (t)) , x (0) = x0. (1–3)

A set of control actions û is called Pareto efficient if the set of inequalities

Ji (u) ≤ Ji (û) , i = 1, . . . , N,

does not permit a solution u ∈ U , where at least one of the inequalities is strict. The

corresponding point (J1 (û) , . . . , JN (û)) ∈ RN is called a Pareto solution. The set

of all Pareto solutions is called the Pareto frontier. A well-known way to determine

Pareto solutions is to solve a parameterized optimal control problem [48–50], however,
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in general, it is unclear whether this approach yields all Pareto solutions. The Pareto

efficient solution is included in this introduction for completeness, however the techniques

developed in this work will not utilize optimality defined in this structure.

The Nash Equilibrium. A Nash differential game consists of multiple players mak-

ing simultaneous decisions where each player has an outcome that cannot be unilaterally

improved from a change in strategy. Players are committed to following a predetermined

strategy based on knowledge of the initial state, the system model and the cost functional

to be minimized. Formally, for the cost function in Eq. 1–2, subject to the state dynamics

in Eq. 1–3, a set of control actions (u∗
i , . . . , u

∗
N) is a Nash equilibrium solution for the

N -player game, if the following N inequalities are satisfied for all u∗
i ∈ Ui, i ∈ N :

J∗
1 � J1 (x (t) , u∗

1, u
∗
2, . . . u

∗
N) ≤ J1 (x (t) , u1, u∗

2, . . . u
∗
N)

J∗
2 � J2 (x (t) , u∗

1, u
∗
2, . . . u

∗
N) ≤ J2 (x (t) , u∗

1, u2, . . . u∗
N)

· · ·

· · ·

J∗
N � JN (x (t) , u∗

1, u
∗
2, . . . u

∗
N) ≤ JN (x (t) , u∗

1, u
∗
2, . . . uN)






.

Solution techniques to the Nash equilibrium can be classified in various ways depending on

the amount of information available to the players (open-loop, closed-loop, feedback, etc.),

the objectives of each player (zero-sum and nonzero-sum), the planning horizon (infinite

horizon and finite horizon), and the nature of the dynamic constraints (continuous,

discrete, linear, nonlinear, etc). A large body of research has focused on linear quadratic

games on a finite time horizon. One issue that the Nash equilibria poses, is that in general

a unique Nash equilibrium is not expected. Non-uniqueness issues with Nash equilibria

were discussed for a nonzero-sum differential game in [51]. In the case of the open-loop

nonzero-sum game, where every player knows at time t ∈ [0, T ] the initial state x0,

conditions for the existence of a unique Nash equilibrium can be given by [52]. In the case

of closed-loop perfect state information, where every player knows at time t ∈ [0, T ] the

complete history of the state, it has been shown that infinitely many Nash equilibria may
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exist. In this case, it is possible to restrict the Nash equilibrium to a subset of feedback

solutions, which is known as the (sub)game perfect Nash equilibria (or feedback Nash

equilibria). The work of Case [53] and Friedman [54], was shown that (sub)game perfect

Nash equilibria are (at least heuristically) given by feedback strategies and that their

corresponding value functions are the solution to a system of Hamilton–Jacobi equations.

These concepts have been successfully applied to linear-quadratic (LQ) differential

games [48, 53]. A special case of the Nash game is the min-max saddle point equilibrium,

which is widely used in control theory to minimize control effort under a worst-case level

of uncertainty. The saddle point equilibrium has been heavily exploited in H∞ control

theory [55], which considers finding the smallest gain γ ≥ 0 under which the upper value

of the cost function

Jγ (u, v) =

ˆ ∞

0

Q (x) + u (x)2 − γ2 �v (x)�2 dτ, (1–4)

is bounded and finding the corresponding controller that achieves this upper bound. H∞

control theory relates to LQ dynamic games in the sense that the worst-case H∞ design

problems have equal upper and lower bounds of the objective function in Eq. 1–4, which

results in the saddle-point solution to the LQ game problem. In both the H∞ control

problem and the LQ game problem, the underlying dynamic optimization is for a two

player zero-sum game with the controller being the minimizing player and the disturbance

being the maximizing player.

The Stackelberg Equilibrium. A hierarchical nonzero-sum technique was de-

rived by Von Stackelberg [21], where an equilibrium solution can be determined when

one player’s strategy has influence over another player’s strategy. The Stackelberg tech-

nique has been accepted as the solution to a broad class of hierarchical decision making

problems where one decision maker (called the leader) announces a strategy prior to the

announcement of the second decision maker’s (called the follower) strategy. For the two
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player game, consider the cost function defined in Eq. 1–2, where N = 2, with the dy-

namic constraints in Eq. 1–3. The optimal reaction set for player 1 (the follower u1 ∈ U1)

to a control u2 ∈ U2 is

R1 (u2) = {γ ∈ U1 |J1 (γ, u2) ≤ J1 (u1, u2) ∀u1 ∈ U1} .

If player 2 is leading then u∗
2 ∈ U2 is called a Stackelberg equilibrium for player 2. If for all

u2 ∈ U2

sup
γ∈R1(u∗

2)
J2 (γ, u

∗
2) ≤ sup

γ∈R1(u∗
2)
J2 (γ, u2) ,

then u∗
1 ∈ R1 (u∗

2) is an optimal Stackelberg strategy for the follower. An important

motivation for the use of the Stackelberg strategy by the leader lies in the reduced value

of the cost function as compared to the Nash strategy; thus it can be shown that a

Stackelberg strategy is at least as good as any Nash strategy for the leader [56]. The

Stackelberg strategy can be divided into three essential types: 1) open-loop strategies [37,

57, 58], 2) closed-loop strategies [35, 36, 45], and 3) feedback strategies [38, 58–61]. In [37],

an N -player nonzero-sum Stackelberg differential game is generalized for a multi-input

linear system, where the players are divided into a group of leaders that use a Stackelberg

policy and a group of followers that use a Nash policy. Furthermore, hierarchical control

problems for closed-loop Stackelberg solutions are presented in [35,36,45]. In [36] necessary

conditions are developed for a closed-loop two-player Stackelberg game with a linear

quadratic cost constrained by linear dynamics. Whereas in [35], sufficient conditions are

derived for a closed-loop two player solution subject to a discrete linear system. The

novelty of [35] is that the requirement for an a priori restriction on the structure of the

player’s strategies is removed. The technique in [35] is extended in [45] to derive the team

optimal solution for the two-person continuous-time linear differential game problems

under quadratic cost functions for both players. Feedback strategies are presented

in [59–61] which focus on the solution to the dynamic Stackelberg problem and are

characteristic of containing memoryless (pure feedback) features in the control strategies.
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A solution technique for a class of nonclassical dynamics is presented in [38]. Previous

research of the open-loop Stackelberg game in control theory has mainly focused on

deriving an analytic solution and providing gain constraints; however, these results are

limited to linear systems with known plants and don’t demonstrate stabilization properties

of the control law.

1.3 Problem Statement and Contributions

It is widely known that minimizing the cost function in Eq. 1–1 is equivalent to

minimizing the HJB equation given by

0 = min
ui

[∇V ∗
i (f (t, x (t) , u1 (t) , . . . , uN (t))) + L (x, u1, . . . , uN)] ,

V ∗
i (0) = 0, i ∈ N

which is a partial differential equation. For linear systems, solving this equation reduces

to finding the solution of a generalized game algebraic Riccati, equation, however for a

nonlinear system, finding analytic solutions to the HJB may be burdensome. Furthermore,

for certain classes of multi-player games (particularly nonzero-sum games), minimization

of a cost function results in a set of coupled HJB equations. In linear systems, these cou-

pled HJB equations reduce to a coupled set of Differential Riccati Equations (DRE), and

various techniques have been proposed for establishing necessary and sufficient conditions

for the existence of a solution to DREs. A body of research (e.g. [41, 52, 62–64]) has also

been dedicated to determining the conditions for uniqueness of differential games with

linear dynamics, particularly in the area of games with linear quadratic cost functions.

For nonlinear dynamics, the coupled HJB equations are nonlinear and derivations of

existence and uniqueness are often sparse. While it is known that analytic control laws

can be derived for these systems, often the control laws are dependent on the solution

to the coupled HJB equations, which can be impractical for real-time implementation on

engineering systems. Two approaches are investigated in this dissertation to address these
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limitations for uncertain nonlinear continuous-time systems: robust feedback linearization

and approximate dynamic programming.

Analytic Optimal Control Solutions: A common technique used in control

applications to derive an analytic optimal control solution to a nonlinear system is the

nonlinear H∞ control solution [55, 65–68]. However, the infinite horizon formulation of

the nonlinear H∞ control problem requires a significant computational effort for nonlinear

systems thereby making its application to real systems often nearly impossible. In

particular, the challenge is that the nonlinear H∞ control problem requires the solution

to the HJB. Inverse optimal control (IOC) [11, 12, 15–17, 69–74] is an approach to develop

optimal controllers for systems without solving the HJB equation. The objective of IOC

is to develop a controller that is optimal with respect to a stability analysis-derived cost

functional. Previous research in IOCs has focused on finding a control Lyapunov function

(CLF) and a controller that stabilizes the system, then determining if the controller is

optimal for a meaningful cost. IOC differs from other analytic optimal control techniques

by requiring the local cost to be posteriori determined by the stabilizing feedback, rather

than a priori by the designer. When parametric uncertainty exists in the system, several

inverse optimal adaptive controllers (IOACs) [74–79] have been developed to compensate

for uncertainties that are linear in the parameters (LP).

The use of neural networks (NNs) is another approach to approximate unknown

dynamics as a means of developing approximate analytic optimal controllers. Specifically,

results such as [47, 80–84] find a one-player optimal control law for a given cost function

constrained by a partial feedback linearized system, and then modify the optimal control

law with a NN to approximate the unknown dynamics. The tracking errors for the NN

methods in [47, 80–84] are proven to be uniformly ultimately bounded (UUB) and the

resulting state space system, for which the analytic optimal controller is developed, is

approximated. In [85], an optimal controller is derived for an Euler-Lagrange system

using a RISE feedback technique combined with an optimal controller that minimizes an
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objective function. The RISE controller partially feedback linearizes the system, leaving

a residue nonlinear system that can be manipulated to form a linear quadratic optimal

control problem. The work using a partial feedback linearized system to determine an

optimal controller is the basis for Chapters 2 and 3.

Approximation of Optimal Control Solutions: Due to the difficulty involved in

determining a solution to the HJB a branch of research is dedicated to approximating a

solution to the optimal control problem via dynamic programming [86–90]. Reinforcement

learning (RL) is a method wherein appropriate actions are learned based on evaluative

feedback from the environment. A widely used RL method is based on the actor-critic

(AC) architecture, where an actor performs certain actions by interacting with its envi-

ronment, the critic evaluates the actions and gives feedback to the actor, leading to an

improvement in the performance of subsequent actions. AC algorithms are pervasive in

machine learning and are used to learn the optimal policy online for finite-space discrete-

time Markov decision problems [1, 2, 91]. Previous research on RL using adaptive critics in

the machine learning community [1–5] provides an approach to determining the solution

of an optimal control problem using Approximate Dynamic Programming (ADP) [86–90].

The discrete/iterative nature of the ADP formulation lends itself naturally to the design

of discrete-time optimal controllers [89, 92–96]. Baird [97] proposed Advantage Updating,

an extension of the Q-learning algorithm which could be implemented in continuous-time

and provided fast convergence. A HJB-based framework is used in [98] and [99], and

Galerkin’s spectral method is used to approximate the generalized HJB solution in [7].

All of the aforementioned approaches for continuous-time nonlinear systems are computed

offline and/or require complete knowledge of system dynamics. A contribution in [100]

is the requirement of only partial knowledge of the system and a hybrid continuous-

time/discrete-time sampled data controller is developed based on policy iteration (PI),

where the feedback control operation of the actor occurs at faster time scale than the

learning process of the critic. Vamvoudakis and Lewis [101] extended the idea by designing
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a hybrid model-based online algorithm called synchronous PI which involved synchronous

continuous-time adaptation of both actor and critic neural networks. Bhasin et. al [102]

developed a continuous actor-critic-identifier (ACI) technique to solve the infinite horizon

optimal single player optimal control problem, by using a robust dynamic neural network

(DNN) to identify the dynamics and a critic NN to approximate the value function. This

technique removes the requirement of complete knowledge of the system drift dynamics

and incorporates an indirect adaptive control technique for a RL problem. Most of the

previous research on continuous-time reinforcement learning algorithms that provide an

online approach to the solution of optimal control problems, assumed that the dynamical

system is affected by a single control strategy. Previous research has also investigated the

generalization of RL controllers to differential game problems [101, 103–109]. Techniques

utilizing Q-learning algorithms have been developed for a zero-sum game in [110]. An

ADP procedure that provides a solution to the HJI equation associated with the two-

player zero-sum nonlinear differential game is introduced in [103]. The ADP algorithm

involves two iterative cost functions finding the upper and lower performance indices

as sequences that converge to the saddle point solution of the game. The AC structure

required for learning the saddle point solution is composed of four action networks and

two critic networks. An iterative ADP solution was presented in [104], where it considers

solving zero-sum differential games under the condition that the saddle point does not

exist, and a mixed optimal performance index function is obtained under a deterministic

mixed optimal control scheme when the saddle point does not exist. Another ADP itera-

tion technique is presented in [105], in which the non-affine nonlinear quadratic zero-sum

game is transformed into an equivalent sequence of linear quadratic zero-sum games to

approximate an optimal saddle point solution. In [106], an integral RL method is used

to determine an online solution to the two player nonzero-sum game for a linear system

without complete knowledge of the dynamics. The synchronous PI method in [101] was

then further generalized to solve the two-player zero-sum game problem in [108] and a
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multi-player nonzero-sum game in [109] for nonlinear continuous-time systems with known

dynamics. The work from [101, 102, 108, 109] provides the foundation for Chapters 4 and

5, where the two player zero-sum game and multi-player nonzero sum game are solved

using an ACI technique where the controllers are implemented online and without the

requirement of complete knowledge of the system drift dynamics.

This dissertation focuses on developing differential-game based controllers for specific

classes of uncertain continuous-time nonlinear systems. The contributions of Chapters 2-5

are as follows:

Asymptotic Nash Optimal Control Design for an Uncertain Euler-

Lagrange System: The main contribution of Chapter 2 is the development of robust

(sub)optimal Nash-based feedback control laws. This chapter combines the Robust Inte-

gral Sign of the Error (RISE) [111] controller with an optimal Nash strategy to stabilize

an uncertain Euler-Lagrange system with additive disturbances. One advantage of this

method over previous techniques is that the controller accounts for uncertainty in a

state-varying mass inertia matrix. This chapter illustrates the development of the RISE

controller which is used to asymptotically identify the nonlinearities in the dynamics.

By applying the RISE controller, the nonlinear dynamics converge to a residual partially

linearized system, and the solution to the feedback Nash game for the residual system is

used to derive the stabilizing control laws. The (sub)optimal feedback controllers minimize

a cost functional in the presence of unknown bounded disturbances. A Lyapunov-based

analysis is used to prove asymptotic tracking for the combined RISE and Nash-based

strategy. Existence of the feedback Nash solution is discussed and simulation results

demonstrate the control performance.

Asymptotic Stackelberg Optimal Control Design for an Uncertain Euler-

Lagrange System: Chapter 3 derives a stabilizing set of controllers for a system in

which one control input has additional information about the other control input. This

scenario is representative of many engineering applications, where interactions among a
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leader and a follower are observed (e.g. formation control, autonomous docking, aerial

refueling, etc.). In comparison, the Nash game in Chapter 2 considers both players to have

no a priori knowledge about each other, which can lead to an overly conservative control

design. The main contribution of this work is the development of robust (sub)optimal

open-loop Stackelberg-based controllers for the leader and follower, which both act as

inputs to an uncertain nonlinear system. A RISE controller is used in conjunction with

the derived Stackelberg strategy. The RISE controller enables the dynamics to be written

in a residual form, which allows for the Stackelberg differential game formulation. The

controller accounts for a state-varying mass inertia matrix, as well as, additive exogenous

disturbances and parametric uncertainties in the dynamics. One novelty of the techniques

in Chapter 2 and 3 is the use of the Skew Symmetric property to reduce the coupled

differential Riccati equations to algebraic Riccati equations which allows for conditions

to be established for the solution to the Nash and Stackelberg nonzero-sum games. The

control formulation utilizes the solution to the hierarchical open-loop Stackelberg nonzero-

sum game to derive the feedback control laws. A Lyapunov-based stability analysis to

prove asymptotic tracking, and a brief discussion on existence of solution is provided.

Simulation results are included to illustrate the performance of the developed controller.

Nonlinear two-player zero-sum game approximate solution using an HJI

approximation algorithm: In contrast to the approaches in Chapters 2 and 3, which

are largely based on Pontryagin’s maximum principle, the techniques in Chapters 4

and 5 seek to approximate the solution to the HJI and HJB. This approximation is

based on Bellman’s optimality principle and dynamic programming. The main contri-

bution of Chapter 4 is solving a two player zero-sum infinite horizon game subject to

continuous-time unknown nonlinear dynamics that are affine in the input. In the devel-

oped method, two actor and one critic NNs use gradient and least squares-based update

laws, respectively, to minimize the Bellman error, which is the difference between the

exact and the approximate HJI equations. The identifier DNN is a combination of a
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Hopfield-type [112] component, in parallel configuration with the system [113], and a RISE

component. The Hopfield component of the DNN learns the system dynamics based on

online gradient-based weight tuning laws, while the RISE term robustly accounts for the

function reconstruction errors, guaranteeing asymptotic estimation of the state and the

state derivative. The online estimation of the state derivative allows the ACI architecture

to be implemented without knowledge of system drift dynamics; however, knowledge of

the input gain matrix is required to implement the control policy. While the design of

the actor and critic are coupled through a HJI equation, the design of the identifier is

decoupled from the actor-critic and can be considered as a modular component in the

ACI architecture. Convergence of the ACI-based algorithm and stability of the closed-loop

system are analyzed using Lyapunov-based adaptive control methods and a persistence

of excitation (PE) condition is used to guarantee convergence to within a bounded region

of the optimal control and UUB stability of the closed-loop system. The main advantage

of this ACI approach consists in the fact that neither of the two participants in the game

makes use of explicit knowledge of the model of the drift dynamics of the system that

they influence through their control strategies. This means that the two players will learn

online the most effective control strategies that correspond to the Nash equilibrium while

using no explicit knowledge on the drift dynamics of the differential game. In addition,

this technique converges to the approximate solution of the Nash equilibrium, without the

need for iterative techniques or offline training, and it incorporates theory from adaptive

control, making it an approximate indirect adaptive solution to a two player zero-sum

differential game.

Nonlinear N-player nonzero-sum game approximate solution using a HJB

approximation algorithm: Nonzero-sum games present different challenges when

compared to zero-sum games. For nonlinear dynamics, the HJI for zero-sum games is

equivalently a coupled set of nonlinear HJB equations for nonzero-sum games. Research

in nonzero-sum games for nonlinear systems is sparse and there are many open research
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challenges. Chapter 5 considers a N -player nonzero-sum infinite horizon game subject

to continuous-time uncertain nonlinear dynamics. Using the ACI technique, the main

contribution of this work is deriving an approximate solution to a N -player nonzero-sum

game with a technique that is continuous, online and based on adaptive control theory.

Previous research in the area has focused on scalar nonlinear systems or implemented

iterative/hybrid techniques that required complete knowledge of the drift dynamics. The

technique developed in Chapter 5 expands the ACI structure to solve a differential game

problem, wherein N -actor and N -critic neural network structures are used to approximate

the optimal control laws and the optimal value function set, respectively. The main

traits of this online algorithm involve the use of ADP techniques and adaptive theory to

determine the Nash equilibrium solution of the game in manner that does not require full

knowledge of the system dynamics and the approximately solves the underlying set of

coupled HJB equations of the game problem. For an equivalent nonlinear system, previous

research makes use of offline procedures or requires full knowledge of the system dynamics

to determine the Nash equilibrium. A Lyapunov-based stability analysis shows that UUB

tracking for the closed-loop system is guaranteed and a convergence analysis demonstrates

that the approximate control policies converge to a neighborhood of the optimal solutions.
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CHAPTER 2
ASYMPTOTIC NASH OPTIMAL CONTROL DESIGN FOR AN UNCERTAIN

EULER-LAGRANGE SYSTEM

A zero-sum game formulation that has received notable interest in control theory is

the two-player min-max H∞ control problem [41], where the controller is a minimizing

player and the disturbance is a maximizing player in yielding a Nash equilibria. The

H∞ formulation is well suited for disturbance rejection problems where the controller

and worst-case disturbance are derived for a Nash equilibrium. A Nash strategy is one

such that the outcome of each player’s input cannot unilaterally improve by changing

the player’s strategy. Previous Nash games focus on zero-sum solution techniques for

linear systems with infinite horizon quadratic cost functionals. In this chapter, a general

framework is developed for feedback control of an Euler-Lagrange system using a feedback

nonzero-sum Nash differential game. A RISE controller is used to compensate for some

uncertain nonlinearities so that Nash optimal controllers can be derived for the general

tracking problem. A Lyapunov-based stability analysis and numerical simulations are

provided to examine the stability and performance of the developed controllers.

2.1 Dynamic Model and Properties

The class of nonlinear dynamic systems considered in this chapter are assumed to be

modeled by the following Euler-Lagrange formulation:

M(q)q̈ + Vm(q, q̇)q̇ +G(q) + F (q̇) + τd(t) = τ1(t) + τ2(t). (2–1)

In Eq. 2–1, M(q) ∈ Rn×n denotes the generalized inertia matrix, Vm(q, q̇) ∈ Rn×n denotes

the generalized centripetal-Coriolis matrix, G(q) ∈ Rn denotes the generalized gravity

vector, F (q̇) ∈ Rn denotes the generalized friction vector, τd(t) ∈ Rn is a general bounded

disturbance, τ1(t), τ2(t) ∈ Rn represents input control vectors, and q(t), q̇(t), q̈(t) ∈ Rn

denote the generalized position, velocity, and acceleration vectors, respectively. The

subsequent development is based on the assumption that q(t) and q̇(t) are measurable, and
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M(q), Vm(q, q̇), G(q), F (q̇), and τd(t) are unknown. Moreover, the following properties

and assumptions are exploited in the subsequent development.

Assumption 2.1. The inertia matrix M(q) is symmetric, positive definite, and satisfies

the following inequality ∀y(t) ∈ Rn:

m1 �ξ�2 ≤ ξTM(q)ξ ≤ m̄(q) �ξ�2 , (2–2)

where m1 ∈ R is a known positive constant, m̄(q) ∈ R is a known positive function, and

�·� denotes the standard Euclidean norm.

Assumption 2.2. The following skew-symmetric relationships are satisfied:

ξT
�
Ṁ (q)− 2Vm(q, q̇)

�
ξ = 0 ∀ξ ∈ Rn (2–3)

−
�
Ṁ (q)− 2Vm(q, q̇)

�T
= Ṁ (q)− 2Vm(q, q̇) (2–4)

−
�
Ṁ (q)−

�
Vm(q, q̇) + V T

m (q, q̇)
��T

= Ṁ (q)−
�
Vm(q, q̇) + V T

m (q, q̇)
�
. (2–5)

Assumption 2.3. If q(t), q̇(t) ∈ L∞, then Vm(q, q̇), F (q̇) and G(q) are bounded.

Moreover, if q(t), q̇(t) ∈ L∞, then the first and second partial derivatives of the elements

of M(q), Vm(q, q̇), G(q) with respect to q (t) exist and are bounded, and the first and

second partial derivatives of the elements of Vm(q, q̇), F (q̇) with respect to q̇(t) exist and

are bounded.

Assumption 2.4. The desired trajectory is assumed to be designed such that qd(t), q̇d(t),

q̈d(t),
...
q d(t),

....
q d(t) ∈ Rn exist, and are bounded.

Assumption 2.5. The disturbance term and its first two time derivatives, i.e. τd (t) ,

τ̇d (t) , τ̈d (t) are bounded by known constants.

2.2 Error System Development

The control objective is to ensure that the generalized coordinates track a desired time-

varying trajectory, denoted by qd(t) ∈ Rn, despite uncertainties in the dynamic model,

while minimizing a given performance index. To quantify the tracking objective, a position
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tracking error, denoted by e1(q, t) ∈ Rn, is defined as

e1 � qd − q. (2–6)

To facilitate the subsequent analysis, filtered tracking errors, denoted by e2(q, q̇, t) and

r(q, q̇, q̈, t) ∈ Rn, are also defined as

e2 � ė1 + α1e1, (2–7)

r � ė2 + α2e2, (2–8)

where α1, α2 ∈ Rn×n are positive definite, constant, gain matrices. The filtered tracking

error r(q, q̇, q̈, t) is not measurable due to the functional dependence on q̈(t). The error

systems are based on the assumption that the generalized coordinates of the Euler-

Lagrange dynamics allow additive and not multiplicative errors. A state-space model can

be developed based on the tracking errors in Eqs. 2–6 and 2–7. Based on this model, a

controller is derived that minimizes a quadratic performance index under the (temporary)

assumption that the dynamics in Eq. 2–1 are known. A control term is developed as

the solution to a nonzero-sum Nash differential game. The Nash-derived control term is

then combined with a robust controller to identify the unknown dynamics and additive

disturbance, thereby relaxing the temporary assumption that these dynamics are known.

To develop a state-space model for the tracking errors in Eqs. 2–6 and 2–7, the inertia

matrix is pre-multiplied to the time derivative of Eq. 2–7, and substitutions are made

from Eqs. 2–1 and 2–6 to obtain

Mė2 = −Vme2 + h+ τd − (τ1 + τ2) , (2–9)

where the nonlinear function h (q, q̇, t) ∈ Rn is defined as

h � M (q̈d + α1ė1) + Vm(q̇d + α1e1) +G+ F. (2–10)
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Under the (temporary) assumption that the dynamics in Eq. 2–1 are known, the control

inputs can be designed as

τ1 + τ2 � h+ τd − (u1 + u2) (2–11)

where u1 (t) , u2 (t) ∈ Rn are auxiliary control inputs that will be designed to minimize a

desired performance index. By substituting Eq. 2–11 into Eq. 2–9 the closed-loop error

system for e2 (t) can be obtained as

Mė2 = −Vme2 + u1 + u2. (2–12)

A state-space model for Eqs. 2–7 and 2–12 can now be developed as

ż = A (q, q̇) z +B1 (q) u1 +B2(q)u2 (2–13)

where A (q, q̇) ∈ R2n×2n, B1 (q) , B2 (q) ∈ R2n×n, z (t) ∈ R2n and are defined as

A �




−α1 In×n

0n×n −M−1Vm



 , B1 = B2 �
�
0n×n M−1

�T
, z �

�
eT1 eT2

�
,

where In×n and 0n×n denote a n× n identity matrix and matrix of zeros, respectively.

2.3 Two Player Feedback Nash Nonzero-Sum Differential Game

The Nash solution is characterized by an equilibria in which each player has an

outcome that cannot be improved by a unilateral change of strategy. The Nash strategy

safeguards against a single player deviating from the equilibrium strategy and is well

suited for problems where cooperation between players cannot be guaranteed. To formu-

late the feedback Nash solution, consider the system in Eq. 2–13 in terms of players of a

Nash equilibrium game (uN1,uN2) given as

ż = A (q, q̇) z +B1 (q) uN1 +B2(q)uN2, (2–14)
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Each player has a cost functional JN1(z, uN1, uN2), JN2(z, uN1, uN2) ∈ R defined as

JN1 =
1

2

ˆ ∞

t0

�
zTQNz + uT

N1RN11uN1 + uT
N2RN12uN2

�
dt (2–15)

JN2 =
1

2

ˆ ∞

t0

�
zTLNz + uT

N2RN22uN2 + uT
N1RN21uN1

�
dt, (2–16)

where t0 ∈ R is the initial time, QN , LN ∈ R2n×2n are symmetric constant matrices defined

as

QN =




QN11 QN12

QT
N12 QN22



 LN =




LN11 LN12

LT
N12 LN22



 ,

where QNij, and LNij ∈ Rn×n are symmetric semi-definite constant matrices, and RNij ∈

Rn×n is positive definite for i, j = 1, 2. This chapter focuses on a game with memoryless

perfect state information, therefore the controller information set contains only the initial

conditions z0 and the current state estimates z (t) at time t. In this context, the actions of

the players are completely determined by the relations (uN1, uN2) = (γ1 (z0, z) , γ2 (z0, z)).

A pair of strategies (γ∗
1 , γ

∗
2) is called a Nash equilibrium set for the differential game if for

all strategies (γ1, γ2) the following inequalities hold

JN1(γ1, γ
∗
2) ≥ JN1(γ

∗
1 , γ

∗
2)

JN2(γ
∗
1 , γ2) ≥ JN2(γ

∗
1 , γ

∗
2).

Based on the minimum principal [114], the Hamiltonians HN1(z, uN1, uN2), HN2(z, uN1, uN2) ∈

R of the control inputs uN1 and uN2 are defined as,

HN1 =
1

2

�
zTQNz + uT

N1RN11uN1 + uT
N2RN12uN2

�
(2–17)

+λT
N1 (Az +B1uN1 +B2uN2)

HN2 =
1

2

�
zTLNz + uT

N2RN22uN2 + uT
N1RN21uN1

�
(2–18)

+λT
N2 (Az +B1uN1 +B2uN2)
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respectively. Two previous results from [33] and [62] utilizing the memoryless perfect

information structure are given in the following theorems.

Theorem 2.1. Let the strategies (γ∗
1 , γ

∗
2) be such that there exists solutions (λ1, λ2) to the

differential equations

λ̇1 = − ∂

∂z
HN1(z, γ

∗
1 , γ

∗
2 , λ1)−

∂

∂u2
HN1(z, γ

∗
1 , γ

∗
2 , λ1) ·

∂

∂z
γ∗
2(z0, z) (2–19)

λ̇2 = − ∂

∂z
HN2(z, γ

∗
1 , γ

∗
2 , λ1)−

∂

∂u1
HN2(z, γ

∗
1 , γ

∗
2 , λ1) ·

∂

∂z
γ∗
1(z0, z), (2–20)

where HN1 and HN2 are defined in Eqs. 2–17 and 2–18 and such that

∂

∂u1
HN1 = 0

∂

∂u2
HN2 = 0,

and z satisfies

ż = Az +B1γ
∗
1 ,+B2γ

∗
2 , z (0) = z0.

Then (γ∗
1 , γ

∗
2) is a Nash equilibrium with respect to the memoryless perfect state informa-

tion structure and the following equalities hold

u∗
1N = γ∗

1 = −R−1
N11B

T
1 λN1 (2–21)

u∗
2N = γ∗

2 = −R−1
N22B

T
2 λN2 (2–22)

Proof. Refer to [33].

Remark 2.1. From Theorem 2-1, it can easily be shown that the open loop Nash equilib-

rium is also a Nash equilibrium with respect to the memoryless perfect state information

structure.

In [33] it was shown that if the admissible strategies are restricted to a class of

(possibly time varying) linear feedback strategies, then there exists an analytic linear

feedback for the Nash equilibrium. The following theorem summarizes that result for the

current system.
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Theorem 2.2. Suppose (KN , PN) satisfy the coupled Differential Riccati equations (DRE),

given by

0 = K̇N +KNA+ ATKN −KNB1R
−1
N11B

T
1 KN (2–23)

−KNB2R
−1
N22B

T
2 PN +QT

N − PNB2R
−1
N22B

T
2 KN

+ PNB2R
−T
N22RN12R

−1
N22B

T
2 PN

0 = ṖN + PNA+ ATPN − PNB1R
−1
N11B

T
1 KN (2–24)

− PNB2R
−1
N22B

T
2 PN + LT

N −KNB1R
−1
N11B

T
1 PN

+KNB1R
−T
N11RN21R

−1
N11B

T
1 KN .

Then the pair of strategies (γ∗
1 , γ

∗
2) �

�
−R−1

N11B
T
1 KNz,−R−1

N22B
T
2 PNz

�
is a linear feedback

Nash equilibrium and the solutions to the costate equations defined in Eqs. 2–19 and 2–20

are linear feedbacks given as

λN1 = KNz (2–25)

λN2 = PNz (2–26)

Proof. Refer to [62].

Remark 2.2. It was shown in [115] that for more general (i.e. nonlinear feedback) strate-

gies there may exist infinitely many feedback Nash equilibria for the memoryless perfect

state information structure.

The subsequent analysis utilizes the feedback structure from Theorem 2-2 and the

skew-symmetric property for Euler-Lagrange systems to reduce the DREs defined in Eqs.

2–23 and 2–24 to algebraic Riccati equations, thereby deriving an analytic solution for

(KN , PN), based on the control gains. Assume that KN(t), PN(t) ∈ R2n×2n are time-

varying positive definite diagonal matrices defined as

KN =




KN11 0n×n

0n×n KN22



 P =




PN11 0n×n

0n×n PN22



 .
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The two DREs in Eqs. 2–23 and 2–24 must be solved simultaneously to yield a control

strategy for the both players. Substituting Eqs. 2–14, 2–25, and 2–26 into Eq. 2–23 yields

four simultaneous equations as

0 = K̇N11 −KN11α1 − αT
1KN11 +QN11 (2–27)

0 = KN11 +QN12 (2–28)

0 = KN11 +QT
N12 (2–29)

0 = K̇N22 −KN22M
−1Vm − V T

mM−1KN22 +QN22

−KN22M
−1R−1

N11M
−1KN22 −KN22M

−1R−1
N22M

−1P22 (2–30)

− PN22M
−1R−1

N22M
−1KN22 + PN22M

−1R−T
N22RN12R

−1
N22M

−1P22.

Likewise, from Eq. 2–24, four similar simultaneous equations are generated as

0 = ṖN11 − PN11α1 − αT
1 PN11 + LN11 (2–31)

0 = PN11 + LN12 (2–32)

0 = PN11 + LT
N12 (2–33)

0 = ṖN22 − PN22M
−1Vm − V T

mM−1PN22 + LN22

− PN22M
−1R−1

N11M
−1KN22 − PN22M

−1R−1
N22M

−1PN22 (2–34)

−KN22M
−1R−1

N11M
−1PN22 +KN22M

−1R−T
N11RN21R

−1
N11M

−1K22.

If PN22(t) and KN22(t) are selected as

PN22 = KN22 = M(q) (2–35)

then the skew symmetry properties in Assumption 2-2 can be applied to Eqs. 2–30 and

2–34 to determine two constraints on the control gains

−R−1
N11 − 2R−1

N22 +R−T
N22RN12R

−1
N22 +QN22 = 0, (2–36)

−2R−1
N11 −R−1

N22 +R−T
N11RN21R

−1
N11 + LN22 = 0, (2–37)
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Since QN and LN are constant matrices then KN11 and PN11 from Eqs. 2–28 and 2–32,

respectively, must also be constant matrices (i.e. ṖN11 = K̇N11 = 0). It is evident from

Eqs. 2–28, 2–29, 2–32, and 2–33 that the following relationships can be established

KN11 = −1

2

�
QN12 +QT

N12

�
, (2–38)

PN11 = −1

2

�
LN12 + LT

N12

�
. (2–39)

Two more constraints can be established by substituting Eqs. 2–38 and 2–39 into 2–27

and 2–31, respectively, then reducing the equations as

0 = QN11 +
1

2

��
QN12 +QT

N12

�
α1 + αT

1

�
QN12 +QT

N12

��
,

0 = LN11 +
1

2

��
LN12 + LT

N12

�
α1 + αT

1

�
LN12 + LT

N12

��
.

Substituting Eqs. 2–14, 2–25, and 2–35 into Eq. 2–21 yields the Nash derived controller

uN1 = −R−1
N11B

T
1 KNz = −R−1

N11e2. (2–40)

The controller in Eq. 2–40 is subject to the other player’s input, derived by substituting

Eqs. 2–14, 2–26 , and 2–35 into Eq. 2–22, as

uN2 = −R−1
N22B

T
2 LNz = −R−1

N22e2. (2–41)

The weights (QN , LN) imposed a penalty on the state vectors in the cost functions Eqs. 2–

15 and 2–16 and the gain matrices R−1
N11 and R−1

N22 are subject to the following constraints

0 = −R−1
N11 − 2R−1

N22 +R−T
N22RN12R

−1
N22 +QN22 (2–42)

0 = −2R−1
N11 −R−1

N22 +R−T
N11RN21R

−1
N11 + LN22 (2–43)

0 =
1

2

��
QN12 +QT

N12

�
α1 + αT

1

�
Q12 +QT

12

��
+QN11 (2–44)

0 =
1

2

��
LN12 + LT

N12

�
α1 + αT

1

�
LN12 + LT

N12

��
+ LN11. (2–45)
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Based on the feedback Nash strategy, the derived controller in Eq. 2–40 minimizes the

cost functional given by Eq. 2–15 and is subject to the second player’s control input

in Eq. 2–41 that minimizes the cost functional given by Eq. 2–16. To demonstrate

optimality of the proposed controller, Hamiltonians were constructed in Eqs. 2–17 and

2–18 and the optimal control problem was formulated. The costate variables in Eqs. 2–25

and 2–26 were assumed to be solutions of Eqs. 2–19 and 2–20 and gain constraints were

developed. If all constraints in Eqs. 2–42-2–45 are satisfied then the assumed solutions in

Eqs. 2–25 and 2–26 satisfy Eqs. 2–18-2–20, and hence, are (sub)optimal.

Existence and Uniqueness of Nash Equilibrium Solution. Theorem 2-2

exploits an existence and uniqueness proof for the feedback Nash equilibrium solution that

is well known in literature, however this proof demonstrates the existence and uniqueness

for a non-stationary Nash feedback. If the mass inertia matrix M (q) is constant then

the prior analysis demonstrates one possible analytic solution for the DREs that would

yielded a stationary feedback strategy for the players uN1 and uN2, therefore existence

and uniqueness of the Nash solution needs to be further investigated. For the game with

an infinite-planning horizon, Proposition 3.6 in [62] gives sufficient conditions for the

existence of a Nash equilibrium. The following definitions and theorems summarize the

results.

Definition 2.1. Consider the system

ż = Az +Bu

y = Cz +Du.

The system is called output stabilizable if there exists a state feedback u = Fx such that

the corresponding output yF = (C +DF ) x converges to zero as t → ∞.

Theorem 2.3. Suppose that (Ci, Di) are such that
�
CT

1 C1, CT
2 C2

�
= (QN , LN), CT

1 D1 =

CT
2 D2 = 0, and

�
DT

1 D1, DT
2 D2

�
= (R11, R22). If there exists a pair of solutions (KN , PN)
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that satisfy the coupled algebraic Riccati equations

0 = KNA+ ATKN −KNB1R
−1
N11B

T
1 KN −KNB2R

−1
N22B

T
2 PN (2–46)

+QT
N − PNB2R

−1
N22B

T
2 KN ,

0 = ṖN + PNA+ ATPN − PNB1R
−1
N11B

T
1 KN − PNB2R

−1
N22B

T
2 PN (2–47)

+LT
N −KNB1R

−1
N11B

T
1 PN ,

such that KN is the smallest real positive semi-definite solution of Eq. 2–46 for a given PN

and PN is the smallest real positive semi-definite solution of Eq. 2–47 for a given KN , and

if (KN , PN) are such that the systems

�
A− B2R

−1
N22B

T
2 PN , B1, C1, D1

�
and

�
A− B1R

−1
N11B

T
1 KN , B2, C2, D2

�

are both output stabilizable, then the strategies (γ∗
1 , γ

∗
2) given by

u∗
1N = −R−1

N11B
T
1 KNz,

u∗
2N = −R−1

N22B
T
2 PNz,

constitutes a feedback Nash equilibrium in a linear stationary strategy.

Proof. Similar to proof of Proposition 3.6 in [62].

Remark 2.3. Theorem 2-3 requires small real positive semi-definite solutions of the coupled

Riccati equations; however, the theorem does not imply uniqueness of the equilibrium.

Furthermore [62] uses a scalar example to illustrate the possible non-uniqueness of

the linear stationary feedback Nash equilibria. A proof for the uniqueness of a linear

stationary feedback Nash equilibrium remains an open problem.

2.4 RISE Feedback Control Development

In general, the bounded disturbance τd(t) and the nonlinear dynamics given in Eq.

2–10 are unknown, so the controller given in Eq. 2–11 can not be implemented. However,

if the control input contains a method to identify and cancel these effects, then z(t) will
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converge to the state space model in Eq. 2–13 so that u1 (t) and u2 (t) each minimize

a performance index. In this section, a control input is developed that exploits RISE

feedback to identify the nonlinear effects and bounded disturbances to enable the system

to asymptotically converge to the state space model z(t).

To develop the control input, the error system in Eq. 2–8 is pre-multiplied by M (q)

and the expressions in Eqs. 2–1, 2–6, and 2–7 are used to obtain

Mr = −Vme2 + h+ τd + α2Me2 − (τ1 + τ2) . (2–48)

Based on the open-loop error system in Eq. 2–48, the control inputs are composed of

the optimal controllers developed in Eqs. 2–40 and 2–41, plus a subsequently designed

auxiliary control term µ(t) ∈ Rn as

τ1 + τ2 � µ− (uN1 + uN2). (2–49)

The closed-loop tracking error system can be developed by substituting Eq. 2–49 into Eq.

2–48 as

Mr = −Vme2 + h+ τd + α2Me2 + (uN1 + uN2)− µ. (2–50)

To facilitate the subsequent stability analysis the auxiliary function fd (qd, q̇d, q̈d) ∈ Rn,

which is defined as

fd � M(qd)q̈d + Vm(qd, q̇d)q̇d +G(qd) + F (q̇d) , (2–51)

is added and subtracted to Eq. 2–50 to yield

Mr = −Vme2 + h̄+ fd + τd + uN1 + uN2 − µ+ α2Me2, (2–52)

where h̄ (t) ∈ Rn is defined as

h̄ � h− fd. (2–53)
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Substituting Eqs. 2–40 and 2–41 into Eq. 2–52, taking a time derivative and using the

relationship in Eq. 2–8 yields

Mṙ = −1

2
Ṁr + Ñ +ND − e2 − (R−1

N11 +R−1
N22)r − µ̇ (2–54)

after strategically grouping specific terms. In Eq. 2–54, the unmeasurable auxiliary terms

Ñ(q, q̇, q̈, e1, e2, r), ND (qd, q̇d, q̈d,
...
q d) ∈ Rn are defined as

Ñ � −V̇me2 − Vmė2 −
1

2
Ṁr +

·
h̄+ α2Ṁe2 + α2Mė2 + e2 + (R−1

N11 +R−1
N22)α2e2.

ND � ḟd + τ̇d.

Motivation for grouping terms into Ñ (·) and ND (·) comes from the subsequent stability

analysis and the fact that the Mean Value Theorem, Assumption 2-3, Assumption 2-4, and

Assumption 2-5 can be used to upper bound the auxiliary terms as

���Ñ(t)
��� ≤ ρ (�y�) �y� , (2–55)

�ND� ≤ ζ1,
���ṄD

��� ≤ ζ2, (2–56)

where y(e1, e2, r) ∈ R3n is defined as

y � [eT1 eT2 rT ]T , (2–57)

the bounding function ρ(�y�) ∈ R is a positive globally invertible nondecreasing function,

and ζi ∈ R (i = 1, 2) denote known positive constants. Based on Eq. 2–54, the control

term µ(t) is designed as the generalized solution to

µ̇(t) � ksr(t) + β1sgn(e2), (2–58)
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where ks, β1 ∈ R are positive constant control gains. The closed loop error systems for

r(q, q̇, q̈, t) can now be obtained by substituting Eq. 2–58 into Eq. 2–54 as

Mṙ = −1

2
Ṁr + Ñ +ND − e2 − (R−1

N11 +R−1
N22)r − ksr − β1sgn(e2). (2–59)

2.5 Stability Analysis

Lemma 2.1. Let O(e2, r, t) ∈ R denote the generalized solution to

Ȯ(t) � −rT (ND(t)− β1sgn(e2)), O (0) = β1

n�

i=1

|e2i(0)| − e2(0)
TND(0) (2–60)

where e2i (0) denotes the ith element of the vector e2 (0). Provided that β1 is selected

according to the sufficient conditions:

β1 > ζ1 +
1

λmin (α2)
ζ2, (2–61)

where ζ1 and ζ2 are known positive constants defined in Eq. 2–56, then O(e2, r, t) ≥ 0.

Proof. Refer to [111].

Theorem 2.4. The controller given by Eqs. 2–40, 2–41, and 2–49 ensures that all system

signals are bounded under closed-loop operation, and the tracking errors are semi-globally

asymptotically regulated in the sense that

�e1(t)� , �e2(t)� , �r(t)� → 0 as t → ∞, (2–62)

provided the control gain ks in Eq. 2–58 is selected sufficiently large based on the initial

conditions of the system, β1 in Eq. 2–58 is selected sufficiently large, and α1, α2 are

selected according to the sufficient conditions:

λmin (α1) >
1

2
λmin (α2) > 1. (2–63)

Furthermore, uN1 (t) and uN2 (t) minimize Eqs. 2–15 and 2–16 subject to Eq. 2–13

provided the gain constraints given in Eqs. 2–42-2–45 are satisfied.
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Remark 2.4. The control gain α1 can not be arbitrarily selected, rather it is calculated

using a Lyapunov equation solver. Its value is determined based on the value of QN , LN ,

RN11, RN21and RN22. Therefore QN , LN , RN11, RN21, and RN22 must be chosen such that

Eq. 2–63 is satisfied.

Proof. Let D ⊂ R3n+1 be a domain containing Φ(t) = 0, where Φ(t) ∈ R3n+1 is defined as

Φ(t) �
�
yT (t)

�
O(t)

�T
. (2–64)

Let VL(Φ, t) : D × (0,∞) → R be a Lipschitz continuous regular positive definite function

defined as

VL(Φ, t) � eT1 e1 +
1

2
eT2 e2 +

1

2
rTM(q)r +O, (2–65)

which satisfies the following inequalities:

U1(Φ) ≤ VL(Φ, t) ≤ U2(Φ) (2–66)

provided the sufficient conditions introduced in Eqs. 2–63-2–61 are satisfied. In Eq.

2–66, the continuous positive definite functions U1(Φ) and U2(Φ) ∈ R are defined as

U1(Φ) � λ1 �Φ�2 and U2(Φ) � λ2(q) �Φ�2 , where λ1, λ2(q) ∈ R are defined as

λ1 �
1

2
min {1,m1} λ2(q) � max

�
1

2
m̄(q), 1

�
,

where m1, m̄(q) are introduced in Eq. 2–2. After taking the time derivative of Eq. 2–65,

V̇L(Φ, t) can be expressed as

V̇L(Φ, t) = 2eT1 ė1 + eT2 ė2 +
1

2
rTṀ(q)r + rTM (q) ṙ + Ȯ.

From Eqs. 2–7, 2–59, 2–60, and 2–65, some of the differential equations describing the

closed-loop system for which the stability analysis is being performed have discontinuous
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right-hand sides

ė1 = e2 − α1e1 ė2 = r − α2e2 (2–67)

Mṙ = −1

2
Ṁ(q)r + Ñ +NB − ksr − β1sgn(e2)− e2 (2–68)

Ȯ(t) = −rT (NB − β1sgn(e2)). (2–69)

Let f (Φ, t) ∈ R3n+1 denote the right-hand side of Eqs. 2–67-2–69. As described in

[116–118], the existence of Filippov’s generalized solution can be established for Eqs. 2–67-

2–69. Note that f (Φ, t) is continuous except in the set {(Φ, t) |e2 = 0}. From [116–118],

an absolute continuous Filippov solution Φ(t) exists almost everywhere (a.e.) so that

Φ̇ ∈ K[f ] (y, t) a.e. Except for the points on the discontinuous surface {(Φ, t) |e2 = 0},

the Filippov set-valued map includes unique solutions. Under Filippov’s framework,

a generalized Lyapunov stability theory can be used ( [119–121] for further details) to

establish strong stability of the closed-loop system. The generalized time derivative of Eq.

2–65 exists (a.e.), and V̇L(Φ, t) ∈a.e.
·
Ṽ L(Φ, t) where

·
Ṽ L =

�

ξ∈∂VL(Φ,t)

ξTK

�
ėT1 ėT2 ṙT 1

2O
− 1

2 Ȯ 1

�T
,

where ∂VL(Φ, t) is the generalized gradient of VL(Φ, t) [119], and K [·] is defined as

[120,121]

K [f ] (Φ) �
�

δ>0

�

µN=0

c̄of (B (Φ, δ)−N) ,

where
�

µN=0
denotes the intersection of all sets N of Lebesgue measure zero, c̄o denotes

convex closure, and B (Φ, δ) represents a ball of radius δ around Φ. Since VL (Φ, t) is a

Lipschitz continuous regular function

˙̃VL = ∇V T
L K

�
ėT1 ėT2 ṙT 1

2O
− 1

2 Ȯ 1

�T

=

�
2eT1 eT2 rTM 2O

1
2

1
2r

TṀr

�
K

�
ėT1 ėT2 ṙT 1

2O
− 1

2 Ȯ 1

�T
.
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Using calculus for K [·] from [121] and substituting the dynamics from Eqs. 2–7, 2–58,

2–59, and 2–69 yields

·
Ṽ L ≤ rT Ñ − (ks + λmin

�
R−1

11 +R−1
22

�
) �r�2 − α2 �e2�2 − 2α1 �e1�2 + 2eT2 e1,

where the fact that (rT (t) − rT (t))iSGN(e2i) = 0 is used (the subscript i denotes the

ith element), and K [sgn(e2)] = SGN (e2) [121] such that SGN (e2i) = 1 if e2i(t) > 0,

SGN (e2i) = [1,−1] if e2i(t) = 0, SGN (e2i) = −1 if e2i(t) < 0. Based on the fact that

2eT2 (t)e1(t) ≤ �e1(t)�2 + �e2(t)�2 , the expression in Eq. 2–55 can be used to upper bound
·
Ṽ L(t) using the squares of the components of z(t) as

·
Ṽ L ≤ −λ3 �y�2 −

�
ks �r�2 − ρ(�y�) �r� �y�

�
(2–70)

where

λ3 � min{2α1 − 1, α2 − 1, λmin

�
R−1

N11 +R−1
N22

�
};

hence, α1, and α2 must be chosen according to the sufficient condition in Eq. 2–63.

After completing the squares for the terms inside the brackets in Eq. 2–70, the following

expression is obtained:
·
Ṽ L ≤ −λ3 �y�2 +

ρ2(�y�) �y�2

4ks
. (2–71)

The expression in Eq. 2–71 can be further upper bounded as

V̇L(Φ, t) ≤ −U(Φ) = −c �y�2 ∀Φ ∈ D (2–72)

for some positive constant c, where

D �
�
Φ ∈ R3n+1 | �Φ� ≤ ρ−1

�
2
�

λ3ks
��

,

where ks is selected as ks > 0 Larger values of ks will expand the size of the domain D.

The result in Eq. 2–72 indicates that V̇L(Φ, t) ≤ −U(Φ) ∀ V̇L(Φ, t) ∈
·
Ṽ L(Φ, t). The

inequality in Eq. 2–72 can be used to show that VL(Φ, t) ∈ L∞ in D; hence, e1(t), e2(t),

and r(t) ∈ L∞ in D. Given that e1(t), e2(t), and r(t) ∈ L∞ in D, standard analysis
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methods can be used to prove that the control input and all closed-loop signals are

bounded, and that U(Φ) is uniformly continuous in D. Let S ⊂ D denote the set defined

as S �
�
Φ(t) ∈ D | U2(Φ(t)) < λ1

�
ρ−1

�
2
√
λ3ks

��2�. The region of attraction can be

made arbitrarily large to include any initial conditions by increasing the control gain ks

(i.e., a semi-global type of stability result), and hence c �y(t)�2 → 0 and �e1(t)� → 0 as

t → ∞ ∀y(0) ∈ S. Since uN1 (t) , uN2 (t) → 0 as e2 (t) → 0 (by Eq. 2–40), then Eq. 2–52

can be used to conclude that

µ → h̄+ fd + τdu as r (t) , e2(t) → 0. (2–73)

The result in Eq. 2–73 indicates that the dynamics in Eq. 2–1 converge to the state-space

system in Eq. 2–13. Hence, uN1 (t) , uN2 (t) converge to optimal controllers that minimizes

Eqs. 2–15 and 2–16, respectively, subject to Eq. 2–13 in the presence of structured

disturbances; provided the gain constraints given in Eqs. 2–42-2–45 are satisfied.

2.6 Simulation

To examine the performance of the Nash-derived controller developed in Eqs. 2–40,

2–41, and 2–49 a numerical simulation was performed. To illustrate the utility of the

technique a model is described by the Euler-Lagrange dynamics as



τ1

0



+




0

τ2



 =




p1 + 2p3c2 p2 + p3c2

p2 + p3c2 p2








q̈1

q̈2



 (2–74)

+




−p3s2q̇2 −p3s2 (q̇1 + q̇2)

p3s2q̇1 0








q̇1

q̇2





+




fd1 0

0 fd2








q̇1

q̇2



+




τd1

τd2



 ,

where p1 = 3.473 kg · m2, p2 = 0.196 kg · m2, p3 = 0.242 kg · m2, fd1 = 5.3 Nm · sec,

fd2 = 1.1 Nm · sec, c2 denotes cos(q2), s2 denotes sin(q2) and τd1 , τd2 denote bounded
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disturbances defined as
τd1 = 10 sin(t) + 3.5 cos(3t)

τd2 = 2.5 sin(2t) + 1.5 cos(t).

In the Nash strategy, player 1 is defined by τN1 = τ1 and player 2 is defied as τN2 = τ2.

The objective of both players is to track a desired trajectory given as

qd1 = qd2 = 60 sin(2t)
�
1− exp

�
−0.01t3

��
,

and the initial conditions were selected as

q1 (0) = q2 (0) = 14.3 deg

q̇1 (0) = q̇2 (0) = 28.6 deg/ sec .

The weighting matrices for both controllers were chosen as

QN11 = diag {5, 5} QN12 = diag {−5,−5}

QN22 = diag {5, 5} LN12 = diag {−5,−5}

LN22 = diag {10, 10} LN11 = diag {5, 5} ,

which using the Nash constraints given in Eqs. 2–42-2–45 yield the Nash gains RN22,

RN11, RN21, and RN12 as

RN22 = diag

�
1

5
,
1

5

�
RN11 = diag

�
1

10
,
1

10

�

RN12 = diag

�
1

25
,
1

25

�
RN21 = diag

�
1

100
,

1

100

�
.

45



0 5 10 15 20 25 30 35 40
−35

−30

−25

−20

−15

−10

−5

0

5

[sec]

[d
e
g
]

 

 

Player 1

Player 2

Figure 2-1. The simulated tracking errors for the RISE and Nash optimal controller.

The control gains for RISE control element were selected as

α1 = diag {5, 5}

α2 = diag {15, 3.5}

β1 = diag {15, 10}

ks = diag {65, 25} .

The tracking errors and the control inputs for the RISE and optimal controller are

shown in Figure 2-1 and 2-2, respectively. To show that the RISE feedback identifies the

nonlinear effects and bounded disturbances, a plot of the difference is shown in Figure 2-3.

As this difference goes to zero, the dynamics in Eq. 2–1 converge to the state-space system

in Eq. 2–13, and the controller solves the two player differential game. In addition, Figure

2-4 shows the convergence of the cost functionals for each player.

2.7 Summary

In this chapter, a novel approach for the design of a differential game-based feedback

controller is developed for an Euler-Lagrange system subject to uncertainties and bounded

disturbances. An optimal game-derived feedback component was used in conjunction with
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Figure 2-2. The simulated torques for the RISE and Nash optimal controller.
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Figure 2-3. The difference between the RISE feedback and the nonlinear effect and
bounded disturbances.

47



0 5 10 15 20 25 30 35 40
0

5

10

15

20

25
Cost Functionals

 

 

Player 1

Player 2

Figure 2-4. Cost functionals for u1 and u2 .

a RISE feedback component, which enables the generalized coordinates of the system to

globally asymptotically track a desired time-varying trajectory despite uncertainty in the

dynamics. Using a Lyapunov stability analysis and a feedback Nash game development,

sufficient gain conditions were derived to ensure asymptotic stability while minimizing a

cost function for the developed controllers.
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CHAPTER 3
ASYMPTOTIC STACKELBERG OPTIMAL CONTROL DESIGN FOR AN

UNCERTAIN EULER-LAGRANGE SYSTEM

Game theory establishes an optimal strategy for multiple players in either a coopera-

tive or noncooperative manner where the objective is to reach an equilibrium state among

the players. A Stackelberg game strategy involves a leader and a follower that follow a

hierarchy relationship where the leader enforces its strategy on the follower. In this chap-

ter, a general framework is developed for feedback control of an Euler Lagrange system

using an open-loop non-zero sum Stackelberg differential game. A Robust Integral Sign

of the Error (RISE) controller is used to cancel uncertain nonlinearities in the system and

an open-loop Stackelberg game method is then applied to the residual uncertain nonlinear

system to minimize cost functionals for each player. A Lyapunov analysis and simulation

are provided to examine the stability and performance of the developed controllers.

3.1 Dynamic Model and Properties

This chapter considers the same dynamics presented in Chapter 2. In this formu-

lation, player 1 is denoted as the follower τ1 = τF and player 2 is denoted as the leader

τ2 = τL, given as

M(q)q̈ + Vm(q, q̇)q̇ +G(q) + F (q̇) + τd(t) = τF (t) + τL(t), (3–1)

where the same assumption from Chapter 2 hold.

3.2 Error System Development

The control objective is to ensure that the generalized coordinates track a desired time-

varying trajectory, denoted by qd(t) ∈ Rn, despite uncertainties in the dynamic model,

while minimizing a given performance index. To quantify the tracking objective, a position

tracking error, denoted by e1(q, t) ∈ Rn, is defined as

e1 � qd − q. (3–2)
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To facilitate the subsequent analysis, filtered tracking errors, denoted by e2(q, q̇, t),

r(q, q̇,q̈, t) ∈ Rn, are also defined as

e2 � ė1 + α1e1, (3–3)

r � ė2 + α2e2, (3–4)

where α1, α2 ∈ Rn×n are positive definite, constant, diagonal gain matrices. The filtered

tracking error r(q, q̇,q̈, t) is not measurable since the expression in Eq. 3–4 depends on

q̈(t). The error systems are based on the assumption that the generalized coordinates of

the Euler-Lagrange dynamics allow additive and not multiplicative errors. To develop

a state-space model for the tracking errors in Eqs. 3–2 and 3–3, the inertia matrix is

premultiplied to the time derivative of Eq.3–3, and substitutions are made from Eq. 3–1

and 3–2 to obtain

Mė2 = −Vme2 + h+ τd − (τL + τF ) , (3–5)

where the nonlinear function h (q, q̇, t) ∈ Rn is defined as

h � M (q̈d + α1ė1) + Vm(q̇d + α1e1) +G+ F. (3–6)

Under the (temporary) assumption that the dynamics in Eq. 3–1 are known, the control

inputs can be designed as

τL + τF � h+ τd − (uL + uF ) (3–7)

where uF (t) , uL(t) ∈ Rn are auxiliary control inputs for the follower and leader, respec-

tively, that will be designed to minimize desired performance indices. Substituting Eq. 3–7

into Eq. 3–5 yields

Mė2 = −Vme2 + uL + uF . (3–8)

A state-space model for Eqs. 3–3 and 3–8 can now be developed as

ż = A (q, q̇) z +B1 (q) uL +B2(q)uF , (3–9)
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where A (q, q̇) ∈ R2n×2n, B1 (q) , B2 (q) ∈ R2n×n, and z (ei, e2) ∈ R2n and are defined

in Chapter 2. The state-space model in Eq. 3–9 is developed under the (temporary)

assumption of exact knowledge of the dynamics. In the next section, cost functionals and

controllers are developed for the residual uncertain nonlinear system in Eq. 3–9. The

Stackelberg game-based controllers are then incorporated with the RISE control method

that asymptotically reduces the original uncertain dynamics to the dynamics in Eq. 3–9.

3.3 Two Player Open-Loop Stackelberg Nonzero-Sum Differential Game

Stackelberg differential games provide a framework for systems that operate on

different levels with a prescribed hierarchy of decisions. The two-player game is cast in

two solution spaces: the leader and the follower. The follower tries to minimize its cost

functional based on the decision from the leader, while the leader, who has insight into

the follower’s rationale, will define an input such that the leader and the follower’s inputs

will yield minimal cost functionals. The Stackelberg differential game for the system given

in Eq. 3–9 can be formulated in an optimal control framework where the leader’s input

is uL(z), and the follower’s input as uF (z). Each player in Eq. 3–9 has a cost functional

JF (z, uF , uL), JL(z, uF , uL) ∈ R defined as

JF =
1

2

ˆ ∞

t0

�
zTQz + uT

FR11uF + uT
LR12uL

�
dt (3–10)

JL =
1

2

ˆ ∞

t0

�
zTNz + uT

FR21uF + uT
LR22uL

�
dt, (3–11)

where t0 ∈ R is the initial time, Q,N ∈ R2n×2n are symmetric constant matrices defined as

Q =




Q11 Q12

QT
12 Q22



 N =




N11 N12

NT
12 N22



 ,

where Qij, Nij, Rij ∈ Rn×n are symmetric constant matrices for i, j = 1, 2. Based on the

minimum principal [114], the Hamiltonian HF (z, uF , uL) ∈ R of the follower is defined as

HF =
1

2

�
zTQz + uT

FR11uF + uT
LR12uL

�
+ λT

F (Az +B1uF +B2uL) , (3–12)
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where the optimal controller and costate equation of the follower are [114]

uF = −
�
∂HF

∂uF

�T

= −R−1
11 B

T
1 λF (3–13)

λ̇F = −
�
∂HF

∂z

�T

= −ATλF −QT z. (3–14)

Using Eq. 3–13, the leader’s Hamiltonian HL(z, uF , uL) ∈ R is defined as

HL =
1

2

�
zTNz + λT

FB1R
−T
11 R21R

−1
11 B

T
1 λF + uT

LR22uL

�

+ λT
L

�
Az − B1R

−1
11 B

T
1 λF +B2uL

�
+ ψT λ̇F (3–15)

where the optimal controller and costate equations are defined as

uL = −
�
∂HL

∂uL

�T

= −R−1
22 B

T
2 λL (3–16)

λ̇L = −
�
∂HL

∂z

�T

= −NT z − ATλL +Qψ (3–17)

ψ̇ = −
�
∂HL

∂λF

�T

(3–18)

= −B1R
−T
11 R21R

−1
11 B

T
1 λF +B1R

−T
11 BT

1 λL + Aψ.

The expressions derived in Eqs. 3–10-3–18 define the optimal control problem. The subse-

quent analysis aims at developing an expression for the costate variables (λF (t), λL(t), ψ(t))

which satisfy the costate equations (λ̇F (t), λ̇L(t), ψ̇(t)) and can be implemented by the

controllers uF (t) and uL(t). To this end, the subsequent development is based on the

following assumed solutions for the costate variables

λF = Kz (3–19)

λL = Pz (3–20)

ψ = Sz, (3–21)
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where K(t), P (t), S(t) ∈ R2n×2n are time-varying positive definite block diagonal matrices

defined as

K =




K11 0n×n

0n×n K22



 P =




P11 0n×n

0n×n P22



 S =




S11 0n×n

0n×n S22



 .

Given these assumed solutions, conditions/constraints are then developed to ensure these

solutions satisfy Eqs. 3–12-3–18.

Substituting Eqs. 3–9, 3–13, 3–14, and 3–16-3–21 into the derivative of Eqs. 3–19-3–

21 yields the three differential equations

0 = K̇ +KA+ ATK −KB1R
−1
11 B

T
1 K −KB2R

−1
22 B

T
2 P +QT (3–22)

0 = Ṗ + PA+ ATP − PB1R
−1
11 B

T
1 K − PB2R

−1
22 B

T
2 P +NT −QS (3–23)

0 = Ṡ + SA− AS − SB1R
−1
11 B

T
1 K − SB2R

−1
22 B

T
2 P

+B1

�
R−1

11

�T
R21R

−1
11 B

T
1 K − B1

�
R−1

11

�T
BT

1 P, (3–24)

where Eqs. 3–22 and 3–23 are differential Riccati equations (DRE). Equations Eqs. 3–22-

3–24 must be solved simultaneously to yield a control strategy for the leader and follower.

The solutions to the DRE gains K(t) and P (t) correspond to uF (t) and uL(t) respectively,

while S(t) constrains the trajectory of K(t) and P (t). From the DRE in Eq. 3–23, four

simultaneous equations are generated as

0 = Ṗ11 − P11α1 − αT
1 P11 +N11 −Q11S11 (3–25)

0 = P11 +N12 −Q12S22 (3–26)

0 = P11 +NT
12 −QT

12S11 (3–27)

0 = Ṗ22 − P22M
−1Vm − V T

mM−1P22 +N22

−Q22S22 − P22M
−1R−1

11 M
−1K22 − P22M

−1R−1
22 M

−1P22. (3–28)

53



If P22(t) and K22(t) are selected as

P22 = K22 = M(q), (3–29)

then the skew symmetry properties in Assumption 2 can be applied to Eq. 3–28 to

determine that

−R−1
11 −R−1

22 +N22 −Q22S22 = 0, (3–30)

which implies that S22 is a constant matrix; therefore, P11 must also be a constant matrix

from Eq. 3–26. Four simultaneous equations are generated from the DRE in Eq. 3–22

0 = K̇11 −K11α1 − αT
1K11 +Q11 (3–31)

0 = K11 +Q12 (3–32)

0 = K11 +QT
12 (3–33)

0 = K̇22 −K22M
−1Vm − V T

mM−1K22 +Q22 (3–34)

−K22M
−1R−1

11 M
−1K22 −K22M

−1R−1
22 M

−1P22.

Substituting Eq. 3–29 into Eq. 3–34 yields

−R−1
11 −R−1

22 +Q22 = 0, (3–35)

which when combined with Eq. 3–30 yields

Q22(In×n + S22)−N22 = 0.

If N is chosen such that N22 = −Q22, then S22 is constrained to be

S22 = −2In×n. (3–36)
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From the Riccati equation given in Eq. 3–24 the following three simultaneous equations

are generated

0 = Ṡ11 − S11α1 + α1S11 (3–37)

0 = S11 − S22 (3–38)

0 = Ṡ22 +M−1VmS22 − S22M
−1R−1

11 M
−1K22

− S22M
−1R−1

22 M
−1P22 +M−1R−1

11 R21R
−1
11 K22

−M−1R−1
11 M

−1P22 − S22M
−1Vm. (3–39)

Substituting Eqs. 3–29 and 3–36 into Eq. 3–39 results in the constraint

R−1
11 + 2R−1

22 +R−1
11 R21R

−1
11 = 0. (3–40)

In addition, substituting Eq. 3–36 into Eq. 3–38 yields

S11 = −2In×n. (3–41)

It is evident from Eqs. 3–26, 3–27, 3–32, 3–33, 3–36, and 3–41 that the following relation-

ships can be established

K11 = −1

2

�
Q12 +QT

12

�
(3–42)

P11 = −1

2

�
N12 +NT

12

�
+ 2K11. (3–43)

Another constraint can be established by substituting Eqs. 3–31, 3–41, and 3–43 into Eq.

3–25 and reducing the equation as

0 = N11 +
1

2

��
N12 +NT

12

�
α1 + αT

1

�
N12 +NT

12

��
.

Substituting Eqs. 3–9, 3–19, and 3–29 into Eq. 3–13 yields a Stackelberg derived con-

troller given as

uF = −R−1
11 B

T
1 Kz = −R−1

11 e2. (3–44)
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The controller in Eq. 3–44 is subject to the leaders’s input, derived by substituting Eqs.

3–9, 3–20, and 3–29 into Eq. 3–16, given as

uL = −R−1
22 B

T
2 Pz = −R−1

22 e2. (3–45)

It is evident from Eqs. 3–35 and 3–40 that the gain matrices R−1
11 and R−1

22 are constrained

by

Q22 +R−1
22 +R−1

11 R21R
−1
11 = 0. (3–46)

In addition, the weights (Q,N) impose a penalty on the state vectors given in the cost

functions Eqs. 3–10 and 3–11 and are subject to the following constraints

0 = N22 +Q22 (3–47)

0 =
1

2

��
Q12 +QT

12

�
α1 + αT

1

�
Q12 +QT

12

��
+Q11 (3–48)

0 =
1

2

��
N12 +NT

12

�
α1 + αT

1

�
N12 +NT

12

��
+N11. (3–49)

Based on the open-loop Stackelberg strategy, the derived controller in Eq. 3–44 minimizes

the cost functional given by Eq. 3–10 and is subject to the leaders input in Eq. 3–45

that minimizes the cost functional given by Eq. 3–11. To demonstrate optimality of the

proposed controller, Hamiltonians were constructed in Eqs. 3–12 and 3–15, and an optimal

control problem was formulated. The costate variables in Eqs. 3–19-3–21 were assumed to

be solutions to the costate equations Eqs. 3–14, 3–17 and 3–18 and gain constraints were

developed. If all constraints in Eqs. 3–46-3–49 are satisfied then the assumed solutions in

Eqs. 3–19-3–21 satisfy Eqs. 3–12-3–18, and hence are optimal with respect to the residual

dynamics in Eq. 3–9.

Remark 3.1. Since the open-loop strategy for the leader is declared in advance for the

entire game, if the follower minimizes its cost function, then it obtains the follower Stack-

elberg strategy which is the optimal reaction to the declared leader strategy. A drawback

of any open-loop differential game approach is that, due to dynamic-inconsistency (also
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called time-inconsistency [122]), the open-loop strategy does not satisfy the principle of

optimality; i.e., if ut0
1 (x, t) has been found to be the open-loop strategy for the leader at

t = t0 and if after an interval of time [t0, t1] a re-evaluation of the Stackelberg strategy

is attempted it will, in general, be found that the resulting optimal Stackelberg strategy

ut0
1 (x, t) �= ut1

1 (x, t). The open-loop Stackelberg strategy concept assumes a commitment

by the leader to implement its announced strategy. This commitment is for the entire

game, and if the actual interval of the game was different, the committed strategy gener-

ally would not coincide with the Stackelberg strategy for the new interval, but the leader

would be obliged to use the non-optimal strategy (i.e., the game is subgame imperfect).

Existence and Uniqueness of Stackelberg Equilibrium Solution. The exis-

tence of unique Stackelberg equilibria was shown to be tied to the existence of solutions to

certain non-symmetric Riccati equations, which are difficult to solve. In [63] a connection

between solutions of a standard algebraic Riccati equation and a non-symmetric algebraic

Riccati equation were given. The subsequent theorem, given as Theorem 3 in [63], utilizes

the connection between the standard and non-symmetric Riccati equations to define

existence and uniqueness.

Theorem 3.1. If the convexity condition, given by

R11 ≥ 0, R22 > 0, Q ≥ 0,

R21 ≥ 0, N ≥ 0,

are satisfied and if there exists a stabilizing solution X to the non-symmetric algebraic

Riccati equation

0 = X




A 0

0 A



+




AT 0

0 AT



X +




Q 0

N −Q



−XGX (3–50)
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where

G �




B1 B2 0

0 0 B1









R11 0 0

0 R22 0

R21 0 R11





−1 



BT
1 0

0 BT
2

0 BT
1




,

then the unique Stackelberg exists and is given by




u∗
1

u∗
2



 = −




R−1

11 0 0

0 R−1
22 0









BT
1 0

0 BT
2

0 BT
1




Xz, (3–51)

where z is the solution of the closed-loop equation

ż =








A 0

0 A



−GX



 z, z (0) =




z0

0



 .

Proof. See Theorem 3 in [63].

Its interesting to note that Theorem 3-1 does not depend on the solution to the

Riccati equations, however given the existence of the stabilizing solution X to Eq. 3–50 at

least one stabilizing solution (K,P, S) of the algebraic Riccati equations given by

0 = KA+ ATK −KB1R
−1
11 B

T
1 K −KB2R

−1
22 B

T
2 P +QT (3–52)

0 = PA+ ATP − PB1R
−1
11 B

T
1 K − PB2R

−1
22 B

T
2 P +NT −QS (3–53)

0 = SA− AS − SB1R
−1
11 B

T
1 K − SB2R

−1
22 B

T
2 P

+B1

�
R−1

11

�T
R21R

−1
11 B

T
1 K − B1

�
R−1

11

�T
BT

1 P, (3–54)
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exists. This follows from fact that Im




In×n

X



 is Hst-invariant, where Im (·) denotes the

image operator, and Hst is the extended Hamiltonian defined as

Hst =





A −B1R
−1
11 B

T
1 −B2R

−1
22 B

T
2 0

−Q −AT 0 0

−N 0 −AT Q

0 −B1R
−T
11 R21R

−1
11 B

T
1 B1R

−1
11 B

T
1 A





,

and contains an n-dimensional Hst-invariant subspace of the form Im
�
In×n, ST , KT , P T

�T ,

which defines the desired solution of Eqs. 3–52-3–54 [63]. If a stabilizing solution exists

for the Riccati equations, imposing additional constraints such as: A is stable and every

eigenvalue in A is (Q,A) unobservable, then the solution is unique. However, according to

Chapter 2 of [123], satisfying the two constraints does not admit a stable solution to the

algebraic Riccati equation for the leader and the non-symmetric coupled Riccati equation

defined in Eq. 3–50.

3.4 RISE Feedback Control Development

In general, the bounded disturbance τd(t) and the nonlinear dynamics given in Eq.

3–6 are unknown, so the controller given in Eq. 3–7 can not be implemented. However,

if the control input contains some method to identify and cancel these effects, then z(t)

will converge to the state space model in Eq. 3–9 so that uL(t) and uF (t) minimizes their

respective performance index. In this section, a control input is developed that exploits

RISE feedback to identify the nonlinear effects and bounded disturbances to enable z(t) to

asymptotically converge to the state space model.

The control input is defined the same as 2–49 in Chapter 2, however for this deriva-

tion player 1 is the follower τ1 = τF and player 2 is denoted as the leader τ2 = τL . Using

the control inputs, the closed loop error system can be derived as

Mṙ = −1

2
Ṁr + Ñ +ND − e2 − (R−1

11 +R−1
22 )r − µ̇ (3–55)
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In Eq. 3–55, the unmeasurable auxiliary terms Ñ(q, q̇, q̈, e1, e2, r), ND (qd, q̇d, q̈d,
...
q d) ∈ Rn

are defined as

Ñ � −V̇me2 − Vmė2 −
1

2
Ṁr +

·
h̄+ α2Ṁe2 + α2Mė2 + e2 + (R−1

11 +R−1
22 )α2e2,

ND � ḟd + τ̇d.

Motivation for grouping terms into Ñ and ND comes from the subsequent stability

analysis and the fact that the Mean Value Theorem, Assumption 3-3, Assumption 3-4, and

Assumption 3-5 can be used to upper bound the auxiliary terms as

���Ñ(t)
��� ≤ ρ (�y�) �y� , (3–56)

�ND� ≤ ζ1,
���ṄD

��� ≤ ζ2, (3–57)

where y(e1, e2, r) ∈ R3n is defined as

y(t) � [eT1 eT2 rT ]T , (3–58)

the bounding function ρ(�y�) ∈ R is a positive globally invertible nondecreasing function,

and ζi ∈ R (i = 1, 2) denote known positive constants. Based on Eq. 3–55, the control

term µ(t) is designed as the generalized solution to

µ̇(t) � ksr(t) + β1sgn(e2), (3–59)

where ks, β1 ∈ R are positive constant control gains. The closed loop error systems for r(t)

can now be obtained by substituting Eq. 3–59 into Eq. 3–55 as

Mṙ = −1

2
Ṁr + Ñ +ND − e2 − (R−1

11 +R−1
22 )r − ksr − β1sgn(e2). (3–60)
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3.5 Stability Analysis

Lemma 3.1. Let O(e2, r, t) ∈ R denote the generalized solution to

Ȯ � −rT (ND − β1sgn(e2)) O (0) = β1

n�

i=1

|e2i(0)| − e2(0)
TND(0) (3–61)

where e2i (0) denotes the ith element of the vector e2 (0). Provided β1 is selected according

to the following sufficient condition:

β1 > ζ1 +
1

λmin (α2)
ζ2, (3–62)

where ζ1 and ζ2 are known positive constants defined in Eq. 3–57, then O(e2, r, t) ≥ 0.

Proof. See [111].

Theorem 3.2. The controller given by Eqs. 3–44, 3–45, and 3–59 ensures that all system

signals are bounded under closed-loop operation, and the tracking errors are semi-globally

asymptotically regulated in the sense that

�e1(t)� , �e2(t)� , �r(t)� → 0 as t → ∞ (3–63)

provided the control gain ks in Eq. 3–59 is selected sufficiently large based on the initial

conditions of the system, β1 in Eq. 3–59 is selected according to Eq. 3–62, and α1, α2 are

selected according to the sufficient conditions

λmin (α1) >
1

2
λmin (α2) > 1. (3–64)

Furthermore, uF (t) and uL (t) minimize Eqs. 3–10 and 3–11 subject to 3–9 provided the

gain constraints given in Eqs. 3–46-3–49 are satisfied.

Remark 3.2. The control gain α1 can not be arbitrarily selected, rather it is calculated

using a Lyapunov equation solver. Its value is determined based on the value of Q, N ,

R11, R21 and R22. Therefore Q, N , R11, R21 and R22 must be chosen such that Eq. 3–64 is

satisfied.
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Proof. Refer to Theorem 2-4 from Chapter 2.

Remark 3.3. Similar to LQR design, the state weights (Q,N) and input weight R are

designed to regulate the states and inputs to a desired behavior, respectively. The gain

constraints in Eqs. 3–46-3–49 provide a general framework for implementing the controller.

The weights Q and N penalize the state z(t) and can be chosen sufficiently large to yield

desirable tracking error while the the leader’s control input weight R22 can be chosen

sufficiently large to yield desirable controller bandwidth. The follower’s control input

weight R11 is then generated using the chosen gains Q, N , and R22 and the constraints in

Eqs. 3–46-3–49.

3.6 Simulation

To examine the performance of the Stackelberg-derived controller proposed in Eqs.

3–44, 3–45, and 3–59, a numerical simulation was performed. To illustrate the utility of

the technique a model is described by the Euler-Lagrange dynamics, defined in Chapter 2,

are considered. For the Stackelberg strategy, the follower input is τF = τ1 and the leader

input is τL = τ2. In this framework the inertial and Coriolis effects of the leader are seen

as a disturbance to the tracking objective of the follower. In both strategies, the objective

of both players is to track a desired trajectory given as

qd1 = qd2 = 60 sin(2t)
�
1− exp

�
−0.01t3

��
,

and the initial conditions were selected as

q1 (0) = q2 (0) = 14.3 deg

q̇1 (0) = q̇2 (0) = 28.6 deg/ sec .
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The weighting matrices for both controllers were chosen as

Q11 = diag {5, 5} Q12 = diag {−5,−5}

Q22 = diag {−5,−5} L12 = diag {−5,−5}

L22 = diag {5, 5} L11 = diag {5, 5} ,

which using the Stackelberg constraints given in Eqs. 3–46-3–48 yield the values Stackel-

berg gains R22, R11 and R21, as

R22 = diag

�
4

11
,
4

11

�
R11 = diag

�
1

15
,
1

15

�
,

R21 = diag

�
1

100
,

1

100

�
.

The control gains for RISE control element were selected as

α1 = diag {5, 5}

α2 = diag {15, 3.5}

β1 = diag {15, 10}

ks = diag {65, 25} .

The tracking errors and the control inputs for the RISE and optimal controller are

shown in Figure 3-1 and 3-2, respectively. To show that the RISE feedback identifies the

nonlinear effects and bounded disturbances, a plot of the difference is shown in Figure 3-3.

As this difference goes to zero, the dynamics in Eq. 3–1 converge to the state-space system

in Eq. 3–9, and the controller solves the two player differential game. In addition, Figure

3-4 shows the convergence of the cost functionals for each player.

3.7 Summary

In this chapter, a novel approach for the design of a Stackelberg-based controller was

proposed for a nonlinear Euler-Lagrange system subject to parametric uncertainty and

bounded disturbances. Stackelberg game methods are used to develop tracking controllers
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Figure 3-1. The simulated tracking errors for the RISE and Stackelberg optimal controller.
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Figure 3-2. The simulated torques for the RISE and Stackelberg optimal controller.
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Figure 3-4. Cost functionals for the leader and follower.
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that minimize cost functionals constrained by a residual uncertain nonlinear system

with multiple inputs. A Lyapunov-based stability analysis is used to prove semi-global

asymptotic tracking of the resulting controller. The inclusion of the RISE structure is an

enabling method to allow the analytical development of a controller that asymptotically

minimizes cost functionals in a Stackelberg game for the uncertain nonlinear continuous-

time Euler-Lagrange system. However, the contribution of the implicit learning RISE

structure is not included in the cost functional, yielding a (sub)optimal result.
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CHAPTER 4
APPROXIMATE TWO PLAYER ZERO-SUM GAME SOLUTION FOR AN

UNCERTAIN CONTINUOUS NONLINEAR SYSTEM

In recent work [102], an online approximate solution method is developed based on

an approximation of the HJB for the (one player) infinite horizon optimal control problem

of a continuous-time nonlinear systems with partially known dynamics. This approximate

optimal adaptive controller uses two adaptive structures, a critic to approximate for the

value (cost) function and an actor to approximate the control policy. In addition, a DNN

is used to robustly identify the system parameters. The two adaptive structures are tuned

simultaneously online to learn the solution of the HJB equation and the optimal policy.

This chapter generalizes the method given in [102] and solves the two player zero-sum

game problem for nonlinear continuous-time systems with partially known dynamics.

This chapter presents an optimal adaptive control method that converges online to the

solution to the two player differential game. The HJI approximation algorithm considers

a two actor and one critic NNs architecture, where the actor and critic use gradient and

least squares-based update laws, respectively, to minimize the Bellman error, which is

the difference between the exact and the approximate HJI equations. An DNN identifier

learns the system dynamics based on online gradient-based weight tuning laws, while

a RISE term robustly accounts for the function reconstruction errors, guaranteeing

asymptotic estimation of the state and the state derivative. The online estimation of

the state derivative allows the ACI architecture to be implemented without knowledge

of system drift dynamics. The parameter update laws tune the critic and actor neural

networks online and simultaneously to converge to the solution to the HJI equation and

the saddle point policies, while also guaranteeing closed-loop stability. These policies

guarantee UUB tracking error for the closed-loop system.
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4.1 Two Player Zero-Sum Differential Game

Consider the nonlinear time-invariant affine in the input dynamic system given by

ẋ = f (x) + g1 (x) u1 (x) + g2 (x) u2 (x) , (4–1)

y = h (x)

z =

�
yT uT

1

�T

where x (t) ∈ X ⊆ Rn is the state vector, u1 (x) , u2 (x) ∈ U ⊆ Rm are the control inputs,

and f (x) ∈ Rn, and g1 (x) , g2 (x) ∈ Rn×m are the drift, and input matrices, respectively.

Assume that f (x) and g1 (x) and g2 (x) are Lipschitz continuous and that f (0) = 0 so

that x = 0 is an equilibrium point for Eq. 4–1.

Bounded L2 Gain Problem. The objective of the bounded L2 gain control problem

is to design a control input policy u1 (x) such that

∞̂

0

�z�2 dτ ≡
∞̂

0

�
hTh+ u1Ru1

�
dτ ≤ γ2

∞̂

0

�u2�2 dτ,

for a given γ > 0; where R = RT > 0, for all u2 ∈ L2 [0,∞) when x (0) = 0. The H∞

control problem is interested in determining the smallest γ > 0 , known as γ∗, such that

the bounded L2 gain control problem has a solution [65]. This chapter is not interested

in the H∞ control objectives, rather it is assumed that γ is prescribed a priori such that

γ ≥ γ∗ ≥ 0. The value function [124] is given as

V (x, u1, u2) =

ˆ ∞

t

�
hTh+ uT

1Ru1 − γ2 ||u2||2
�
dτ,

where R = RT ∈ Rm×m is positive definite. A differential equivalent to the value function

is the nonlinear Lyapunov-like equation

0 = hTh+ uT
1Ru1 − γ2 ||u2||2 +∇V (f (x) + g1 (x) u1 (x) + g2 (x) u2 (x)) , (4–2)
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where ∇V � ∂V
∂x ∈ Rn×1 is the gradient of the value function. For admissible policies u1, a

solution V (x) ≥ 0 to Eq. 4–2 is the value for a given u2 ∈ L2 [0,∞).

Two Player Zero-Sum Game. For the two player zero-sum differential game, the

infinite-horizon scalar value or cost functional V (x (t) , u1, u2) associated with the control

policies {u1 = u1 (x (s)) ; s ≥ t} and {u2 = u2 (x (s)) ; s ≥ t} can be defined as

V (x) = min
u1

max
u2

ˆ ∞

t

r (x (s) , u1 (s) , u2 (s)) ds, (4–3)

where t is the initial time, and r (x, u1, u2) ∈ R is the local cost for the state, and controls,

defined as

r = Q (x) + uT
1Ru1 − γ2uT

2 u2. (4–4)

In this differential game, u1 (x) is the minimizing player, and u2 (x) is the maximizing

player. This two player optimal control problem has a unique solution if the Nash

condition holds

min
u1

max
u2

V (x (0) , u1, u2) = max
u2

min
u1

V (x (0) , u1, u2) .

The objective of the optimal control problem is to find feedback policies [41] (u∗
1 = u1 (x)

and u∗
2 = u2 (x)), such that the cost in Eq. 4–3 associated with the system in Eq. 4–1 is

minimized [114]. Assuming the value functional is continuously differentiable, Bellman’s

principle of optimality can be used to derive the following optimality condition

0 = min
u1

max
u2

[∇V (f (x) + g1 (x) u1 (x) + g2 (x) u2 (x)) + r (x, u1, u2)] , (4–5)

which is a nonlinear PDE, also called the HJI equation. Given a solution V ∗ (x) ≥ 0 to the

HJI, the local cost given in Eq. 4–4 can be used to form the algebraic expressions for the

optimal control and disturbance inputs from Eq. 4–5 as

u∗
1 = −1

2
R−1gT1 (x)∇V ∗ (4–6)

u∗
2 =

1

2γ2
gT2 (x)∇V ∗. (4–7)
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The closed form expression for the optimal control and disturbance in Eqs. 4–6 and 4–7,

respectively, obviates the need to search for a feedback policy that minimize the value

function; however, the solution V ∗(x) to the HJI equation given in Eq. 4–5 is required.

The HJI equation in Eq. 4–5, can be rewritten by substituting for the local cost in Eq.

4–4 and the optimal control policies in Eqs. 4–6 and 4–7, as

0 = Q (x) +∇V ∗f (x)− 1

4
∇V ∗g1 (x)R

−1gT1 (x)∇V ∗ (4–8)

+
1

4γ2
∇V ∗g2 (x) g

T
2 (x)∇V ∗ V ∗ (0) = 0.

Since the HJI equation is troublesome to solve in general, this chapter considers an

approximate solution. The HJI in Eq. 4–8 may have more than one nonnegative definite

solution. A nonnegative definite solution Va is such that there exists no other nonnegative

definite solution V such that Va (x) ≥ V (x) ≥ 0. In [41], the system is in Nash equilibrium

with a value given as Va (x (0)) and a saddle point equilibrium solution (u∗
1, u

∗
2) among

strategies in L2 [0,∞), if Va is smooth and a minimal solution to the HJI and the system

is zero state observable. Moreover, the closed-loop systems f (x) + g1u∗
1 + g2u∗

2 and

f (x) + g1u∗
1 are locally asymptotically stable. It is proven in [41], that the minimum

nonnegative definite solution to the HJI is the unique solution for which the closed-

loop system f (x) + g1u∗
1 + g2u∗

2 is asymptotically stable. In [65] it was shown that the

HJI equation has a local smooth solution V (x) if the system f (x) + g1u1 is locally

asymptotically stable and u1 (x) yields the L2 gain of Eq. 4–1 ≤ γ. From this it can be

shown that Va (x) is also the minimal nonnegative solution to the HJI. The work in [65]

also shows that for a given γ, where V (x) ≥ 0 is smooth and is the solution to Eq. 4–8

and the system in Eq. 4–1 is zero state observable, then the system in Eq. 4–1 has a L2

gain ≤ γ and the optimal control u∗
1 in Eq. 4–6 solves the L2 gain problem and yields the

equilibrium point locally asymptotically stable. Moreover, yielding the optimal control

as u∗
1 (t) ∈ L2 [0,∞). It is evident that both the L2 gain problem and the zero-sum game

problem are dependent on the solution to the HJI.
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Existence of solution to the HJI. While in general global solutions to the HJI in

Eq. 4–8 may not exist, a local existence proof was given in [65]. The work in [65] proposes

that for a given γ, if the system is zero state observable, and there exists a control policy

u1 (x) such that locally the system has a L2 gain ≤ γ and the system is asymptotically

stable, then there is a neighborhood Ωx ∈ Rn of the origin on which there exists a smooth

solution V (x) ≥ 0 to the HJI equation in Eq. 4–8. Furthermore, the control yields the L2

gain ≤ γ for all trajectories originating at the origin and remaining inside Ωx. Moreover,

if they do, they may not be smooth. For a discussion on viscosity solutions to the HJI,

see [55, 125].

4.2 HJI Approximation Algorithm

This chapter generalizes the ACI approximation architecture to solve the two player

zero-sum game for Eq. 4–8. The ACI architecture eliminates the need for exact model

knowledge and utilizes a DNN to robustly identify the system, a critic NN to approximate

the value function, and an actor NN to find a control policy which minimizes the value

functions. This section introduces the ACI architecture for the two player game, and

subsequent sections give details of the design for the two player zero-sum game solution.

The Hamiltonian H (x,∇V, u1, u2) of the system in Eq. 4–1 can be defined as

H = r +∇V Fu, (4–9)

where ∇V is the Jacobian of the value function V (x), Fu (x, u1, u2) � f (x)+ g1u1+ g2u2 ∈

Rn denotes the system dynamics, and r (x, u1, u2) � Q (x) + uT
1Ru1 − γ2uT

2 u2 denotes the

local cost. The optimal policy in Eq. 4–6 and the associated value function V ∗ (x) satisfy

the HJI equation

H (x,∇V ∗, u∗
1, u

∗
2) = r (x, u∗

1, u
∗
2) +∇V ∗Fu∗ = 0. (4–10)
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Replacing the optimal Jacobian ∇V ∗ and optimal control policy u∗
1 and disturbance input

u∗
2 by estimates ∇V̂ , û1, and û2 respectively, yields the approximate HJI equation

H
�
x,∇V̂ , û1, û2

�
= r (x, û1, û2) +∇V̂ Fû. (4–11)

It is evident that the approximate HJI in Eq. 4–11 is dependent on the complete knowl-

edge of the system. To overcome this limitation, an online system identifier replaces the

system dynamics which modifies the approximate HJI in Eq. 4–11,

H
�
x, x̂,∇V̂ , û1, û2

�
= r (x, û1, û2) +∇V̂ F̂û, (4–12)

where F̂û is an approximation of the system dynamics Fû. The error between the optimal

and approximate HJI equations in Eqs. 4–10 and 4–12, respectively, yields the Bellman

residual error δhjb
�
x, x̂, û1, û2,∇V̂

�
defined as

δhjb � H
�
x, x̂,∇V̂ , û1, û2

�
−H (x,∇V ∗, u∗

1, u
∗
2) . (4–13)

However since H (x,∇V ∗, u∗
1, u

∗
2) = 0 then the Bellman residual error can be defined in a

measurable form as

δhjb = H
�
x, x̂,∇V̂ , û1, û2

�
.

The objective is to update both û1 and û2 (actors) and V̂ (critic) simultaneously, based on

the minimization of the Bellman residual error δhjb. All together the actors û1 and û2, the

critic V̂ and the identifier F̂û constitute the ACI architecture. To facilitate the subsequent

analysis the following assumptions are given.

Assumption 4.1. Given a continuous function h : S → Rn, where S is a compact simply

connected set, there exists ideal weights W ,V such that the function can be represented by

a NN as

ĥ (x) = W Tσ
�
V Tx

�
+ ε (x) ,

where σ (·) is the nonlinear activation function and ε (x) is the function reconstruction

error.
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Assumption 4.2. The NN activation function σ (·) and their time derivative σ� (·) with

respect to its argument is bounded i.e. ||σ|| ≤ σ̄ and ||σ�|| ≤ σ̄�.

Assumption 4.3. The ideal NN weights are bounded by a known positive constant [126]

i.e. ||W || ≤ W̄ and ||V || ≤ V̄ .

Assumption 4.4. The NN function reconstruction errors are and its derivative is

bounded [126], i.e. ||ε|| ≤ ε̄ and ||ε�|| ≤ ε̄�.

4.3 System Identification

For the dynamics given in Eq. 4–1, the following assumptions about the system will

be utilized in the subsequent development.

Assumption 4.5. The input matrices g1 (x) and g2 (x) are known and bounded i.e.

�g1� ≤ ḡ1 and �g2� ≤ ḡ2 where ḡ1 and ḡ2 are known constants.

Assumption 4.6. The inputs u1 and u2 are bounded i.e. u1, u2 ∈ L∞.

Using Assumption 4-1, the nonlinear system in Eq. 4–1 can be represented using a

multi-layer NN as

ẋ = Fu (x, u1, u2) = W T
f σf

�
V T
f x

�
+ εf (x) + g1 (x) u1 + g2 (x) u2, (4–14)

where Wf ∈ RNf+1×n, Vf ∈ Rn×Nf are unknown ideal NN weight matrices with Nf

representing the neurons in the output layers. The activation function is given by σf =

σ
�
V T
f x

�
∈ RNf , and εf (x) ∈ Rn is the function reconstruction error in approximating

the function f (x). The proposed multi-layer dynamic neural network (MLDNN) used to

identify the system in Eq. 4–1 is

·
x̂ = F̂u (x, x̂, u1, u2) = Ŵ T

f σ̂f + g1 (x) u1 + g2 (x) u2 + µ, (4–15)

where x̂ (t) ∈ Rn is the state of the MLDNN, Ŵf ∈ RNf+1×n, V̂f ∈ Rn×Nf are the estimates

of the ideal weights of the NNs, and µ (t) ∈ Rn denotes the RISE feedback term defined as

µ � k (x̃ (t)− x̃ (0)) + ν, (4–16)
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where measurable identification error x̃ (t) ∈ Rn is defined as

x̃ � x− x̂, (4–17)

and ν (t) ∈ Rn is the generalized solution to

ν̇ = (kα + γf ) x̃+ β1sgn (x̃) , ν (0) = 0,

where k, α, γf β1 ∈ R are positive constant gains, and sgn (·) denotes a vector signum

function. The identification error dynamics are developed by taking the time derivative of

Eq. 4–17 and substituting for Eqs. 4–14 and 4–15 as

·
x̃ = F̃u (x, x̂, u1, u2) = W T

f σf − Ŵ T
f σ̂f + εf (x)− µ, (4–18)

where F̃u (x, x̂, u1, u2) = Fu (x, u1, u2)− F̂u (x, x̂, u1, u2) ∈ Rn. A filtered identification error

is defined as

r � ˙̃x+ αx̃. (4–19)

Taking the time derivative of Eq. 4–19 and using Eq. 4–18 yields

ṙ = W T
f σ

�
fV

T
f ẋ− ˙̂W T

f σ̂f − Ŵ T
f σ̂

�
f
˙̂V T
f x̂− Ŵ T

f σ̂
�
f V̂

T
f
˙̂x+ ε̇f (x)− kr − γf x̃− β1sgn(x̃) + α ˙̃x.

(4–20)

The weight update laws for the DNN in Eq. 4–15 are developed based on the subsequent

stability analysis as

˙̂Wf = proj(Γwf σ̂
�
f V̂

T
f
˙̂xx̃T ), ˙̂Vf = proj(Γvf

˙̂xx̃T Ŵ T
f σ̂

�
f ), (4–21)

where proj(·) is a smooth projection operator [127], [128], and Γwf ∈ RLf+1×Lf+1, Γvf ∈

Rn×n are positive constant adaptation gain matrices. Adding and subtracting 1
2W

T
f σ̂

�
f V̂

T
f
˙̂x+

1
2Ŵ

T
f σ̂

�
fV

T
f
˙̂x, and grouping similar terms, the expression in Eq. 4–20 can be rewritten as

ṙ = Ñ +NB1 + N̂B2 − kr − γf x̃− β1sgn(x̃), (4–22)
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where the auxiliary signals, Ñ(x, x̃, r, Ŵf , V̂f , t), NB1(x, x̂, Ŵf , V̂f , t), and N̂B2(x̂, ˙̂x, Ŵf , V̂f , t) ∈

Rn in Eq. 4–22 are defined as

Ñ � α ˙̃x− ˙̂W T
f σ̂f − Ŵ T

f σ̂
�
f
˙̂V T
f x̂+

1

2
W T

f σ̂
�
f V̂

T
f
˙̃x+

1

2
Ŵ T

f σ̂
�
fV

T
f
˙̃x, (4–23)

NB1 � W T
f σ

�
fV

T
f ẋ− 1

2
W T

f σ̂
�
f V̂

T
f ẋ− 1

2
Ŵ T

f σ̂
�
fV

T
f ẋ+ ε̇f (x), (4–24)

N̂B2 �
1

2
W̃ T

f σ̂
�
f V̂

T
f
˙̂x+

1

2
Ŵ T

f σ̂
�
f Ṽ

T
f
˙̂x. (4–25)

To facilitate the subsequent stability analysis, an auxiliary term NB2(x̂, ẋ, Ŵf , V̂f , t) ∈ Rn

is defined by replacing ˙̂x(t) in N̂B2(·) by ẋ(t), and ÑB2(x̂, ˙̃x, Ŵf , V̂f , t) � N̂B2(·) − NB2(·).

The terms NB1(·) and NB2(·) are grouped as NB � NB1 + NB2. Using Assumptions

4-2, 4-3, 4-4, and 4-6, Eqs. 4–19 and 4–21, 4–24 and 4–25 the following bounds can be

obtained

���Ñ
��� ≤ ρ1(�z�) �z� , (4–26)

�NB1� ≤ ζ1, �NB2� ≤ ζ2,
���ṄB

��� ≤ ζ3 + ζ4ρ2(�z�) �z� , (4–27)

��� ˙̃xT ÑB2

��� ≤ ζ5 �x̃�2 + ζ6 �r�2 , (4–28)

where z �
�
x̃T rT

�T ∈ R2n, ρ1(·), ρ2(·) ∈ R are positive, globally invertible, non-decreasing

functions, and ζi ∈ R, i = 1, ..., 6 are computable positive constants. To facilitate the

subsequent stability analysis, let D ⊂ R2n+2 be a domain containing y(t) = 0, where

y(t) ∈ R2n+2 is defined as

y �
�
x̃T rT

√
P

�
Qf

�
T , (4–29)

where the auxiliary function P (t) ∈ R is the generalized solution to the differential

equation [129]

Ṗ = −L, P (0) = β1

n�

i=1

|x̃i(0)| − x̃T (0)NB(0), (4–30)
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where the auxiliary function L(t) ∈ R is defined as

L � rT (NB1 − β1sgn(x̃)) + ˙̃xTNB2 − β2ρ2(�z�) �z� �x̃� , (4–31)

where β1, β2 ∈ R are chosen according to the following sufficient conditions, such that

P (t) ≥ 0

β1 > max(ζ1 + ζ2, ζ1 +
ζ3
α
), β2 > ζ4. (4–32)

The auxiliary function Qf (W̃f , Ṽf ) ∈ R in Eq. 4–29 is defined as

Qf � 1

4
α
�
tr(W̃ T

f Γ
−1
wfW̃f ) + tr(Ṽ T

f Γ−1
vf Ṽf )

�
,

where tr(·) denotes the trace of a matrix.

Theorem 4.1. For the system in Eq. 4–1, the identifier developed in Eq. 4–15 along with

its weight update laws in Eq. 4–21 ensures asymptotic identification of the state and its

derivative, in the sense that

lim
t→∞

�x̃(t)� = 0 and lim
t→∞

�� ˙̃x(t)
�� = 0,

provided Assumptions 4-4 through 4-6 hold, and the control gains k and γf are chosen

sufficiently large based on the initial conditions of the states1 , and satisfy the following

sufficient conditions

αγf > ζ5, k > ζ6, (4–33)

where ζ5 and ζ6 are introduced in Eq. 4–28, and β1, β2 introduced in Eq. 4–31, are chosen

according to the sufficient conditions in Eq. 4–32.

1 See subsequent stability analysis.
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Proof. Let VI(y) : D → R be a Lipschitz continuous regular positive definite function

defined as

VI �
1

2
rT r +

1

2
γf x̃

T x̃+ P +Qf , (4–34)

which satisfies the following inequalities:

U1(y) ≤ VI(y) ≤ U2(y), (4–35)

where U1(y), U2(y) ∈ R are continuous positive definite functions defined as

U1 �
1

2
min(1, γf ) �y�2 U2 � max(1, γf ) �y�2 .

From Eqs. 4–18, 4–21, 4–22, and 4–30, the differential equations of the closed-loop

system are continuous except in the set {y|x̃ = 0}. Using Filippov’s differential inclusion

[116, 118], the existence of solutions can be established for ẏ = f(y), where f(y) ∈

R2n+2 denotes the right-hand side of the the closed-loop error signals. Under Filippov’s

framework, a generalized Lyapunov stability theory can be used ( [119–121] for further

details) to establish strong stability of the closed-loop system. The generalized time

derivative of Eq. 4–34 exists almost everywhere (a.e.), and V̇I(y) ∈a.e. ˙̃VI(y) where

˙̃VI =
�

ξ∈∂VI(y)

ξTK

�
ṙT ˙̃xT 1

2
P− 1

2 Ṗ
1

2
Q− 1

2 Q̇

�T
,

where ∂VI is the generalized gradient of VI [119], and K[·] is defined as [120,121]

K[f ](y) �
�

δ>0

�

µM=0

cof(B(y, δ)−M),

where
�

µM=0
denotes the intersection of all sets M of Lebesgue measure zero, co denotes

convex closure, and B(y, δ) = {x ∈ R2n+2| �y − x� < δ}. Since VI (y) is a Lipschitz
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continuous regular function,

˙̃VI = ∇V T
I K

�
ṙT ˙̃xT 1

2
P− 1

2 Ṗ
1

2
Q− 1

2 Q̇

�T

=
�
rT γf x̃

T 2P
1
2 2Q

1
2

�
K

�
ṙT ˙̃xT 1

2
P− 1

2 Ṗ
1

2
Q− 1

2 Q̇

�T
.

Using the calculus for K[·] from [121], and substituting the dynamics from Eqs. 4–22 and

4–30, yields

˙̃VI ⊂ rT (Ñ +NB1 + N̂B2 − kr − β1K[sgn(x̃)]− γf x̃) + γf x̃
T (r − αx̃)− rT (NB1 − β1K[sgn(x̃)])

− ˙̃xTNB2 + β2ρ2(�z�) �z� �x̃� −
1

2
α
�
tr(W̃ T

f Γ
−1
wf

˙̂Wf ) + tr(Ṽ T
f Γ−1

vf
˙̂Vf )

�
.

= −αγf x̃
T x̃− krT r + rT Ñ +

1

2
αx̃T W̃ T

f σ̂
�
f V̂

T
f
˙̂x+

1

2
αx̃T Ŵ T

f σ̂
�
f Ṽ

T
f
˙̂x+ ˙̃xT (N̂B2 −NB2)

+ β2ρ2(�z�) �z� �x̃� −
1

2
αtr(W̃ T

f σ̂
�
f V̂

T
f
˙̂xx̃T )− 1

2
αtr(Ṽ T

f
˙̂xx̃T Ŵ T

f σ̂
�
f ), (4–36)

where Eq. 4–21 and the fact that (rT − rT )iSGN(x̃i) = 0 is used (the subscript i denotes

the ith element), where K[sgn(x̃)] = SGN(x̃) [121], such that SGN(x̃i) = 1 if x̃i > 0,

[−1, 1] if x̃i = 0, and −1 if x̃i < 0. Canceling common terms, substituting for k � k1 + k2

and γf � γ1 + γ2, using Eqs. 4–26, 4–28, and completing the squares, the expression in Eq.

4–36 can be upper bounded as

˙̃VI ≤ −(αγ1 − ζ5) �x̃�2 − (k1 − ζ6) �r�2 +
ρ1(�z�)2

4k2
�z�2 + β2

2ρ2(�z�)2

4αγ2
�z�2 . (4–37)

Provided the sufficient conditions in Eq. 4–33 are satisfied, the expression in Eq. 4–37 can

be rewritten as

˙̃VI ≤ −λ �z�2 + ρ(�z�)2

4η
�z�2

≤ −U(y) ∀y ∈ D, (4–38)

where λ � min{αγ1 − ζ5, k1 − ζ6}, ρ(�z�)2 � ρ1(�z�)2 + ρ2(�z�)2, η � min{k2, αγ2
β2
2
}, and

U(y) = c �z�2 , for some positive constant c, is a continuous, positive semi-definite function
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defined on the domain

D �
�
y(t) ∈ R2n+2 | �y� ≤ ρ−1

�
2
�
λη

��
.

The size of the domain D can be increased by increasing the gains k and γ. The result in

Eq. 4–38 indicates that V̇I(y) ≤ −U(y) ∀ V̇I(y) ∈a.e. ˙̃VI(y) ∀y ∈ D. The inequalities in

Eqs. 4–35 and 4–38 can be used to show that VI(y) ∈ L∞ in D; hence, x̃(t), r(t) ∈ L∞ in

D. Using Eq. 4–19, standard linear analysis can be used to show that ˙̃x(t) ∈ L∞ in D, and

since ẋ(t) ∈ L∞, ˙̂x(t) ∈ L∞ in D. Since Ŵf (t) ∈ L∞ from the use of projection in Eq.

4–21, σ̂f (t) ∈ L∞ from Assumption 4-6, and u(t) ∈ L∞ from Assumption 4-2, µ(t) ∈ L∞

in D from Eq. 4–15. Using the above bounds and the fact that σ̂�
f (t), ε̇f (t) ∈ L∞, it can be

shown from Eq. 4–20 that ṙ(t) ∈ L∞ in D. Since x̃(t),r(t) ∈ L∞, the definition of U(y) can

be used to show that it is uniformly continuous in D. Let S ⊂ D denote a set defined as

S �
�
y(t)⊂ D | U2(y(t)) <

1

2

�
ρ−1

�
2
�

λη
��2

�
. (4–39)

The region of attraction in Eq. 4–39 can be made arbitrarily large to include any initial

conditions by increasing the control gain η (i.e. a semi-global type of stability result), and

hence

c �z�2 → 0 as t → ∞ ∀y(0) ∈ S,

and using the definition of z(t) the following result can be shown

�x̃(t)� ,
�� ˙̃x(t)

�� , �r� → 0 as t → ∞ ∀y(0) ∈ S.
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4.4 Actor-Critic Design

Using Assumption 4-1 and Eq. 4–6, the optimal value function and the optimal

controls can be represented by NNs as

V ∗(x) = W Tφ(x) + ε(x), u∗
1(x) = −1

2
R−1gT1 (x)

�
φ�(x)TW + ε�(x)

�
, (4–40)

u∗
2(x) =

1

2γ2
gT2 (x)

�
φ�(x)TW + ε�(x)

�
,

where W ∈ RN is the unknown ideal NN weight, N is the number of neurons, φ(x) =

[φ1(x) φ2(x). . . φN(x)]T ∈ RN are smooth NN activation functions, such that φi(0) = 0

and φ�
i(0) = 0 i = 1...N , where φ� (·) denotes the first time derivative of the activation

functions, and ε(·) ∈ R is the function reconstruction errors.

Assumption 4.7. The NN activation function {φj(x) : j = 1...N} are chosen such that

as N → ∞, φ(x) provides a complete independent basis for V ∗(x).

Using Assumption 4-7 and Weierstrass higher-order approximation theorem, both

V ∗(x) and ∇V ∗ can be uniformly approximated by NNs in Eq. 4–40, i.e. as N → ∞,

the approximation errors ε(x), ε�(x)→ 0, respectively. The critic V̂ (x) and the actor û(x)

approximate the optimal value function and the optimal controls in Eq. 4–40, and are

given as

V̂ (x) = Ŵ T
c φ(x), û1 (x) = −1

2
R−1gT1 (x)φ

�(x)T Ŵ1a (4–41)

û2 (x) =
1

2γ2
gT2 (x)φ

�(x)T Ŵ2a,

where Ŵc(t) ∈ RN and Ŵ1a(t), Ŵ2a(t) ∈ RN are estimates of the ideal weights of the

critic and actor NNs, respectively. The weight estimation errors for the critic and actor are

defined as W̃c(t) � W − Ŵc(t) and W̃ia(t) � W − Ŵia(t), for i = 1, 2 respectively. The

actor and critic NN weights are both updated based on the minimization of the Bellman

error δhjb(·) in Eq. 4–12, which can be rewritten by substituting V̂ from Eq. 4–41 as

δhjb = Ŵ T
c φ

�F̂û + r(x, û1, û2) = Ŵ T
c ω + r(x, û1, û2), (4–42)
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where ω(x, û1, û2, t) � φ�F̂û ∈ RN is the critic NN regressor vector.

Least Squares Update for the Critic. Consider the integral squared Bellman

error Ec(Ŵc (t) , t)

Ec =

tˆ
0

δ2hjb(τ)dτ. (4–43)

The LS update law for the critic Ŵc(t) is generated by minimizing the total prediction

error in Eq. 4–43

∂Ec

∂Ŵc

= 2

tˆ
0

δhjb(τ)
∂δhjb(τ)

∂Ŵc(τ)
dτ = 0

= Ŵ T
c (t)

tˆ
0

ω(τ)ω(τ)T dτ +

tˆ
0

ω(τ)T r(τ) dτ = 0

Ŵc(t) = −




tˆ

0

ω(τ)ω(τ)T dτ




−1 tˆ

0

ω(τ)r(τ) dτ,

which gives the LS estimate of the critic weights, provided the inverse
�´ t

0 ω(τ)ω(τ)
T dτ

�−1

exists. The recursive formulation of the normalized LS algorithm [130] gives the update

laws for the critic weight as

˙̂Wc = −ηcΓc
ω

1 + νωTΓcω
δhjb, (4–44)

where ν, ηc ∈ R are constant positive gains and Γc(t) �
�´ t

0 ω(τ)ω(τ)
T dτ

�−1
∈ RN×N is a

symmetric estimation gain matrix generated by

Γ̇c = −ηcΓc
ωωT

1 + νωTΓcω
Γc; Γc(t

+
r ) = Γc(0) = ϕ0I, (4–45)

where t+r is the resetting time at which λmin {Γc(t)} ≤ϕ1, and ϕ0 > ϕ1 > 0. The

covariance resetting ensures that Γc(t) is positive-definite for all time and prevents

arbitrarily small values in some directions, making adaptation in those directions very slow

(also called the covariance wind-up problem) [130]. From Eq. 4–45 it is clear that Γ̇c ≤ 0 ,
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which means that the covariance matrix Γc (t) can be bounded as follows

ϕ1I ≤ Γc ≤ ϕ0I (4–46)

Gradient Update for the Actor. The actor update, like the critic update in

Section 4.4, is based on the minimization of the Bellman error δhjb(·). However, unlike the

critic weights, the actor weights appear nonlinearly in δhjb(·), making it problematic to

develop a LS update law. Hence, a gradient update law is developed for the actor which

minimizes the squared Bellman error Ea(t) � δ2hjb, whose gradients are given as

∂Ea

∂Ŵ1a

= (Ŵ1a − Ŵc)
Tφ�G1 (φ

�)T δhjb, (4–47)

∂Ea

∂Ŵ2a

= −(Ŵ2a + Ŵc)
Tφ�G2 (φ

�)T δhjb, (4–48)

where G1 � g1R−1gT1 ∈ Rn×n and G2 � γ−2g2gT2 ∈ Rn×n are symmetric matrices. Using

Eq. 4–47, the actors NNs are updated as

·
Ŵ 1a = proj

�
−Γ11a√
1 + ωTω

φ�G1 (φ
�)T (Ŵ1a − Ŵc)δhjb − Γ12a(Ŵ1a − Ŵc)

�
, (4–49)

·
Ŵ 2a = proj

�
−Γ21a√
1 + ωTω

φ�G2 (φ
�)T (Ŵ2a + Ŵc)δhjb − Γ22a(Ŵ2a − Ŵc)

�
, (4–50)

where Γi1a,Γi2a ∈ R for i = 1, 2 are positive adaptation gains, and proj{·} is a projection

operator used to bound the weight estimates [127], [128]. Using the Assumption 4-3

and the projection algorithm in Eq. 4–49, the actor NN weight estimation error can be

bounded as
���W̃1a

��� ≤ κ1,
���W̃2a

��� ≤ κ2, (4–51)

where κ1, κ2 ∈ R is some positive constant. The first term in Eq. 4–49 is normalized

and the last term is added as feedback for stability (based on the subsequent stability

analysis).
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4.5 Stability Analysis

The dynamics of the critic weight estimation error W̃c(t) can be developed using Eqs.

4–9-4–12, 4–42 and 4–44, as

·
W̃ c = ηcΓc

ω

1 + νωTΓcω

�
−W̃ T

c ω −W Tφ�F̃û +−ε�Fu∗ + ûT
1Rû1 − u∗T

1 Ru∗
1 (4–52)

+W Tφ� (g1(û1 − u∗
1) + g2(û2 − u∗

2))− γ2ûT
2 û2 + γ2u∗T

2 u∗
2

�
.

Substituting for (u∗
1(x), u

∗
2(x)) and (û1(x), û2(x)) from Eqs. 4–40 and 4–41, respectively, in

Eq. 4–52 yields

·
W̃ c = −ηcΓcψψ

T W̃c + ηcΓc
ω

1 + νωTΓcω

�
−W Tφ�F̃û +

1

4
W̃ T

1aφ
�G1φ

�T W̃1a (4–53)

+
1

4
W̃ T

2aφ
�G2φ

�T W̃2a −
1

4
ε� (G1 −G2) ε

�T − ε�Fu∗

�
,

where ψ(t) � ω(t)√
1+νω(t)TΓc(t)ω(t)

∈ RN is the normalized critic regressor vector, bounded as

�ψ� ≤ 1
√
νϕ1

, (4–54)

where ϕ1 is introduced in Eq. 4–46. The error systems in Eq. 4–53 can be represented as

the following perturbed systems

·
W̃ c = Ω+∆, (4–55)

where Ω(W̃c, t) � −ηcΓcψψT W̃c ∈ RN , denotes the nominal system, and

∆(t) � ηcΓcω

1 + νωTΓcω

�
−W Tφ�F̃û +

1

4
W̃ T

1aφ
�G1φ

�T W̃1a

+
1

4
W̃ T

2aφ
�G2φ

�T W̃2a −
1

4
ε� (G1 −G2) ε

�T − ε�Fu∗

�
,

denotes the perturbations. Using Theorem 2.5.1 in [130], it can be shown that the nominal

systems
·
W̃ c = −ηcΓcψψ

T W̃c, (4–56)
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are exponentially stable, if the bounded signals ψ is PE, i.e.

µ2I ≥
t0+δˆ
t0

ψ(τ)ψ(τ)Tdτ ≥ µ1I ∀t0 ≥ 0,

where µ1, µ2, δ ∈ R are some positive constants. Since Ω(W̃c, t) is continuously differen-

tiable and the Jacobian ∂Ω
∂W̃c

= −ηcΓcψψT is bounded for the exponentially stable system

Eq. 4–56 the converse Lyapunov Theorem 4.14 in [131] can be used to show that there

exists a function Vc : RN × [0, ∞) → R, which satisfies the following inequalities

c1
���W̃c

���
2
≤ Vc(W̃c, t) ≤ c2

���W̃c

���
2

∂Vc

∂t
+

∂Vc

∂W̃c

Ω(W̃c, t) ≤ −c3
���W̃c

���
2

(4–57)
����
∂Vc

∂W̃c

���� ≤ c4
���W̃c

��� ,

for some positive constants c1, c2, c3, c4 ∈ R for i = 1, 2. Using Assumptions 4-1 through

4-3, and 4-5 through 4-7, the projection bounds in Eq. 4–49, the fact that Fu∗ ∈ L∞ (since

(u∗
1(x), u

∗
2(x)) is stabilizing), and provided the conditions of Theorem 4-1 hold (required

to prove that F̃û ∈ L∞), the following bounds are developed to facilitate the subsequent

stability proof

���W̃1a

��� ≤ κ1

���W̃2a

��� ≤ κ2, (4–58)
����W̃

T
1aφ

�G1φ
�T W̃1a +

1

4
W̃ T

2aφ
�G2φ

�T W̃2a

���� ≤ κ3a,
����−W Tφ�F̃û −

1

4
ε� (G1 −G2) ε

�T − ε�Fu∗

���� ≤ κ3b,
����
1

2

�
W Tφ� + ε�

� �
(G1 +G2) ε

�T +G1φ
�T W̃1a +G2φ

�T W̃2a

����� ≤ κ4,

���φ�G1φ
�T
��� ≤ κ5

���φ�G2φ
�T
��� ≤ κ6,

where κ3 � κ3a + κ3b and κj ∈ R for j = 1, . . . , 6 are computable positive constants.

Theorem 4.2. If Assumptions 4-1 through 4-7 hold, the regressors ψ(t) � ω√
1+ωTΓcω

is PE, and provided Eq. 4–32, Eq. 4–33 and the following sufficient gain conditions are
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satisfied

c3 > Γ11aκ1κ5 + Γ21aκ2κ6, Γ22a >
κ6

4
,

where Γ11a, Γ21a, Γ22a, c3, κ1, κ2, κ5 and κ6 are introduced in Eqs. 4–49, 4–57, and 4–58,

then the controller in Eq. 4–41, the actor-critic weight update laws in Eqs. 4–44-4–45 and

4–49, and the identifier in Eqs. 4–15 and 4–21, guarantee that the state of the system x(t),

and the actor-critic weight estimation errors W̃1a(t), W̃2a(t) and W̃c(t) are UUB.

Proof. To investigate the stability of the the system Eq. 4–1 with control (û1, û2), and

the perturbed system Eq. 4–55, consider VL : X × RN × RN × RN × [0,∞) → R as the

continuously differentiable, positive-definite Lyapunov function candidate, given as

VL(x, W̃c, W̃1a, W̃2a, t) � V ∗(x) + Vc(W̃c, t) +
1

2
W̃ T

1aW̃1a +
1

2
W̃ T

2aW̃2a,

where V ∗(x) (the optimal value function for Eq. 4–1), is the Lyapunov function for Eq.

4–1, and Vc(W̃c, t) is the Lyapunov function for the exponentially stable system in Eq.

4–56. Since V ∗(x) are continuously differentiable and positive-definite from Eq. 4–3,

from Lemma 4.3 in [131], there exist class K functions α1 and α2 defined on [0, r], where

Br ⊂ X , such that

α1(�x�) ≤ V ∗(x) ≤ α2(�x�) ∀x ∈ Br. (4–59)

Using Eqs. 4–57 and 4–59, VL(x, W̃1a, W̃2a, t) can be bounded as

α1(�x�) + c1
���W̃c

���
2
+

1

2

����W̃1a

���
2
+
���W̃2a

���
2
�

≤ VL,

α2(�x�) + c2
���W̃c

���
2
+

1

2

����W̃1a

���
2
+
���W̃2a

���
2
�

≥ VL

which can be written as

α3(�w�) ≤ VL(x, W̃1a, W̃2a, t) ≤ α4(�w�) ∀w ∈ Bs,

where w(t) � [x(t)T W̃c(t)T W̃1a(t)T W̃2a(t)T ]T ∈ Rn+3N , α3 and α4 are class K functions

defined on [0, s], where Bs ⊂ X × RN × RN × RN . Taking the time derivative of VL(·)
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yields

V̇L = ∇V ∗ (f + g1û1 + g2û2) +
∂Vc

∂t
+

∂Vc

∂W̃c

Ω +
∂Vc

∂W̃c

∆ (4–60)

−W̃ T
1a

˙̂W1a − W̃ T
2a

˙̂W2a,

where the time derivative of V ∗(·) is taken along the the trajectories of the system Eq.

5–16 with control inputs (û1(·), û2(·)) and the time derivative of Vc(·) is taken along the

along the trajectories of the perturbed system Eq. 4–55. Using the HJI equation Eq. 4–10,

∇V ∗f = −∇V ∗ (g1u∗
1 + g2u∗

2)−Q(x)−u∗T
1 Ru∗

1+ γ2u∗T
2 u∗

2. Substituting for the ∇V ∗f terms

in Eq. 4–60, using the fact that ∇V ∗g1 = −2u∗T
1 R and ∇V ∗g2 = 2γ2u∗T

2 from Eqs. 4–6

and 4–7, and using Eqs. 4–49 and 4–57, 4–60 can be upper bounded as

V̇L ≤ −Q− u∗T
1 Ru∗

1 + γu∗T
2 u∗

2 − c3
���W̃c

���
2

(4–61)

+ c4
���W̃c

��� �∆�+ 2u∗T
1 R(u∗

1 − û1)− 2γ2u∗T
2 (u∗

2 − û2)

+ W̃ T
1a

�
Γ11a√
1 + ωTω

φ�G1 (φ
�)T (Ŵ1a − Ŵc)δhjb + Γ12a(Ŵ1a − Ŵc)

�

+ W̃ T
2a

�
Γ21a√
1 + ωTω

φ�G2 (φ
�)T (Ŵ2a + Ŵc)δhjb + Γ22a(Ŵ2a − Ŵc)

�
.
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Substituting for u∗, û, δhjb, and ∆ using Eqs. 4–6, 4–7, 4–41, 4–52, and 4–55, respectively,

and using Eqs. 4–46 and 4–54 in Eq. 4–61, yields

V̇L ≤ −Q− c3
���W̃c

���
2
−

�
Γ22a −

1

4

���φ�G2φ
�T
���
����W̃2a

���
2
− Γ12a

���W̃1a

���
2

(4–62)

+
1

2

�
W Tφ� + ε�

� �
(G1 +G2) ε

�T +G1φ
�T W̃1a +G2φ

�T W̃2a

�

+ c4
ηcϕ0

2
√
νϕ1

����−W Tφ�F̃û +
1

4
W̃ T

1aφ
�G1φ

�T W̃1a +
1

4
W̃ T

2aφ
�G2φ

�T W̃2a

−1

4
ε� (G1 −G2) ε

�T − ε�Fu∗

����
���W̃c

���

+
Γ11a√
1 + ωTω

W̃ T
1aφ

�G1φ
�T (W̃1c − W̃1a)

�
−W̃ T

c ω −W Tφ�F̃û

+
1

4
W̃ T

1aφ
�G1φ

�T W̃1a +
1

4
W̃ T

2aφ
�G2φ

�T W̃2a −
1

4
ε� (G1 −G2) ε

�T − ε�Fu∗

�

+
Γ21a√
1 + ωTω

W̃ T
2aφ

�G2φ
�T (−W̃c − W̃2a + 2W )

�
−W̃ T

c ω −W Tφ�F̃û

+
1

4
W̃ T

1aφ
�G1φ

�T W̃1a +
1

4
W̃ T

2aφ
�G2φ

�T W̃2a −
1

4
ε� (G1 −G2) ε

�T − ε�Fu∗

�

+
�
Γ12a

���W̃1a

���+ Γ22a

���W̃2a

���
����W̃c

��� .

Using the bounds developed in Eq. 4–58 and Assumption 4-3, Eq. 4–62 can be further

upper bounded as

V̇L ≤ −Q− (c3 − Γ11aκ1κ5 − Γ21aκ2κ6)
���W̃c

���
2
− Γ12a

���W̃1a

���
2

−
�
Γ22a −

1

4
κ6

����W̃2a

���
2
+Ψ

���W̃c

���

+ Γ11aκ
2
1κ5κ3 + Γ21a

�
κ2
1 + 2W̄

�
κ6κ3 + κ4,

where

Ψ � c4ηcϕ0

2
√
νϕ1

κ3 + (Γ11aκ1κ5 + Γ21aκ2κ6)κ3 + Γ11aκ
2
1κ5

+Γ21a

�
κ1 + 2W̄

�
κ1κ5 + Γ12aκ1 + Γ22aκ2.
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Provided c3 > Γ11aκ1κ5 + Γ21aκ2κ6 and 4Γ22a > κ6, and completing the square yields

V̇L ≤ −Q− (1− θ1)(c3 − Γ11aκ1κ5 − Γ21aκ2κ6)
���W̃c

���
2

(4–63)

− Γ12a

���W̃1a

���
2
−

�
Γ22a −

1

4
κ6

����W̃2a

���
2

+
Ψ2

4θ1(c3 − Γ11aκ1κ5 − Γ21aκ2κ6)

+ Γ11aκ
2
1κ5κ3 + Γ21a

�
κ2
1 + 2W̄

�
κ6κ3 + κ4,

where θ1 ∈ (0, 1). Since Q(x) is positive definite, according to Lemma 4.3 in [131], there

exist class K functions α5 and α6 such that

α5(�w�) ≤ F (�w�) ≤ α6(�w�) ∀w ∈ Bs, (4–64)

where

F (�w�) = Q+ (1− θ1)(c3 − Γ11aκ1κ5 − Γ21aκ2κ6)
���W̃c

���
2

+

�
Γ22a −

1

4
κ6

����W̃2a

���
2
+ Γ12a

���W̃1a

���
2
.

Using Eq. 4–64, the expression in Eq. 4–63 can be further upper bounded as

V̇L ≤ −α5(�w�) + Λ

where

Λ =
Ψ2

4θ1(c3 − Γ11aκ1κ5 − Γ21aκ2κ6)
+ Γ11aκ

2
1κ5κ3 + Γ21a

�
κ2
1 + 2W̄

�
κ6κ3 + κ4,

which proves that V̇L(·) is negative whenever w(t) lies outside the compact set

Ωw �
�
w : �w� ≤ α−1

5 (Λ)
�
, and hence, �w(t)� is UUB, according to Theorem 4.18

in [131].

Remark 4.1. Since the actor, critic and identifier are continuously updated, the developed

RL algorithm can be compared to fully optimistic policy iteration (PI) in machine

learning literature [87], where policy evaluation and policy improvement are done after
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every state transition. This differs from traditional PI, where policy improvement is

done only after the convergence of each policy evaluation step. Convergence behavior of

optimistic PI is not fully understood, and by considering an adaptive control framework,

this result investigates the convergence and stability behavior of fully optimistic PI in

continuous-time. The requirement of PE condition in Theorem 4-2 is equivalent to the

exploration paradigm in RL which ensures sufficient sampling of the state space and

convergence to the optimal policy [2]. The theorem shows that the PE condition is

needed for proper identification of the value function. The theorem makes no mention of

finding the minimum non-negative definite solution to the HJI. However it does guarantee

convergence to a solution (u1, u2) such that the dynamics in Eq. 4–1 are stable. This is

only accomplished by the minimal non-negative definite HJI solution.

4.6 Convergence to Nash Solution

In addition to establishing convergence of the actor and critic weights, it is prudent

to also consider the convergence of the control strategies to the saddle point Nash equilib-

rium. The subsequent analysis demonstrates that the actor and critic NN approximations

converge to the approximate HJI equation in Eq. 3–15. It can also be shown that the

approximate controllers in Eq. 4–41 approximate the optimal solutions to the two player

Nash game for the dynamic system given in Eq. 4–1. To facilitate the subsequent analysis

the following assumption is made.

Assumption 4.8. For each set of admissible control policies, the HJI equation Eq. 4–8

has a locally smooth solution V (x) ≥ 0, ∀x ∈ Ωx, where Ωx is the set described in Section

4.1. On Ωx ⊆ Rn, f (·) is Lipschitz and bounded by �f� ≤ cf �x�, where cf ∈ R is a

positive constant.

Theorem 4.3. Given that the Assumptions and sufficient gain constraints in Theorem 4-2

hold, then the actor and critic NNs converge to the approximate HJI solution, in the sense

that the HJIs in Eq. 4–11 are UUB.
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Proof. Consider the approximate HJI in Eq. 5–13 and after substituting the approximate

control laws in Eq. 5–19 yields

H
�
x,∇V̂ , û1, û2

�
= rû +∇V̂ Fû

= Q (x) +
1

4
Ŵ T

1aφ
�G1φ

�T Ŵ1a −
1

4
Ŵ T

2aφ
�G2φ

�T Ŵ2a

+Ŵ T
c φ

�f (x)− 1

2
Ŵ T

c φ
�
�
G1φ

�T Ŵ1a −G2φ
�T Ŵ2a

�
.

After adding and subtracting
�
W Tφ� + ε�

�
f = −

�
W Tφ� + ε�

�
(g1u∗

1 + g2u∗
2) − Q(x) −

u∗T
1 Ru∗

1 + γ2u∗T
2 u∗

2 and substituting for the optimal control law in Eq. 5–18 as

H = −W̃ T
c φ

�
1f − ε�f +

1

4
Ŵ T

1aφ
�G1φ

�T Ŵ1a −
1

4
W Tφ�G1φ

�TW (4–65)

−1

4
Ŵ T

2aφ
�G2φ

�T Ŵ2a +
1

4
W Tφ�G2φ

�TW

−1

2
Ŵ T

c φ
�
�
G1φ

�T Ŵ1a −G2φ
�T Ŵ2a

�

+
1

2

�
W Tφ� + ε�

�
(G1 −G2)φ

�TW +
1

4
ε� (G1 −G2) ε

�T . (4–66)

Substituting the NN mismatch errors W̃c(t) � W − Ŵc(t) and W̃ia(t) � W − Ŵia(t), for

i = 1, 2 respectively into 4–65,

H = −W̃ T
c φ

�f (x)− ε�f +
1

4
W̃ T

1aφ
�G1φ

�T W̃1a +
1

4
ε� (G1 −G2) ε

�T (4–67)

−1

4
W̃ T

2aφ
�G2φ

�T W̃2a +
1

2
W̃ T

c φ
� (G1 −G2)φ

�TW

−1

2
W̃ T

c φ
�
�
G1φ

�T W̃1a −G2φ
�T W̃2a

�
+

1

2
ε� (G1 −G2)φ

�TW.

Using the bounds developed in Eq. 4–58, Assumption 4-2 through 4-4 and Assumption

4-8, Eq. 4–67 can be upper bounded as

�H� ≤
�
cf φ̄� �x�+ κ5

�
W̄ + κ1

�
+ κ6

�
W̄ + κ2

�� ���W̃c

���+ ε̄�cf �x� (4–68)

+κ5

���W̃1a

���
2
− κ6

���W̃2a

���
2
+ ε̄� �(G1 −G2)�

�
φ̄�W̄ + ε̄�

�
.

Using the Assumptions and Theorem 4-2, it is easy to see that all terms to the right of the

inequality are UUB, therefore the approximate HJI is also UUB.
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Theorem 4.4. Given that the Assumptions and sufficient gain constraints in Theorem

4-2 hold, the approximate control laws in Eq. 4–41 converge to the approximate Nash

equilibrium solution of the zero-sum game.

Proof. Consider the control errors (ũ1, ũ2) between the optimal control laws in Eqs. 4–6

and 4–7, and the approximate control laws in Eq. 4–41 given as

ũ1 � u∗
1 − û1, ũ2 � u∗

2 − û2.

Substituting for the optimal control laws in Eqs. 4–6 and 4–7, and the approximate

control laws in Eq. 4–41 and using W̃ia(t) � Wi − Ŵia(t) for i = 1, 2, yields

ũ1 = −1

2
R−1

11 g
T
1 φ

�
�
W̃1a + ε�

�
(4–69)

ũ2 =
1

2γ2
gT2 φ

�
�
W̃2a + ε�

�
.

Using Assumptions 4-1 through 4-4, Eq. 4–69 can be upper bounded as

�ũ1� ≤ 1

2
λmin

�
R−1

11

�
ḡ1φ̄�

����W̃1a

���+ ε̄�1
�

�ũ2� ≤ 1

2γ2
ḡ2φ̄�

����W̃2a

���+ ε̄�2
�
.

Given that the Assumptions and sufficient gain constraints in Theorem 4-2 hold, then

all terms to the right of the inequality are UUB, therefore the control errors (ũ1, ũ2) are

UUB and the approximate control laws (û1, û2) give the approximate Nash equilibrium

solution.

4.7 Simulation

The following nonlinear dynamics are considered in [107,108,132]

ẋ = f (x) + g1 (x) u1 (x) + g2 (x) u2 (x) ,
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where

f (x) =




−x1 + x2

−x3
1 − x3

2 +
1
4x2 (cos (2x2) + 2)2 − 1

4γ2x2 (sin (4x1) + 2)2





g1 (x) =

�
0 cos (2x2) + 2

�T
g2 (x) =

�
0 sin (4x1) + 2

�T
.

The initial state is given as x (0) = [3,−1]T and the local cost function is defined as

r = xTQx+ uT
1Ru1 − γ2uT

2 u2

where

R = 1, γ2 = 8, Q = I2×2.

The optimal value function is

V ∗ (x) =
1

4
x4
1 +

1

2
x2
2,

and the optimal control inputs are given as

u∗
1 = − (cos (2x1) + 2) x2, u∗

2 =
1

γ2
(sin (4x1) + 2) x2.

The activation function for the critic NN is chosen as

φ =

�
x2
1 x2

2 x4
1 x4

2

�
,

while the activation function for the identifier DNN is chosen as a symmetric sigmoid with

5 neurons in the hidden layer. The identifier gains are chosen as

k = 100, α = 30, γf = 5, β1 = 0.2, Γwf = 0.2I6×6, Γvf = 0.2I2×2,

and the gains of the actor-critic learning laws are chosen as

Γ11a = Γ21a = 1, Γ12a = Γ22a = 0.5, ηc = 1, ν = 0.005.
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The covariance matrix is initialized to Γ (0) = .001, all the NN weights are randomly

initialized with values between [−1, 1], and the states are initialized to x (0) = [3,−1].

A small amplitude exploratory signal (noise) is added to the control to excite the states

for the first 10 seconds of the simulation, as seen from the evolution of states in Figure

4-1. The identifier approximates the system dynamics, and the state derivative estimation

error is shown in Figure 4-2. The time histories of the critic NN weights and the actors

NN weights are given in Figure 4-3 and 4-4. Persistence of excitation ensures that the

weights converge. Figure 4-5 shows the difference between the optimal value function

and the approximate one. Figure 4-6 demonstrates the approximation error between

the optimal controller and the approximated controller for player 1 and 2, respectively.

Figures 4-7, 4-8, 4-9, and 4-10 demonstrate that for a PE signal that is not removed the

weights converge, however the PE signal degrades the performance of the states.

Remark 4.2. An implementation issue in using the developed algorithm is to ensure PE

of the critic regressor vector. Unlike linear systems, where PE of the regressor translates

to the sufficient richness of the external input, no verifiable method exists to ensure PE in

nonlinear systems. In this simulation, a small exploratory signal consisting of sinusoids of

varying frequencies was added to the control to ensure PE qualitatively, and convergence

of critic weights to their optimal values is achieved. The exploratory signal n (t) is present

in the first 3 seconds of the simulation and is given by

n (t) = (1.2− exp (.01t))
�
cos2 (0.2t) + sin2 (2.0t) cos (0.1t) + sin2 (−1.2t) cos (.5t) + sin5 (t)

�
.

4.8 Summary

A generalized solution for a two player zero-sum differential game is sought utilizing

the ACI architecture for nonlinear a HJI equation. The ACI architecture implements

the actor and critic approximation simultaneously and in real-time. The use of a robust

DNN-based identifier circumvents the need for complete model knowledge, yielding an

identifier which is proven to be asymptotically convergent. Least squares approximation
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and adaptive control theory techniques are utilized to update the weights for the critic and

actor NNs to approximate the value function and approximate control policies. Using the

identifier and the critic, an approximation to the optimal control law (actor) is developed

which stabilizes the closed loop system and approaches the optimal solutions to the two

player zero-sum game.
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Figure 4-1. The evolution of the system states for the zero-sum game, with persistently
excited input for the first 10 seconds.
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Figure 4-2. Error in estimating the state derivatives, with the identifier for the zero-sum
game.
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Ŵc 2
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Figure 4-3. Convergence of critic weights for the zero-sum game.
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Figure 4-4. Convergence of actor weights for player 1 and player 2 in a zero-sum game.
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Figure 4-5. Optimal value function approximation V̂ (x), for a zero-sum game.
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Figure 4-6. Optimal control approximations û1 and û2 , in a zero-sum game.
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Figure 4-7. The evolution of the system states for the zero-sum game, with a continuous
persistently excited input.
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Figure 4-8. Convergence of critic weights for the zero-sum game, with a continuous
persistently excited input.
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Ŵa1 1
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Figure 4-9. Convergence of actor weights for player 1 and player 2 in a zero-sum game,
with a continuous persistently excited input.
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Figure 4-10. Optimal value function approximation V̂ (x) for a zero-sum game, with a
continuous persistently excited input..

0 5 10 15 20 25 30
−5

0

5

10

û
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Figure 4-11. Optimal control approximations û1 and û2 in a zero-sum game, with a
continuous persistently excited input.
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CHAPTER 5
APPROXIMATE N -PLAYER NONZERO-SUM GAME SOLUTION FOR AN

UNCERTAIN CONTINUOUS NONLINEAR SYSTEM

Chapter 4 focused on solving a two player infinite horizon zero-sum game subject

to nonlinear time-invariant affine in the input dynamics. This chapter expands the

technique from Chapter 4 to a more general class of problems. The focus of this chapter

is the derivation of a solution to an N -player infinite horizon nonzero-sum game subject

to nonlinear time-invariant affine in the input dynamics. This problem has inherent

complexity as compared to the zero-sum game in the fact that a set of optimal strategies

are trying to minimize a set of coupled cost functions, which lead to a set of coupled

nonlinear HJB partial differential equations. Nonzero-sum differential games resemble

classical optimal control problems in some respects, but due to multiple cost criteria the

game formulation must be further specified as to what is demanded of an optimal solution.

To approach a feasible solution for this problem an online solution method based on an

approximation of the set of HJBs is presented. This technique utilizes an approximate

optimal adaptive controller that has two sets of adaptive structures, a critic set to

approximate for the value (cost) functions and an actor set to approximate for the control

policies. In addition, a DNN is used to robustly identify the system parameters. The two

adaptive structures are tuned simultaneously online to learn the solution to the set of

coupled HJB equations and the set of optimal policies. This chapter presents an adaptive

control method that converges online to an approximate solution set of the N -player

differential game. Parameter update laws are given to tune the weights of the online critic

and actor neural networks simultaneously to converge to the solution set of the coupled

HJB equations and the set of Nash equilibrium policies, while also guaranteeing closed-

loop stability. The set of policies guarantee uniformly ultimately bounded (UUB) tracking

error for the closed-loop system.
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5.1 N-player Nonzero-Sum Differential Game

Consider the N -player nonlinear time-invariant affine in the input dynamic system

give by

ẋ = f (x) +
N�

j=1

gj (x) uj (5–1)

where x (t) ∈ X ⊆ Rn is the state vector, uj (x) ∈ U ⊆ Rmj are the control in-

puts, and f (x) ∈ Rn, and g (x) ∈ Rn×m are the drift, input matrices. Assume that

g1 (x) , . . . , gN (x) , and f (x) are second order differentiable and Lipschitz continuous, and

that f (0) = 0 such that x = 0 is an equilibrium point for Eq. 5–1. The infinite-horizon

scalar cost functional Ji (x (t) , u1, u2, . . . uN) associated with each player can be defined as

Ji =

ˆ ∞

t

ri (x (s) , u1, u2, . . . uN) ds i ∈ N, (5–2)

where t is the initial time, and ri (x, u1, u2, . . . uN) ∈ R is the local cost for the state, and

control, defined as

ri = Qi (x) +
N�

j=1

uT
j Rijuj i ∈ N, (5–3)

where Qi (x) ∈ R , Rij = RT
ij ∈ Rmj×mj are continuously differentiable and positive

definite, and Rii ∈ Rmi×miare positive definite symmetric matrices. The cost functional

may also be written as [109]

Ji =
1

N

N�

j=1

Jj +
1

N

N�

j=1

(Ji − Jj) ≡ J̄ + J̃i i ∈ N, (5–4)

where J̄ is an overall cooperative team cost and J̃i a conflict cost for player i. The cost

function in Eq. 5–4 can be cast as a zero-sum game by setting J̄ = 0, and can be further

reduced to a two player zero-sum game when J1 = −J2. Such games have been extensively

studied in control systems and result in the saddle-point Nash equilibrium solution.

However, general team games may have both cooperative objectives and selfish objectives,

which is captured in nonzero-sum games, as detailed in Eq. 5–4. The objective of the

N -player game is to find a set of admissible feedback policies (u∗
1, u

∗
2, . . . , u

∗
N) such that the
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value function Vi (x (t) , u1, u2, . . . uN) given in Eq. 5–2

Vi = min
ui

ˆ ∞

t

�
Qi (x) +

N�

j=1

uT
j Rijuj,

�
ds i ∈ N, (5–5)

is minimized. This chapter focuses on the Nash equilibrium solution for the N -player

game, in which the following N inequalities are satisfied for all u∗
i ∈ Ωi, i ∈ N :

V ∗
1 � V1 (x (t) , u∗

1, u
∗
2, . . . u

∗
N) ≤ V1 (x (t) , u1, u∗

2, . . . u
∗
N)

V ∗
2 � V2 (x (t) , u∗

1, u
∗
2, . . . u

∗
N) ≤ V2 (x (t) , u∗

1, u2, . . . u∗
N)

· · ·

· · ·

V ∗
N � VN (x (t) , u∗

1, u
∗
2, . . . u

∗
N) ≤ VN (x (t) , u∗

1, u
∗
2, . . . uN) .






(5–6)

The Nash equilibrium outcome of the N -player game is given by the N -tuple of quantities

{V ∗
1 , V

∗
2 , . . . , V

∗
N}. The value functions can be alternately presented by a differential

equivalent given by the following nonlinear Lyapunov equation [109]

0 = r (x, u1, . . . , uN) +∇V ∗
i

�
f (x) +

N�

j=1

gj (x) uj

�
, V ∗

i (0) = 0, i ∈ N, (5–7)

where ∇V ∗
i � ∂V ∗

i (x)
∂x ∈ Rn×1. Assuming the value functional is continuously differentiable,

Bellman’s principle of optimality can be used to derive the following optimality condition

0 = min
ui

�
∇V ∗

i

�
f (x) +

N�

j=1

gj (x) uj

�
+ r (x, u1, . . . , uN)

�
, (5–8)

V ∗
i (0) = 0, i ∈ N,

which is a N-coupled set of nonlinear PDEs, also called the HJB equation. Suitable

nonnegative definite solutions to Eq. 5–7 can be used to evaluate the infinite integral

Eq. 5–5 along the systems trajectories. A closed-form expression of the optimal feedback

control policies are given by

u∗
i (x) = −1

2
R−1

ii gTi (x)∇V ∗
i i ∈ N. (5–9)
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The closed form expression for the optimal control policies in Eq. 5–9, obviates the need

to search for a set of feedback policies that minimize the value function; however, the

solutions V ∗
i (x) to the HJB equations given in Eq. 5–8 are required. The HJB equations

in Eq. 5–8, can be rewritten by substituting for the local cost in Eq. 5–3 and the optimal

control policy in Eq. 5–9, respectively, as

0 = Qi (x) +∇V ∗
i f (x)− 1

2
∇V ∗

i

N�

j=1

gj (x)R
−1
jj g

T
j (x)∇V ∗

j (5–10)

+
1

4

N�

j=1

∇V ∗
j gj (x)R

−T
jj RijR

−1
jj g

T
j (x)∇V ∗

j , V ∗
i (0) = 0.

Although nonzero-sum games contain non-cooperative components, the solution to

each player’s coupled HJB equation in Eq. 5–10 requires knowledge of all the other

player’s strategies in Eq. 5–9. The underlying assumption of rational opponents [41] is

characteristic of differential game theory problems and it implies that the players share

information, yet they agree to adhere to the equilibrium policy determined from the Nash

game.

5.2 HJB Approximation via ACI

This chapter generalizes the ACI approximation architecture to solve the N -player

nonzero-sum game for Eq. 5–10. The ACI architecture eliminates the need for exact

model knowledge and utilizes a DNN to robustly identify the system, a critic NN to

approximate the value function and an actor NN to find a set of control policies which

minimizes the value functions. This section introduces the ACI architecture for the

N -player game, and subsequent sections give details of the design for the N -player

nonzero-sum game solution.

The Hamiltonian Hi (x,∇Vxi , u1, . . . , uN) of the system in Eq. 5–1 can be defined as

Hi = rui +∇ViFu, i ∈ N, (5–11)
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where ∇Vi denotes the Jacobian of the value functions Vi, Fu (x, u1, . . . , uN) � f (x) +
N�
j=1

gj (x) uj ∈ Rn denotes the system dynamics, and rui (x, u1, . . . , uN) � Qi (x)+
N�
j=1

uT
j Rijuj

denotes the local cost. The optimal policies in Eq. 5–9 and the associated value functions

V ∗
i (x) satisfy the HJB equation

Hi (x,∇V ∗
i , u

∗
1, . . . , u

∗
N) = ru∗

i
+∇V ∗

i Fu∗ = 0 i ∈ N. (5–12)

Replacing the optimal Jacobian ∇V ∗
i and optimal control policies u∗

i by estimates ∇V̂i and

ûi, respectively, yields the approximate HJB equation

Hi

�
x,∇V̂i, û1, . . . , ûN

�
= rûi +∇V̂iFû, i ∈ N. (5–13)

It is evident that the approximate HJB in Eq. 5–13 is dependent on the complete knowl-

edge of the system. To overcome this limitation, an online system identifier replaces the

system dynamics which modifies the approximate HJB in Eq. 5–13, and is defined as

Hi

�
x, x̂,∇V̂i, û1, . . . , ûN

�
= rûi +∇V̂iF̂û, i ∈ N, (5–14)

where F̂û is an approximation of the system dynamics Fû. Taking the error between the

optimal and approximate HJB equations in Eqs. 5–12 and 5–14, respectively, yields the

Bellman residual errors δhjbi

�
x, x̂, ûi,∇V̂i

�
defined as

δhjbi � Hi

�
x, x̂,∇V̂i, û1, . . . , ûN

�
−Hi (x,∇V ∗

i , u
∗
1, . . . , u

∗
N) i ∈ N. (5–15)

However since Hi (x,∇V ∗
i , u

∗
1, . . . , u

∗
N) = 0 ∀i ∈ N then the Bellman residual error can be

defined in a measurable form as

δhjbi = Hi

�
x, x̂,∇V̂i, û1, . . . , ûN

�
i ∈ N.

The objective is to update both ûi (actors) and V̂i (critics) simultaneously, based on the

minimization of the Bellman residual errors δhjbi . All together, the actors ûi, the critics V̂i,
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and the identifier F̂û constitute the ACI architecture. Assumptions 4-1 through 4-6 from

Chapter 4 are used in this derivation to facilitate the subsequent analysis.

5.3 System Identifier

Consider the two player case for the dynamics given in Eq. 5–1 as

ẋ = f (x) + g1 (x) u1 (x) + g2 (x) u2 (x) , x (0) = x0, (5–16)

where u1 (x) , u2 (x) ∈ Rn are the control inputs, and the state x (t) ∈ Rn is assumed to be

measurable. The system identifier is identical to the identifier presented in Chapter 4. For

brevity this chapter presents the main theorem and refers to Chapter 4 for further details.

Theorem 5.1. For the system in Eq. 5–16, the identifier developed in Eq. 4–15 along

with its weight update laws in Eq. 4–21 ensures asymptotic identification of the state and

its derivative, in the sense that

lim
t→∞

�x̃(t)� = 0 and lim
t→∞

�� ˙̃x(t)
�� = 0,

provided Assumptions 4-4 through 4-6 hold, and the control gains k and γf are chosen

sufficiently large based on the initial conditions of the states, and satisfy the following

sufficient conditions

αγf > ζ5, k > ζ6, (5–17)

where ζ5 and ζ6 are introduced in Eq. 4–28, and β1, β2 introduced in Eq. 4–31, are chosen

according to the sufficient conditions in Eq. 4–32.

Proof. Refer to Theorem 4-1 in Chapter 4.
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5.4 Actor-Critic Design

Using Assumption 5-1 and Eq. 5–9, the optimal value function and the optimal

controls can be represented by NNs as

V ∗
1 (x) = W T

1 φ1(x) + ε1(x), u∗
1(x) = −1

2
R−1

11 g
T
1 (x)

�
φ�
1(x)

TW1 + ε�1(x)
T
�

� �� �
∇V ∗

1

, (5–18)

V ∗
2 (x) = W T

2 φ2(x) + ε2(x), u∗
2(x) = −1

2
R−1

22 g
T
2 (x)

�
φ�
2(x)

TW2 + ε�2(x)
T
�

� �� �
∇V ∗

2

,

where W1,W2 ∈ RN are unknown ideal NN weights, N is the number of neurons,

φi(x) = [φi1(x) φi2(x). . . φiN(x)]T ∈ RN are smooth NN activation functions, such that

φij(0) = 0 and φ�
ij(0) = 0 j = 1...N and i = 1, 2, and ε1(·), ε2(·) ∈ R are the function

reconstruction errors.

Assumption 5.1. The NN activation function {φij(x) : j = 1...N, i = 1, 2} are chosen

such that as N → ∞, φi(x) provides a complete independent basis for V ∗
i (x).

Using Assumption 5-1 and Weierstrass higher-order approximation theorem, both

V ∗
i (x) and ∇V ∗

i can be uniformly approximated by NNs in Eq. 5–18, i.e. as N → ∞, the

approximation errors εi(x), ε�i(x)→ 0 for i = 1, 2, respectively. The critic V̂i(x) and the

actor ûi(x) approximate the optimal value function V ∗
i (x) and the optimal controls u∗

i (x)

in Eq. 5–18, and are given as

V̂1(x) = Ŵ T
1cφ1(x), û1 (x) = −1

2
R−1

11 g
T
1 (x)φ

�
1(x)Ŵ1a, (5–19)

V̂2(x) = Ŵ T
2cφ2(x), û2 (x) = −1

2
R−1

22 g
T
2 (x)φ

�
2(x)Ŵ2a,

where Ŵ1c(t), Ŵ2c(t) ∈ RN and Ŵ1a(t), Ŵ2a(t) ∈ RN are estimates of the ideal weights

of the critic and actor NNs, respectively. The weight estimation errors for the critic and

actor are defined as W̃ic(t) � Wi − Ŵic(t) and W̃ia(t) � Wi − Ŵia(t) for i = 1, 2,

respectively. The actor and critic NN weights are both updated based on the minimization

of the Bellman error δhjb(·) in Eq. 5–14, which can be rewritten by substituting V̂1 and V̂2
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from Eq. 5–19 as

δhjb1 = Ŵ T
1cφ

�
1F̂û + r1(x, û1, û2) = Ŵ T

1cω1 + r1(x, û1, û2), (5–20)

δhjb2 = Ŵ T
2cφ

�
2F̂û + r2(x, û1, û2) = Ŵ T

2cω2 + r2(x, û1, û2),

where ωi(x, û, t) � φ�
iF̂û ∈ RN for i = 1, 2, is the critic NN regressor vector.

Least Squares Update for the Critic. Consider the integral of the sum of the

squared Bellman errors Ec(Ŵ1c (t) , Ŵ2c (t) , t)

Ec =

tˆ
0

�
δ2hjb1(τ) + δ2hjb2(τ)

�
dτ. (5–21)

The LS update law for the critic Ŵ1c(t) is generated by minimizing the total prediction

error in Eq. 5–21

∂Ec

∂Ŵ1c

= 2

tˆ
0

δhjb1(τ)
∂δhjb1(τ)

∂Ŵ1c(τ)
dτ = 0

= Ŵ T
1c(t)

tˆ
0

ω1(τ)ω1(τ)
T dτ +

tˆ
0

ω1(τ)
T r1(τ) dτ = 0

Ŵ1c(t) = −




tˆ

0

ω1(τ)ω1(τ)
T dτ




−1 tˆ

0

ω1(τ)r1(τ) dτ,

which gives the LS estimate of the critic weights, provided the inverse
�´ t

0 ω1(τ)ω1(τ)T dτ
�−1

exists. Likewise, the LS update law for the critic Ŵ2c(t) is generated by

Ŵ2c(t) = −




tˆ

0

ω2(τ)ω2(τ)
T dτ




−1 tˆ

0

ω2(τ)r2(τ) dτ.
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The recursive formulation of the normalized LS algorithm [130] gives the update laws for

the two critic weights as

˙̂W1c = −η1cΓ1c
ω1

1 + ν1ωT
1 Γ1cω1

δhjb1 , (5–22)

˙̂W2c = −η2cΓ2c
ω2

1 + ν2ωT
2 Γ2cω2

δhjb2 ,

where ν1, ν2, η1c, η2c ∈ R are constant positive gains and Γic(t) �
�´ t

0 ω(τ)ω(τ)
T dτ

�−1
∈

RN×N for i = 1, 2, are symmetric estimation gain matrices generated by

Γ̇1c = −η1cΓ1c
ω1ω1

T

1 + ν1ωT
1 Γ1cω1

Γ1c, Γ1c(t
+
r1) = Γ1c(0) = ϕ01I, (5–23)

Γ̇c2 = −η2cΓ2c
ω2ω2

T

1 + ν2ωT
2 Γ2cω2

Γ2c, Γ2c(t
+
r2) = Γ2c(0) = ϕ02I,

where t+r1 and t+r2 are the resetting times at which λmin {Γ1c(t)} ≤ϕ1 and λmin {Γ2c(t)} ≤ϕ2,

ϕ01 > ϕ1 > 0, and ϕ02 > ϕ2 > 0. The covariance resetting ensures that Γ1c(t) and Γ2c(t)

are positive-definite for all time and prevent arbitrarily small values in some directions,

which would make adaptation in those directions very slow (also called the covariance

wind-up problem) [130]. From Eq. 5–23 it is clear that Γ̇1c ≤ 0 and Γ̇2c ≤ 0, which means

that the covariance matrices (Γ1c (t) ,Γ2c (t)) can be bounded as follows

ϕ1I ≤ Γ1c ≤ ϕ01I, ϕ2I ≤ Γ2c ≤ ϕ02I. (5–24)

Gradient Update for the Actor. The actor update is also based on the minimiza-

tion of the Bellman errors δhjbi(·). However, unlike the critic weights, the actor weights

appear nonlinearly in δhjbi(·), making it problematic to develop a LS update law. Hence, a

gradient update law is developed for the actor which minimizes the squared Bellman error

Ea(t) � δ2hjb1 + δ2hjb2 , whose gradients are given as

∂Ea

∂Ŵ1a

= (Ŵ1a − Ŵ1c)
Tφ�

1G1φ
�T
1 δhjb1 + (Ŵ1aφ

�
1G21 − Ŵ2cφ

�
2G2)

Tφ�T
1 δhjb2 , (5–25)

∂Ea

∂Ŵ2a

= (Ŵ2aφ
�
2G12 − Ŵ1cφ

�
1G1)

Tφ�T
2 δhjb1 + (Ŵ2a − Ŵ2c)

Tφ�
2G2φ

�T
2 δhjb2 ,
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where Gi � giR
−1
ii gi ∈ Rn×n and Gji � giR

−1
ii RjiR

−1
ii gi ∈ Rn×n , for i = 1, 2 and j = 1, 2,

are symmetric matrices. Using Eq. 5–25, the actor NNs are updated as

·
Ŵ 1a = proj

�
− Γ11a�

1 + ωT
1 ω1

∂Ea

∂Ŵ1a

− Γ12a(Ŵ1a − Ŵ1c)

�
, (5–26)

·
Ŵ 2a = proj

�
− Γ21a�

1 + ωT
2 ω2

∂Ea

∂Ŵ2a

− Γ22a(Ŵ2a − Ŵ2c)

�
,

where Γ11a,Γ12a,Γ21a,Γ22a ∈ R are positive adaptation gains, and proj{·} is a projection

operator used to bound the weight estimates [127], [128]. Using Assumption 4-2 and the

projection algorithm in Eq. 5–26, the actor NN weight estimation error can be bounded as

���W̃1a

��� ≤ κ1;
���W̃2a

��� ≤ κ2, (5–27)

where κ1, κ2 ∈ R is some positive constants. The first term in Eq. 5–26 is normalized

and the last term is added as feedback for stability (based on the subsequent stability

analysis).

5.5 Stability Analysis

The dynamics of the critic weight estimation errors W̃1c(t) and W̃2c(t) can be devel-

oped using Eqs. 5–11-5–14, 5–20 and 5–22, as

·
W̃ 1c = η1cΓ1c

ω1

1 + ν1ωT
1 Γ1cω1

�
−W̃ T

1cω1 −W T
1 φ

�
1F̃û − ε�1Fu∗ + ûT

1R11û1 (5–28)

−u∗T
1 R11u

∗
1 − u∗T

2 R12u
∗
2 +W T

1 φ
�
1 (g1(û1 − u∗

1) + g2(û2 − u∗
2)) + ûT

2R12û2

�
,

·
W̃ 2c = η2cΓ2c

ω2

1 + ν2ωT
2 Γ2cω2

�
−W̃ T

2cω2 −W T
2 φ

�
2F̃û − ε�2Fu∗ + ûT

2R22û2

−u∗T
1 R21u

∗
1 − u∗T

2 R22u
∗
2 +W T

2 φ
�
2 (g1(û1 − u∗

1) + g2(û2 − u∗
2)) + ûT

1R21û1

�
.
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Substituting for (u∗
1(x), u

∗
2(x)) and (û1(x), û2(x)) from Eqs. 5–18 and 5–19, respectively, in

Eq. 5–28 yields

·
W̃ 1c = −η1cΓ1cψ1ψ

T
1 W̃1c +

η1cΓ1cω1

1 + ν1ωT
1 Γ1cω1

�
−W T

1 φ
�
1F̃û − ε�1Fu∗ (5–29)

+
1

4
W̃ T

1aφ
�
1G1φ

�T
1 W̃1a +

1

4
W̃ T

2aφ
�
2G12φ

�T
2 W̃2a −

1

4
ε�1G1ε

�T
1 − 1

4
ε�2G12ε

�T
2

+
1

2

�
W̃2aφ

�
2 + ε�

T

2

��
G2φ

�T
1 W1 −G12φ

�T
2 W2

��
,

·
W̃ 2c = −η2cΓ2cψ2ψ

T
2 W̃2c +

η2cΓ2cω2

1 + ν2ωT
2 Γ2cω2

�
−W T

2 φ
�
2F̃û − ε�2Fu∗

+
1

4
W̃ T

1aφ
�
1G21φ

�T
1 W̃1a +

1

4
W̃ T

2aφ
�
2G2φ

�T
2 W̃2a −

1

4
ε�2G2ε

�T
2 − 1

4
ε�1G21ε

�T
1

+
1

2

�
W̃1aφ

�
1 + ε�

T

1

��
G1φ

�T
2 W2 −G21φ

�T
1 W1

��
,

where ψi(t) � ωi(t)√
1+νiωi(t)TΓic(t)ωi(t)

∈ RN are the normalized critic regressor vectors for

i = 1, 2, respectively, bounded as

�ψ1� ≤ 1
√
ν1ϕ11

, �ψ2� ≤ 1
√
ν2ϕ12

, (5–30)

where ϕ11 and ϕ12 are introduced in Eq. 5–24. The error systems in Eq. 5–29 can be

represented as the following perturbed systems

·
W̃ 1c = Ω1 + Λ01∆1,

·
W̃ 2c = Ω2 + Λ02∆2, (5–31)

where Ωi(W̃ic, t) � −ηicΓicψiψT
i W̃ic ∈ RN i = 1, 2, denotes the nominal system,

Λ0i � ηicΓicωi

1+νiωT
i Γicωi

denotes the perturbation gain, and

∆i(t) �
�
−W T

i φ
�
iF̃û +

1

4
W̃ T

iaφ
�
iGiφ

�T
i W̃ia − ε�iFu∗

+
1

4
W̃ T

kaφ
�
kGikφ

�T
k W̃ka −

1

4
ε�kGikε

�T
k − 1

4
ε�iGiε

�T
i

+
1

2

�
W̃kaφ

�
k + ε�

T

k

��
Gkφ

�T
i Wi −Gikφ

�T
k Wk

��
∈ RN ,
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where i = 1, 2 and k = 3 − i, denotes the perturbations. Using Theorem 2.5.1 in [130], it

can be shown that the nominal systems

·
W̃ 1c = −η1cΓ1cψ1ψ

T
1 W̃1c,

·
W̃ 2c = −η2cΓ2cψ2ψ

T
2 W̃2c, (5–32)

are exponentially stable, if the bounded signals (ψ1(t), ψ2(t)) are PE, i.e.

µi2I ≥
t0+δiˆ
t0

ψi(τ)ψi(τ)
Tdτ ≥ µi1I ∀t0 ≥ 0, i = 1, 2,

where µi1, µi2, δi ∈ R are some positive constants. Since Ωi(W̃c, t) is continuously

differentiable and the Jacobian ∂Ωi

∂W̃ic
= −ηicΓicψiψT

i is bounded for the exponentially stable

system Eq. 5–32 for i = 1, 2, the converse Lyapunov Theorem 4.14 in [131] can be used to

show that there exists a function Vc : RN × RN × [0, ∞) → R, which satisfies the following

inequalities

c11
���W̃1c

���
2
+ c12

���W̃2c

���
2
≤ Vc(W̃1c, W̃2c, t) ≤ c21

���W̃1c

���
2
+ c22

���W̃2c

���
2

∂Vc

∂t
+

∂Vc

∂W̃1c

Ω1(W̃1c, t) +
∂Vc

∂W̃2c

Ω2(W̃2c, t) ≤ −c31
���W̃1c

���
2
− c32

���W̃2c

���
2

(5–33)
����

∂Vc

∂W̃1c

���� ≤ c41
���W̃1c

���
����

∂Vc

∂W̃2c

���� ≤ c42
���W̃2c

��� ,

for some positive constants c1i, c2i, c3i, c4i ∈ R for i = 1, 2. Using Assumptions 4-1

through 4-6 and 5-1, the projection bounds in Eq. 5–26, the fact that Fu∗ ∈ L∞ (since

(u∗
1(x), u

∗
2(x)) is stabilizing), and provided the conditions of Theorem 5-1 hold (required

to prove that F̃û ∈ L∞), the following bounds are developed to facilitate the subsequent
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stability proof

���W̃1a

��� ≤ κ1;
���W̃2a

��� ≤ κ2,

���φ�
1G1φ

�T
1

��� ≤ κ3;
���φ�

2G2φ
�T
2

��� ≤ κ4,

�∆1� ≤ κ5; �∆2� ≤ κ6, (5–34)
����
1

2

�
W T

1 φ
�
1 +W T

2 φ
�
2 + ε�1 + ε�2

� �
G1ε

�T
1 +G2ε

�T
2

����� ≤ κ7,
����
1

2

�
W T

1 φ
�
1 +W T

2 φ
�
2 + ε�1 + ε�2

� �
G1φ

�T
1 W̃1a +G2φ

�T
2 W̃2a

����� ≤ κ8,

���φ�
1G21φ

�T
1

��� ≤ κ9;
���φ�

2G2φ
�T
1

��� ≤ κ10,

���φ�
1G1φ

�T
2

��� ≤ κ11;
���φ�

2G12φ
�T
2

��� ≤ κ12,

where κj ∈ R for j = 1, . . . , 12 are computable positive constants.

Theorem 5.2. If Assumptions 4-1-4-6 and 5-1 hold, the regressors ψi(t) � ωi√
1+ωT

i Γicωi

for i = 1, 2 are PE, and provided Eq. 4–32, Eq. 5–17 and the following sufficient gain

conditions are satisfied
c31
Γ11a

> κ1κ3;
c32
Γ21a

> κ2κ4,

where Γ11a, Γ21a, c31, c32, κ1, κ2, κ3, and κ4 are introduced in Eqs. 5–26, 5–33, and 5–34,

then the controller in Eq. 5–19, the actor-critic weight update laws in Eqs. 5–22-5–23 and

5–26, and the identifier in Eqs. 4–15 and 4–21, guarantee that the state of the system x(t),

and the actor-critic weight estimation errors
�
W̃1a(t), W̃2a(t)

�
and

�
W̃1c(t), W̃2c(t)

�
are

UUB.

Proof. To investigate the stability of the the system Eq. 5–16 with control (û1, û2), and

the perturbed system Eq. 5–31, consider VL : X × RN × RN × RN × RN × [0,∞) → R as

the continuously differentiable, positive-definite Lyapunov function candidate, given as

VL(x, W̃1c, W̃2c, W̃1a, W̃2a, t) � V ∗
1 (x) + V ∗

2 (x) + Vc(W̃1c, W̃2c, t) +
1

2
W̃ T

1aW̃1a +
1

2
W̃ T

2aW̃2a,
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where V ∗
i (x) for i = 1, 2 (the optimal value function for Eq. 5–16, are the Lyapunov

function for Eq. 5–16, and Vc(W̃c, t) is the Lyapunov function for the exponentially stable

system in Eq. 5–32. Since (V ∗
1 (x), V

∗
2 (x)) are continuously differentiable and positive-

definite from Eq. 5–5, from Lemma 4.3 in [131], there exist class K functions α1 and α2

defined on [0, r], where Br ⊂ X , such that

α1(�x�) ≤ V ∗
1 (x) + V ∗

2 (x) ≤ α2(�x�) ∀x ∈ Br. (5–35)

Using Eqs. 5–33 and 5–35, VL(x, W̃1c, W̃2c, W̃1a, W̃2a, t) can be bounded as

α1(�x�) + c11
���W̃1c

���
2
+ c12

���W̃2c

���
2
+

1

2

����W̃1a

���
2
+
���W̃2a

���
2
�

≤ VL,

α2(�x�) + c21
���W̃1c

���
2
+ c22

���W̃2c

���
2
+

1

2

����W̃1a

���
2
+
���W̃2a

���
2
�

≥ VL,

which can be written as

α3(�w�) ≤ VL(x, W̃1c, W̃2c, W̃1a, W̃2a, t) ≤ α4(�w�) ∀w ∈ Bs,

where w(t) � [x(t)T W̃1c(t)T W̃2c(t)T W̃1a(t)T W̃2a(t)T ]T ∈ Rn+4N , α3 and α4 are class

K functions defined on [0, s], where Bs ⊂ X × RN × RN × RN × RN . Taking the time

derivative of VL(·) yields

V̇L = (∇V ∗
1 +∇V ∗

2 ) (f + g1û1 + g2û2) +
∂Vc

∂t
+

∂Vc

∂W̃1c

Ω1 (5–36)

+
∂Vc

∂W̃1c

Λ01∆1 +
∂Vc

∂W̃2c

Ω2 +
∂Vc

∂W̃2c

Λ02∆2 − W̃ T
1a

˙̂W1a − W̃ T
2a

˙̂W2a,

where the time derivatives of V ∗
i (·) for i = 1, 2, are taken along the the trajectories of

the system Eq. 5–16 with control inputs (û1(·), û2(·)) and the time derivative of Vc(·) is

taken along the along the trajectories of the perturbed system Eq. 5–31. Using the HJB

equation Eq. 5–12, ∇V ∗
i f = −∇V ∗

i (g1u∗
1 + g2u∗

2) − Qi(x) −
2�

j=1
uT
j Rijuj for i = 1, 2.

Substituting for the ∇V ∗
i f terms in Eq. 5–36, using the fact that ∇V ∗

i gi = −2u∗T
i Rii from
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Eq. 5–9, and using Eqs. 5–26 and 5–33, Eq. 5–36 can be upper bounded as

V̇L ≤ −Q− u∗T
1 (R11 +R21) u

∗
1 − u∗T

2 (R22 +R12) u
∗
2 − c31

���W̃1c

���
2
− c32

���W̃2c

���
2

(5–37)

+ c41Λ01

���W̃1c

��� �∆1�+ c42Λ02

���W̃2c

��� �∆2�+ 2u∗T
1 R11(u

∗
1 − û1) + 2u∗T

2 R22(u
∗
2 − û2)

+ W̃ T
1a

�
Γ11a�

1 + ωT
1 ω1

∂Ea

∂Ŵ1a

+ Γ12a(Ŵ1a − Ŵ1c)

�
+∇V ∗

1 g2 (û2 − u∗
2)

+ W̃ T
2a

�
Γ21a�

1 + ωT
2 ω2

∂Ea

∂Ŵ2a

+ Γ22a(Ŵ2a − Ŵ2c)

�
+∇V ∗

2 g1 (û1 − u∗
1) ,

where Q (x) � Q1 (x) +Q2 (x). Substituting for u∗
i , ûi, δhjbi , and ∆i for i = 1, 2 using Eqs.

5–9, 5–19, 5–28, and 5–31, respectively, and using Eqs. 5–24 and 5–30 in Eq. 5–37, yields

V̇L ≤ −Q− c31
���W̃1c

���
2
− c32

���W̃2c

���
2
− Γ12a

���W̃1a

���
2
− Γ22a

���W̃2a

���
2

(5–38)

+
1

2

�
W T

1 φ
�
1 +W T

2 φ
�
2 + ε�1 + ε�2

� �
G1ε

�T
1 +G2ε

�T
2

�

+
1

2

�
W T

1 φ
�
1 +W T

2 φ
�
2 + ε�1 + ε�2

� �
G1φ

�T
1 W̃1a +G2φ

�T
2 W̃2a

�

+ c41
η1cϕ01

2
√
ν1ϕ11

�∆1�
���W̃1c

���+ c42
η2cϕ02

2
√
ν2ϕ12

�∆2�
���W̃2c

���

+
Γ11a�

1 + ωT
1 ω1

W̃ T
1a

�
(W̃1c − W̃1a)

Tφ�
1G1φ

�T
1

�
−W̃ T

1cω1 +∆1

�

+(W̃1cφ
�
1G21 − W̃2aφ

�
2G2)

Tφ�T
1

�
−W̃ T

2cω2 +∆2

��
+ Γ12a

���W̃1a

���
���W̃1c

���

+
Γ21a�

1 + ωT
2 ω2

W̃ T
2a

�
(W̃2cφ

�
2G12 − W̃1aφ

�
1G1)

Tφ�T
2

�
−W̃ T

1cω1 +∆1

�

+(W̃2c − W̃2a)
Tφ�

2G2φ
�T
2

�
−W̃ T

2cω2 +∆2

��
+ Γ22a

���W̃2a

���
���W̃2c

���

+
Γ11a�

1 + ωT
1 ω1

W̃ T
1a

�
(W1φ

�
1G21 −W2φ

�
2G2)

Tφ�T
1

�
−W̃ T

2cω2 +∆2

��

+
Γ21a�

1 + ωT
2 ω2

W̃ T
2a

�
(W2φ

�
2G12 −W1φ

�
1G1)

Tφ�T
2

�
−W̃ T

1cω1 +∆1

��
.
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Using the bounds developed in Eq. 5–34, Eq. 5–38 can be further upper bounded as

V̇L ≤ −Q− (c31 − Γ11aκ1κ3)
���W̃1c

���
2
− (c32 − Γ21aκ2κ4)

���W̃2c

���
2

− Γ12a

���W̃1a

���
2
− Γ22a

���W̃2a

���
2
+ Φ1

���W̃1c

���+ Φ2

���W̃2c

���

+ Γ11a

�
κ2
1κ3κ5 + κ1

�
κ2κ10 + W̄1κ9 + W̄2κ10

�
κ6

�

+ Γ21a

�
κ2
2κ4κ6 + κ2

�
κ1κ11 + W̄1κ11 + W̄2κ12

�
κ5

�

+ Φ3

���W̃1c

���
���W̃2c

���+ κ7 + κ8,

where

Φ1 �
�
c41η1cϕ01

2
√
ν1ϕ11

κ5 + Γ11a

�
κ1κ3κ5 + κ2

1κ3 + κ1κ9κ6

�

+Γ12aκ1 + Γ21aκ2

�
κ1κ11 + W̄1κ11 + W̄2κ12

��
,

Φ2 �
�
c42η2cϕ02

2
√
ν2ϕ12

κ6 + Γ21a

�
κ2κ3κ6 + κ2κ12κ5 + κ2

2κ4

�

+Γ22aκ2 + Γ11aκ1

�
κ2κ10 + W̄1κ9 + W̄2κ10

��
,

Φ3 � (Γ11aκ1κ9 + Γ21aκ2κ12) .

Provided c31 > Γ11aκ1κ3 and c32 > Γ21aκ2κ4, using Young’s inequality
���W̃1c

���
���W̃2c

��� ≤
1
2

���W̃1c

���
2
+ 1

2

���W̃2c

���
2
, and completing the square yields

V̇L ≤ −Q− (1− θ1)(c31 − Γ11aκ1κ3 −
1

2
Φ3)

���W̃1c

���
2
− Γ12a

���W̃1a

���
2

(5–39)

− (1− θ2)(c32 − Γ21aκ2κ4 −
1

2
Φ3)

���W̃2c

���
2
− Γ22a

���W̃2a

���
2

+ Γ11a

�
κ2
1κ3κ5 + κ1

�
κ2κ10 + W̄1κ9 + W̄2κ10

�
κ6

�

+ Γ21a

�
κ2
2κ4κ6 + κ2

�
κ1κ11 + W̄1κ11 + W̄2κ12

�
κ5

�

+
Φ2

1

4θ1(c31 − Γ11aκ1κ3 − 1
2Φ3)

+
Φ2

2

4θ2(c32 − Γ21aκ2κ4 − 1
2Φ3)

,

where θ1, θ2 ∈ (0, 1). Since Q(x) is positive definite, according to Lemma 4.3 in [131], there

exist class K functions α5 and α6 such that

α5(�w�) ≤ F (�w�) ≤ α6(�w�) ∀w ∈ Bs, (5–40)
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where

F (�w�) = Q+ (1− θ1)(c31 − Γ11aκ1κ3 −
1

2
Φ3)

���W̃1c

���
2
+ Γ12a

���W̃1a

���
2

+(1− θ2)(c32 − Γ21aκ2κ4 −
1

2
Φ3)

���W̃2c

���
2
+ Γ22a

���W̃2a

���
2
.

Using Eq. 5–40, the expression in Eq. 5–39 can be further upper bounded as

V̇L ≤ −α5(�w�) + Υ,

where

Υ = Γ11a

�
κ2
1κ3κ5 + κ1

�
κ2κ10 + W̄1κ9 + W̄2κ10

�
κ6

�

+Γ21a

�
κ2
2κ4κ6 + κ2

�
κ1κ11 + W̄1κ11 + W̄2κ12

�
κ5

�

+
Φ2

1

4θ1(c31 − Γ11aκ1κ3 − 1
2Φ3)

+
Φ2

2

4θ2(c32 − Γ21aκ2κ4 − 1
2Φ3)

,

which proves that V̇L(·) is negative whenever w(t) lies outside the compact set

Ωw �
�
w : �w� ≤ α−1

5 (Υ)
�
, and hence, �w(t)� is UUB, according to Theorem 4.18

in [131].

5.6 Convergence to Nash Solution

The subsequent theorem demonstrates that the actor NN approximations converge

to the approximate coupled HJB in Eq. 5–10. It can also be shown that the approximate

controllers in Eq. 5–19 approximate the optimal solutions to the two player Nash game for

the dynamic system given in Eq. 5–16.

Assumption 5.2. For each admissible control policies the HJB equations Eq. 5–10 have

a locally smooth solution Vi (x) ≥ 0, for i = 1, 2, and f (·) is Lipschitz and bounded by

�f� ≤ cf �x�, where cf ∈ R is a positive constant.

Theorem 5.3. Given that the Assumptions and sufficient gain constraints in Theorem 5-2

hold, then the actor and critic NNs converge to the approximate coupled HJB solution, in

the sense that the HJBs in Eq. 5–13 are UUB.
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Proof. Consider the approximate HJB in Eq. 5–13 and after substituting the approximate

control laws in Eq. 5–19 yields

H1

�
x,∇V̂1, û1, û2

�
= rû1 +∇V̂1Fû

= Q1 (x) +
1

4
Ŵ T

1aφ
�
1G1φ

�T
1 Ŵ1a + Ŵ T

1cφ
�
1f (x)

+
1

4
Ŵ T

2aφ
�
2G12φ

�T
2 Ŵ2a

−1

2
Ŵ T

1cφ
�
1

�
G1φ

�T
1 Ŵ1a +G2φ

�T
2 Ŵ2a

�
,

and

H2

�
x,∇V̂2, û1, û2

�
= rû2 +∇V̂2Fû

= Q2 (x) +
1

4
Ŵ T

2aφ
�
2G2φ

�T
2 Ŵ2a + Ŵ T

1cφ
�
1f (x)

+
1

4
Ŵ T

1aφ
�
1G21φ

�T
1 Ŵ1a

−1

2
Ŵ T

2cφ
�
2

�
G1φ

�T
1 Ŵ1a +G2φ

�T
2 Ŵ2a

�
.

After adding and subtracting
�
W T

i φ
�
i + ε�i

�
f = −

�
W T

i φ
�
i + ε�i

�
(g1u∗

1 + g2u∗
2) − Qi(x) −

2�
j=1

uT
j Rijuj for i = 1, 2 and substituting for the optimal control law in Eq. 5–18 as

H1 = −W̃ T
1cφ

�
1f (x)− ε�1f +

1

4
Ŵ T

1aφ
�
1G1φ

�T
1 Ŵ1a −

1

4
W T

1 φ
�
1G1φ

�T
1 W1

+
1

4
Ŵ T

2aφ
�
2G12φ

�T
2 Ŵ2a −

1

4
W T

2 φ
�
2G12φ

�T
2 W2 (5–41)

−1

2
(ε�2G12 − ε�1G2)φ

�T
2 W2 +

1

2
ε�1

�
G1ε

�T
1 +G2ε

�T
2

�
− 1

4
ε�2G12ε

�T
2

+
1

2
W T

1 φ
�
1

�
G1φ

�T
1 W1 +G2φ

�T
2 W2

�
+

1

2
W T

1 φ
�
1

�
G1ε

�T
1 +G2ε

�T
2

�

−1

2
Ŵ T

1cφ
�
1

�
G1φ

�T
1 Ŵ1a +G2φ

�T
2 Ŵ2a

�
,
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and

H2 = −W̃ T
2cφ

�
2f (x)− ε�2f +

1

4
Ŵ T

2aφ
�
2G2φ

�T
2 Ŵ2a −

1

4
W T

2 φ
�
2G2φ

�T
2 W2

+
1

4
Ŵ T

1aφ
�
1G21φ

�T
1 Ŵ1a −

1

4
W T

1 φ
�
1G21φ

�T
1 W1 (5–42)

−1

2
(ε�1G21 − ε�2G1)φ

�T
1 W1 +

1

2
ε�2

�
G2ε

�T
2 +G1ε

�T
1

�
− 1

4
ε�1G21ε

�T
1

+
1

2
W T

2 φ
�
2

�
G2φ

�T
2 W2 +G1φ

�T
1 W1

�
+

1

2
W T

2 φ
�
2

�
G2ε

�T
2 +G1ε

�T
1

�

−1

2
Ŵ T

2cφ
�
2

�
G2φ

�T
2 Ŵ2a +G1φ

�T
1 Ŵ1a

�
.

Substituting the NN mismatch errors W̃ic(t) � Wi − Ŵic(t) and W̃ia(t) � Wi − Ŵia(t), for

i = 1, 2 into 4–65 and 5–42, respectively, yields

H1 = −W̃ T
1cφ

�
1f (x)− ε�1f − 1

4
W̃ T

1 φ
�
1G1φ

�T
1 W̃1 (5–43)

−1

2
W̃ T

2aφ
�
2G12φ

�T
2 W2a +

1

2
W̃ T

2 φ
�
2G12φ

�T
2 W̃2

−1

2
(ε�2G12 − ε�1G2)φ

�T
2 W2 +

1

2
ε�1

�
G1ε

�T
1 +G2ε

�T
2

�
− 1

4
ε�2G12ε

�T
2

+
1

2
W T

1 φ
�
1

�
G1φ

�T
1

�
2W̃1a −W1

�
+G2φ

�T
2 W̃2

�
+

1

2
W T

1 φ
�
1

�
G1ε

�T
1 +G2ε

�T
2

�

+
1

2
W̃ T

1 φ
�
1

�
G1φ

�T
1

�
−W̃1a +W1

�
+G2φ

�T
2

�
−W̃2a +W2

��
,

and

H2 = −W̃ T
2cφ

�
2f (x)− ε�2f − 1

4
W̃ T

2 φ
�
2G2φ

�T
2 W̃2 (5–44)

−1

2
W̃ T

2aφ
�
1G21φ

�T
1 W1a +

1

2
W̃ T

1 φ
�
1G21φ

�T
1 W̃1

−1

2
(ε�1G21 − ε�2G1)φ

�T
1 W1 +

1

2
ε�2

�
G2ε

�T
2 +G1ε

�T
1

�
− 1

4
ε�1G21ε

�T
1

+
1

2
W T

2 φ
�
2

�
G2φ

�T
2

�
2W̃2a −W2

�
+G1φ

�T
1 W̃1

�
+

1

2
W T

2 φ
�
2

�
G2ε

�T
2 +G1ε

�T
1

�

+
1

2
W̃ T

2 φ
�
2

�
G2φ

�T
2

�
−W̃2a +W2

�
+G1φ

�T
1

�
−W̃1a +W1

��
.

It is easy to see that if the assumptions and sufficient gain constraints in Theorem 5-2

hold, then the right side of Eqs. 5–43 and 5–44 can be upper bounded by a function that
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is UUB �Hi� ≤ Θi

�
W̃ic, W̃1a, W̃2a, t

�
for i = 1, 2, therefore the approximate HJBs are also

UUB.

Theorem 5.4. Given that the assumptions and sufficient gain constraints in Theorem 2

hold, the approximate control laws in Eq. 4–41 converge to the approximate Nash solution

of the game.

Proof. Consider the control errors (ũ1, ũ2) between the optimal control laws in Eq. 5–9

and the approximate control laws in Eq. 5–19 given as

ũ1 � u∗
1 − û1, ũ2 � u∗

2 − û2.

Substituting for the optimal control laws in Eq. 5–9 and the approximate control laws in

Eq. 5–19 and using W̃ia(t) � Wi − Ŵia(t) for i = 1, 2, yields

ũ1 = −1

2
R−1

11 g
T
1 (x)φ

�
1(x)

�
W̃1a + ε�1(x)

T
�
, (5–45)

ũ2 = −1

2
R−1

22 g
T
2 (x)φ

�
2(x)

�
W̃2a + ε�2(x)

T
�
.

Using Assumptions 2-5, Eq. 5–45 can be upper bounded as

�ũ1� ≤ 1

2
λmin

�
R−1

11

�
ḡ1φ̄

�
1

����W̃1a

���+ ε̄�1
�
,

�ũ2� ≤ 1

2
λmin

�
R−1

22

�
ḡ2φ̄

�
2

����W̃2a

���+ ε̄�2
�
.

Given that the assumptions and sufficient gain constraints in Theorem 5-2 hold, then

all terms to the right of the inequality are UUB, therefore the control errors (ũ1, ũ2) are

UUB and the approximate control laws (û1, û2) give the approximate Nash equilibrium

solution.

5.7 Simulation

The following nonlinear dynamics are considered in [101,108,109,132]

ẋ = f (x) + g1 (x) u1 (x) + g2 (x) u2 (x) ,
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where

f (x) =




x2

−1
2x1 − x2 +

1
4x2 (cos (2x1) + 2)2 − 1

4x2 (sin (4x2
1) + 2)2





g1 (x) =

�
0 cos (2x1) + 2

�T
g2 (x) =

�
0 sin (4x2

1) + 2

�T
.

The initial state is given as x (0) = [3,−1]T and the local cost function is defined as

ri = xTQix+ uT
i Riiui + uT

i Rjiui i = 1, 2, j = 3− i,

where

R11 = 2R22 = 1, R12 = 2R21 = 2, Q1 = 2Q2 = I2×2.

The optimal value functions for the critics of player 1 and player 2 are given as

V ∗
1 (x) =

1

2
x2
1 + x2

2, V ∗
2 (x) =

1

4
x2
1 +

1

2
x2
2,

and the optimal control inputs are given as

u∗
1 = − (cos (2x1) + 2) x2, u∗

2 = −
�
sin

�
4x2

1

�
+ 2

�
x2.

The activation function for the critic NN is chosen as

φ =




x2
1 x1x2 x2

2



 ,

while the activation function for the identifier DNN is chosen as a symmetric sigmoid with

5 neurons in the hidden layer. The identifier gains are chosen as

k = 800, α = 300, γf = 5, β1 = 0.2, Γwf = 0.1I6×6, Γvf = 0.1I2×2,

and the gains of the actor-critic learning laws are chosen as

Γ11a = Γ22a = 10, Γ12a = Γ21a = 50, η1c = η1c = 50, ν1 = ν2 = 0.001.
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The covariance matrix is initialized to Γ (0) = 5000, all the NN weights are randomly

initialized with values between [−1, 1], and the states are initialized to x (0) = [3,−1].

A small amplitude exploratory signal (noise) is added to the control to excite the states

for the first 3 seconds of the simulation, as seen from the evolution of states in Figure

5-1. The identifier approximates the system dynamics, and the state derivative estimation

error is shown in Figure 5-2. The time histories of the critic NN weights and the actors

NN weights are given in Figure 5-3 and 5-4. Persistence of excitation ensures that the

weights converge. Figure 5-5 shows the optimal value functions and the approximate ones.

Figure 5-6 shows the optimal controller and the approximated controller for player 1 and

2, respectively. Figures 5-7, 5-8, 5-9, and 5-10 demonstrate that for a PE signal that is

not removed the weights converge, however the PE signal degrades the performance of the

states.

Remark 5.1. An implementation issue in using the developed algorithm is to ensure PE

of the critic regressor vector. Unlike linear systems, where PE of the regressor translates

to the sufficient richness of the external input, no verifiable method exists to ensure PE

in nonlinear systems. In this simulation, a small amplitude exploratory signal consisting

of a sum of sines and cosines of varying frequencies is added to the control to ensure PE

qualitatively, and convergence of critic weights to their optimal values is achieved. The

exploratory signal n (t) is present in the first 3 seconds of the simulation and is given by

n (t) = (1.2− exp (.01t))
�
cos2 (0.2t) + sin2 (2.0t) cos (0.1t) + sin2 (−1.2t) cos (.5t) + sin5 (t)

�
.

5.8 Summary

A generalized solution for a N -player nonzero-sum differential game is sought utilizing

by a Hamilton-Jacobi-Bellman approximation by an actor-critic-identifier architecture.

The ACI architecture implements the actor and critic approximation simultaneously and

in real-time. The use of a robust DNN-based identifier circumvents the need for complete

model knowledge, yielding an identifier which is proven to be asymptotically convergent.
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A gradient-based weight update law is used for the critic NN to approximate the value

function. Using the identifier and the critic, an approximation to the optimal control law

(actor) is developed which stabilizes the closed loop system and approaches the optimal

solutions to the N -player nonzero-sum game.
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Figure 5-1. The evolution of the system states for the nonzero-sum game, with persistently
excited input for the first 10 seconds.
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Figure 5-2. Error in estimating the state derivatives, with the identifier for the
nonzero-sum game.
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Figure 5-3. Convergence of critic weights for the nonzero-sum game.
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Figure 5-4. Convergence of actor weights for player 1 and player 2 in a nonzero-sum game.
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Figure 5-5. Value function approximation V̂ (x), for a nonzero-sum game.
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Figure 5-6. Optimal control approximation û, for a nonzero-sum game.
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Figure 5-7. The evolution of the system states for the nonzero-sum game, with a
continuous persistently excited input.
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Figure 5-8. Convergence of critic weights for the nonzero-sum game, with a continuous
persistently excited input.
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Figure 5-9. Convergence of actor weights for player 1 and player 2 in a nonzero-sum game,
with a continuous persistently excited input.
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Figure 5-10. Value function approximation V̂ (x) for a nonzero-sum game, with a
continuous persistently excited input.
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Figure 5-11. Optimal control approximation û for a nonzero-sum game, with a continuous
persistently excited input.
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CHAPTER 6
CONCLUSION AND FUTURE WORK

6.1 Conclusion

The focus of this work is to develop techniques for approximating solutions to zero-

sum and nonzero-sum noncooperative differential games and using these solutions to

stabilize some classes of uncertain nonlinear systems. In the spirit of optimal control,

two approaches were used based from Bellman’s optimality principle and Pontryagin’s

maximum principle to approximate the solution to coupled nonlinear HJB equations. The

first approach, using the maximum principle, involves partial feedback linearization of a

particular class of nonlinear systems and synthesizing a differential game. The differential

game yields a coupled set of DRE equations which are reduced to ARE and conditions are

given for the solution to the AREs. The second approach uses the optimality principle,

particularly the dynamic programming approach, to approximate the solution to the HJB.

These approaches are shown to approximately solve a differential game and stabilize the

dynamics. The specific contributions of each result are mentioned below.

Chapter 2 focuses on the development of robust (sub)optimal feedback Nash-based

feedback control laws for an uncertain nonlinear system. This chapter incorporates the

RISE controller with an optimal Nash strategy to stabilize an uncertain Euler-Lagrange

system with additive disturbances. This chapter also illustrates the development of

the RISE controller which is used to asymptotically identify the nonlinearities in the

dynamics. By applying the RISE controller the nonlinear dynamics converge to a residual

system, the solution to the feedback Nash game for the residual system is used to derive

the stabilizing feedback control laws. The (sub)optimal feedback controllers are shown

to minimize a cost functional in the presence of unknown bounded disturbances, and a

Lyapunov-based stability analysis demonstrates asymptotic tracking for the combination

of the RISE and Nash-based controllers.
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The result from Chapter 2 is further refined in Chapter 3 for a class of systems in

which additional information is provided to one of the players. The main contribution

of this chapter is the development of robust (sub)optimal open-loop Stackelberg-based

for the leader and follower, which both act as inputs to an uncertain nonlinear system.

Similar to Chapter 2, this chapter utilizes the RISE controller and combines it with a

differential game-based control strategy. The control formulation utilizes the solution

to the hierarchical open-loop Stackelberg game to derive the feedback control laws. A

Lyapunov-based asymptotic tracking derivation and a simulation is presented to validate

the utility of the technique.

In contrast to the approaches in Chapters 2 and 3, which are largely based on Pon-

tryagin’s maximum principle, the techniques in Chapter 4 and 5 attempt to approximate

the solution to the HJI. The main contribution of Chapter 4 is solving a two player zero-

sum infinite horizon game subject to continuous-time unknown nonlinear dynamic that are

affine in the input. In the developed method, two actor and one critic NNs using gradient

and least squares-based update laws, respectively, are designed to minimize the Bellman

error, which is the difference between the exact and the approximate HJI equation. The

identifier DNN is a combination of a Hopfield-type [112] component, in parallel configura-

tion with the system [113], and a RISE component. The Hopfield component of the DNN

learns the system dynamics based on online gradient-based weight tuning laws, while the

RISE term robustly accounts for the function reconstruction errors, guaranteeing asymp-

totic estimation of the state and the state derivative. The online estimation of the state

derivative allows the ACI architecture to be implemented without knowledge of system

drift dynamics; however, knowledge of the input gain matrix is required to implement

the control policy. While the design of the actor and critic are coupled through a HJI

equation, the design of the identifier is decoupled from actor-critic, and can be considered

as a modular component in the actor-critic-identifier architecture. Convergence of the

actor-critic-identifier-based algorithm and stability of the closed-loop system are analyzed
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using Lyapunov-based adaptive control methods, and a PE condition is used to guarantee

convergence to within a bounded region of the optimal control and UUB stability of the

closed-loop system.

Nonzero-sum games pose different challenges as compared to zero-sum games. For

nonlinear dynamics, the HJI for zero-sum games is equivalently a coupled set of nonlinear

HJB equations for nonzero-sum games. Chapter 5 builds Chapter 4, by considering a N -

player nonzero-sum infinite horizon game subject to continuous-time uncertain nonlinear

dynamics. The main contribution of this work is deriving an approximate solution to

a N -player nonzero-sum game with a technique that is continuous, online and based

on adaptive control theory. Previous research in the area focused on simplistic scalar

nonlinear systems or implemented iterative/hybrid techniques that required complete

knowledge of the drift dynamics. The technique expands the ACI structure to solve a

differential game problem, wherein two actor and two critic neural network structures

are used to approximate the optimal control laws and the optimal value function set,

respectively. The main traits of this online algorithm involve the use of ADP techniques

and adaptive theory to determine the Nash equilibrium solution of the game in an online

simultaneous procedure that does not require full knowledge of the system dynamics

and the online version of a mathematical algorithm that solves the underlying set of

coupled HJB equations of the game problem. For an equivalent nonlinear system, previous

research makes use of offline procedures or requires full knowledge of the system dynamics

to determine the Nash equilibrium. A Lyapunov proof shows that UUB tracking for

the closed-loop system is guaranteed and a convergence analysis demonstrates that the

approximate control policies converge to the optimal solutions in the sense of UUB.

6.2 Future Work

The work in this dissertation opens new doors for the research in the domain of

nonlinear optimal control design. In this section, open problems related to the work in this
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dissertation are discussed for a curious reader. The open problems are listed below. From

Chapters 2 and 3:

1. The investigation of optimal output feedback solutions for nonzero-sum games

subject to nonlinear dynamics, where full state feedback is not available. In game

theory this scenario is considered an imperfect state game. Many engineering prob-

lems that can be defined by Euler-Lagrange dynamics do not always have full state

feedback and thus output feedback designs are desirable for implementation. Non-

linear H∞ control has examined an output feedback solution for a zero-sum game,

however these controllers require the solution to the HJI equation. Furthermore the

nonzero-sum output feedback design has been relatively unexplored.

2. The determination of an differential game-derived optimal control control law

that is subject to saturated inputs and time delays. Hardware implementation of

control designs are often plagued with time delays and small actuator bandwidth.

Preliminary investigation with Heuristic Dynamic Programming have looked at ADP

approaches to incorporating these phenomenon into the control design, however little

research has gone into the development of existence and uniqueness conditions for

these types of games and the implementation of a game-derived control design for a

nonlinear system that incorporates these effects.

3. In regards to Euler-Lagrange dynamics, the derivation of a greedy optimal control

that that has a moving horizon, thereby allowing for online realization. A greedy

strategy only looks at the most optimal choice for the next iteration, whereas

Chapters 2 and 3 focused on the infinite horizon optimal strategy. Defining a

controller that looks at a smaller interval that changes with time allows for a

computationally feasible online calculation of the game solution.

From Chapters 4 and 5:

1. Online adaptive optimal controllers for systems with periodic dynamics. Periodic

dynamics can be seen as systems whom yield a periodic output (e.g. At various
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level of modeling, automotive engine dynamics can be considered as a linear periodic

system mechanically coordinated through the revolution of the crankshaft). Periodic

systems are present in a wide variety of engineering applications, particularly robotic

systems used in manufacturing, yet there have not been much investigation of

controlling these systems using ADP techniques.

2. Online adaptive optimal controllers using output feedback. Nonlinear H∞ control

has examined an output feedback solution for a zero-sum game, however these

controllers require the solution to the HJI equation. Furthermore the nonzero-sum

output feedback design has been relatively unexplored. Using ADP techniques, the

approximation of the HJI solution could yield more implementable solutions.

3. Existence and uniqueness proofs for multi-player nonzero-sum infinite horizon

games with nonlinear dynamic constraints. Due to the complexity of N -coupled

HJB equations, the investigation of uniqueness properties in the N -player nonzero-

sum game are sparse. For nonlinear dynamics this is largely still seen as an open

problem.

4. An online continuous ADP solution using a mixed strategy for a zero-sum infinite

horizon game with nonlinear dynamic constraints. Zero-sum games are widely used

in engineering problems, however, typically the solution of the HJI equation is

assumed to exist or has local existence with conditions that are difficult to satisfy.

For online continuous ADP games, the scenario in which the saddle point solution

does not exist is an open problem. The use of the mixed strategy incorporated in an

online continuous ADP technique could be a feasible solution.
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