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The Internet of Things (IoT) has revolutionized the world by connecting previously

isolated technologies to enable advanced capabilities, anticipate demands, and promote

efficiency. Cost-effective gadgets endowed with the power to sense, actuate, commu-

nicate, and make local decisions have dominated consumer products, industry, and

defense. A collection of such devices working together to achieve a desired behavior

forms a multi-agent system (MAS) and is a particular instance of the IoT. The research

literature on MASs shows their far-reaching applications, such as in social networks,

economics, biology, and robotics. The common link between these disciplines is Net-

work Science, which precisely describes how local interactions between agents affects

the global behavior of a MAS. Generally, MASs can be engineered as either centralized

or distributed. A centralized MAS relies on a master agent to make all decisions and

provide a command to all agents. Conversely, a distributed MAS has each agent make

its own decision and govern itself. While the behavior of a centralized MAS is directly

controlled by the master agent, distributed MASs exhibit the aggregate behavior of all

agents. Distributed MASs offer several advantages over their centralized counterparts

by way of improved task flexibility, robustness to multiple points of failure, and increased

productivity through scaling. Oftentimes, MASs, such as satellite constellations or

platoons of autonomous vehicles, operate using a limited portable power supply and

coordinate over a wireless communication network that has a finite network bandwidth.
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Continuous communication, especially over large networks, may be wasteful and lead

to degraded system performance via bandwidth saturation. Therefore, it is desirable to

design control algorithms that require each agent in a MAS to communicate only when

necessary to preserve a desired performance level. Intermittent and asynchronous com-

munication between agents can achieve this goal, where intermittent communication

refers to an agent having broadcast times that are discontinuous, and asynchronous

communication refers to when the broadcast times of any pair of agents are desyn-

chronized. Furthermore, in contested settings, reduced communication can promote

concealment, which also motivates intermittent communication.

A distributed MAS can be modeled as a graph, which consists of nodes and

edges. The nodes of a graph represent the agents in a MAS, and the edges depict the

ability of certain pairs of agents to exchange information through communication. In

practice, radios, cameras, and other sensors capable of providing information about

an agent are effective within a fixed physical distance. Hence, the ability of two agents

to communicate over a wireless communication network depends on the physical

distance between them and explains why an edge may not exist between any pair of

agents in a distance-based graph. An important graph property is connectivity, where

a graph is said to be connected whenever information can be ferried between any pair

of agents. In the context of static graphs, i.e., graphs with time-invariant nodes and

edges, the desired behavior of a distributed MAS depends on several factors, where

graph connectivity is a critical element. Another important component is the exchange

accurate and reliable information. Like all control systems, the quality of feedback

impacts the system’s performance, where poor feedback can lead to unacceptable

enactments.

While distributed MASs have the potential to offer several unrivaled and appealing

qualities, the engineering of such systems is challenged by the need to develop control

strategies capable of (a) preserving an initially connected graph under intermittent
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and asynchronous state feedback, (b) testing the quality of received information in a

distributed way, and (c) making decisions and acting upon information deemed reliable.

This dissertation focuses on these challenges, where Chapter 1 provides an in-depth

review of the literature and introduces necessary notation, graph theoretic concepts, and

elements from hybrid systems literature to discuss Chapters 2–5.

One technique that facilitates the control of continuous-time dynamical systems

using intermittent state feedback is event-triggered control (ETC), which promotes the

efficient use of resources, like communication energy and bandwidth, through trigger-

based sensing, actuation, and/or communication. Moreover, the trigger mechanism

can be designed to ensure desired performance and stability properties. Self-triggered

control (STC) improves upon ETC by leveraging model knowledge to design trigger

mechanisms that enable an agent to determine their future event-times, as opposed to

continuously monitoring a trigger mechanism like in ETC. However, ETC and STC are

vulnerable to cyber-attacks due to their reduced employment of state feedback, which

can produce undesirable and unsafe behaviors. Hence, this dissertation provides two

strategies that create resilience to a particular class of cyber-attacks, i.e., the Byzantine

attack.

Within the computer science literature, there exist multiple tactics an individual or

process can launch to negatively influence a computer network. Examples of cyber-

attacks include False-Data Injection (FDI), Denial-of-Service (DoS), Time-Delay-Switch

(TDS), and Byzantine attacks. An FDI attack occurs when artificial information is

introduced into the sensors of a system in an attempt to disrupt ordinary behavior.

DoS attacks attempt to isolate and paralyze a system by saturating its communication

bandwidth. TDS attacks employ a middleman that takes in information from one agent

and transmits it to another with a time delay. A Byzantine attack occurs when an

agent communicates false, delayed, or no information, and, therefore, can be thought
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of as a combination of FDI, DoS, and TDS attacks. Because of their overarching

characterization, this dissertation focuses on Byzantine attacks.

In Chapter 2, distributed event- and self-triggered controllers are developed for

approximate leader-follower consensus with robustness to adversarial Byzantine agents

for a class of homogeneous MASs. A strategy is developed for each agent to detect

Byzantine agent behaviors within their neighbor set and then selectively disregard

their transmission. Selectively removing Byzantine agents results in time-varying

discontinuous changes to the network topology. Nonsmooth dynamics also result

from the use of event/self-triggered strategies and triggering condition estimators that

enable intermittent communication. Nonsmooth Lyapunov methods are used to prove

approximate consensus of the MAS consisting of the remaining cooperative agents.

Simulations are included to validate the result and to outline the trade-off between

communication and performance.

Chapter 3 improves upon Chapter 2 by developing a model-free reputation strategy

that can identify and isolate Byzantine agents from the remaining cooperative MAS.

In particular, a distributed event-triggered controller for formation control and leader

tracking (FCLT) with robustness to adversarial Byzantine agents and a class of hetero-

geneous MASs is created. Assuming each agent can accurately measure the state of

a neighbor whenever the neighbor broadcasts its state, the reputation strategy allows

each agent to detect Byzantine agent behaviors within their neighbor set and then

selectively disregard Byzantine state information. Selectively ignoring Byzantine agents

results in a time-varying network topology. Nonsmooth dynamics also result from inter-

mittent communication due to the event-triggered strategy, which facilitates the efficient

use of resources. Nonsmooth Lyapunov methods are used to prove stability and FCLT

of the MAS consisting of the remaining cooperative agents.

As previously mentioned, one attractive property of MASs is their flexibility. One

way to design flexibility into MASs is to divide a MAS into groups and have the groups
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coordinate to achieve a desired task. In Chapter 4, the consensus problem for a

clustered multi-agent system (C-MAS) is investigated. Given a MAS, the agents are

organized into disjoint clusters, where each cluster forms a connected network. The

agents that are within the same cluster can communicate continuously with their

neighbors. Between some cluster pairs, there exists an inter-cluster that enables the

relay of information between the two clusters. Agents that have neighbors in clusters

different from their own can communicate intermittently and asynchronously with

their different-cluster neighbors. The goal of each agent in the C-MAS is to have their

state converge to an agreement value by sharing local information of a continuous-

time homogeneous process. Note that the intermittent communication events of the

continuous-time process are inherently hybrid. Therefore, a unique coupling between a

static consensus protocol and a hybrid consensus protocol is designed. A closed-loop

network model is presented using a hybrid systems framework. The consensus problem

is then recast into a set stability problem and sufficient conditions of the consensus set

are presented by leveraging a Lyapunov-based stability analysis. A C-MAS composed

of 16 agents that is partitioned into 3 clusters and 2 inter-clusters is used to illustrate

the results through numerical simulations and shown to achieve consensus using the

proposed control strategy.

Chapter 5 explores the rendezvous problem for a MAS with distance-limited, in-

termittent communication and sensing. Unlike previous works that provide specific

event-triggered controllers, a framework that characterizes a family of distributed event-

triggered controllers leveraging non-singular edge-potentials to achieve approximate

rendezvous while maintaining the initial distance-limited graph is provided. The pro-

posed framework excludes the possibility of Zeno behavior and accommodates the

development of self-triggered controllers. The combination of continuous and impulsive

dynamics results in a hybrid system, where a closed-loop dynamics of the MAS are pre-

sented and analyzed using hybrid differential inclusions. The approximate rendezvous
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problem is recast into a set stabilization problem and sufficient conditions of the ren-

dezvous set are obtained through a Lyapunov-based analysis. Simulation results are

provided to validate the development.

Chapter 6 concludes the dissertation by highlighting the contributions of the

developed controllers and discussing future extensions.
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CHAPTER 1
INTRODUCTION

1.1 Background

A group of agents that collaborate to achieve a desired behavior is referred to

as a multi-agent system (MAS). While there is no size or intelligence restriction on

an agent, agents are capable of controlling their actions and internal states to some

degree, interacting with other agents through a communication protocol, perceiving

and reacting to their environment, and actuating in a manner that generates objective-

oriented behavior. MASs can produce numerous utilities such as radionavigation

(e.g., GPS) from a satellite network, the surveillance of a region of interest, such as

a battlefield or a habitat by autonomous aerial, ground, surface, and/or underwater

vehicles, and the internet, which is a product of distributed computing. By cooperating

and sharing resources, MASs may outperform a single agent, and, in certain cases,

overcome challenges that may be too difficult for a monolithic system. MASs can be

categorized as either centralized or distributed. A centralized MAS is defined as a MAS

that is controlled by a single master agent based on information provided by all other

agents, i.e., one robot makes decisions for itself and all other members of the system.

Conversely, a distributed MAS is a MAS where each agent makes its own decisions

and governs its own conduct while only using local information, i.e., information from

neighbors, where the number of neighbors of any agent is strictly smaller than the total

number of agents.

The reliance on a master agent to control a large centralized MAS leads to control

algorithms that are computationally intensive, difficult to scale, and vulnerable due to

having a single point of failure (the master agent). Furthermore, centralized MASs may

be ill-suited for applications conducted over an expanse since the master agent’s need

for global information may be challenged by unmanageable communication delays.

Distributed MASs bypass these complications by allowing each agent to function
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independently while yielding coordinated outcomes. Such division of labor, however, is

achieved at the expense of additional complexity and cost.

The consensus problem is a fundamental and widely explored area of research

within the controls and network science communities [1–5]. Consensus can be found

in numerous applications, such as in the rendezvous of mobile robots [6, 7], attitude

synchronization between multiple satellites [8, 9], and verification of distributed ledgers

to promote blockchain security [10]. One popular variant of consensus is approximate

leader-follower consensus. With respect to a mobile MAS, approximate leader-follower

consensus is achieved whenever the follower agents of a MAS are driven within a small

distance of the leader’s position and remain within such a distance for all future time

(forward-invariance of a neighborhood of the leader’s position). Most consensus results

consider continuous-time dynamical MASs and assume continuous communication and

sensing. However, physical constraints on a network, like communication bandwidth,

data packet losses, and delays, may inhibit continuous communication.

Motivated by intermittent communication challenges, event-triggered control (ETC)

enables the manipulation of continuous-time dynamical systems under intermittent

state feedback (cf. [11–16]). ETC opportunistically selects when to update the system

to efficiently perform a task [17]. In a MAS, inter-agent communication occurs at

times dictated by an event-trigger mechanism, which is derived from the need to

preserve system stability and, if desired, a performance criterion [18]. For example, [11]

investigates event-triggered pinning control for the synchronization of complex networks

of nonlinear dynamical systems. A multi-agent formation control problem is investigated

in [19] with ETC updates and additive disturbances, where agents only communicate

by exchanging information via a cloud repository. In [13], a decentralized controller is

developed that uses ETC scheduling to enable leader-follower consensus under fixed

and switching communication topologies.
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The event-trigger design can have significant ramifications on the overall sys-

tem performance. Typically, agents are required to continuously monitor their trigger

condition while each neighbor continuously monitors a neighbor’s communication.

Self-triggered control (STC) provides a more efficient triggering method that leverages

the system model to predict when to monitor/communicate (cf. [20, 21]). Moreover, a

STC strategy can also be developed that eliminates the need for an agent’s neighbors to

continuously monitor for information requests.1 While ETC and STC strategies provide

numerous benefits, critical communication timing conditions introduce potential vulner-

abilities. Specifically, since the trigger conditions are based on feedback from multiple

agents, erroneous feedback can lead to undesired outcomes.

Assuming knowledge of the number of adversarial agents, the authors in [23]

study event-triggered secure cooperative control of linear MASs under Denial-of-

Service (DoS) attacks. Static networks with cooperative and malicious nodes have

been extensively studied within the computer science literature [24, 25], resulting in

iterative consensus algorithms for distributed computing applications that are robust to

components subject to faults. Different research communities are beginning to extend

these architectures to MAS applications consisting of mobile agents, which requires

the nontrivial study of motion planning to preserve algebraic graph properties, such as

connectivity. For example, [26] addresses the problem of resilient in-network consensus

in the presence of Byzantine nodes [24], where resilience is designed for worst-case

security breaches and omnipotent malicious nodes. The Weighted-Mean-Subsequence-

Reduced (W-MSR) algorithm enables each node to receive state information from

its neighbors, sort the states, and neglect at most F extreme states relative to the

node’s state. While asymptotic consensus is obtained using the W-MSR algorithm, the

1 Eliminating the need for continuous monitoring allows the potential for power sav-
ings [22].
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result requires an upper bound of the maximum number of Byzantine agents. Such

an approach requires at least 2F + 1 reliable neighbors, which is difficult to scale with

increasing node number. Moreover, information is shared with all agents regardless of

their cooperative/Byzantine status, which can impact secure MAS consensus. The result

in [27] also enables resilient consensus assuming the maximum number of malicious

agents is known. The result in [28] achieves resilient approximate consensus by

removing extreme values similar to the W-MSR algorithm while enabling asynchronous

communication through a self-triggered strategy given a known upper bound for the

maximum number of Byzantine agents. The result in [29] achieves consensus tracking

of an arbitrary piecewise continuous step function for a network of agents using the

W-MSR algorithm provided the network is strongly (2F + 1)−robust. While malicious

agent identification is not required, MAS consensus is limited to at most F malicious

agents. Nonetheless, ETC and STC strategies that enable secure MAS consensus while

detecting and mitigating against Byzantine adversaries require further investigation.

In graph theoretic terms, antagonistic interactions can be modeled by replacing

the standard communication graph, characterized by nonnegative weights, with a

signed graph displaying both positive and negative weights (cf. [30, 31]). Positive

directed/undirected paths correspond to cooperative interactions with agents, while

negative directed/undirected paths describe interactions with antagonistic agents.

The work in [32] develops the concept of bipartite consensus among agents with

antagonistic interaction, where bipartite consensus or agreed dissensus is defined

as when all agents in the MAS converge to a state that is the same in magnitude but

not in sign, effectively enabling each team to reach their own consensus state. By

addressing the classical example of homogeneous agents modeled as simple scalar

integrators, [32] proves that if the signed, weighted and connected communication

graph describing the agents’ interactions is structurally balanced, then the agents reach

bipartite consensus. If the interactions are antagonistic, but not structurally balanced,
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the only agreement that can be achieved among the agents is the trivial one, where all

the agents’ states converge to zero.

The authors in [33] extend the results in [32] to a MAS consisting of N agents with

linear time-invariant (LTI) dynamics and establish conditions to ensure consensus and

bipartite consensus under the assumption that the agent interactions can be described

by a weighted, signed, connected, and structurally balanced graph. Moreover, bipartite

consensus can always be reached under the assumption that the agent dynamics are

stabilizable. However, consensus to a common state for the two antagonistic groups can

be achieved only under more restrictive requirements on the Laplacian associated with

the communication graph and on the agents’ description. In particular, consensus may

be achieved only if there is some equilibrium between the two groups, both in terms of

cardinality and in terms of the weights of the conflicting interactions among agents. The

result in [34] considers the bipartite consensus problem for a MAS composed of agents

with LTI dynamics and input saturation over directed and unbalanced networks.

The works in [32–34] share the common goal of enabling both teams in the antago-

nistic network to reach their own respective consensus, which assumes both consensus

states can coexist. However, signed graphs can also be extended to applications, where

the goal of one team is to reach consensus while the goal of the opposition is to prevent

the other team from reaching consensus. Such a scenario works under the assumption

that each team has a goal and must cooperatively work together to reach their goal.

However, it is not possible for both teams to reach their goal simultaneously. Hence, if

one team is to conspire against the other in a cooperative manner, then signed graphs

can be leveraged to model these interactions. However, if one group is organized while

the other is not, a traditional graph is sufficient to model the cooperative interactions of

the organized team.

Common threats in contested environments include: Denial-of-Service (DoS)

attacks, Time-Delay Switch (TDS) attacks, and Byzantine attacks. A DoS attack occurs
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when an adversary interrupts communication within a network [23], a TDS attack occurs

when an adversary imparts time delays on communication within a network [35], and

a Byzantine attack is a more general threat where communication can be delayed,

corrupted, and/or interrupted arbitrarily [24]. As a result, we focus on Byzantine threats

since they are a generalization of DoS and TDS attacks. As in [36], we consider

two types of Byzantine behavior. A Type I Byzantine agent remains in the mobile

network, where it can halt, delay, or corrupt information communicated to its neighbors

temporarily or indefinitely. A Type II Byzantine agent abandons the mobile network while

communicating true or no state information about itself temporarily or indefinitely. These

designations are not fixed for all time, and any adversary can be categorized as either

type at any time.

Results such as [26, 27, 29] attain consensus in the presence of Type I Byzantine

adversaries. However, they are not able to identify Byzantine threats nor can they

alter the communication network to stop data sharing between the cooperative and

Byzantine agents as in [36]. In [36], Byzantine adversaries are identified through a

Lyapunov-based detector that compares communicated state information to worst-case

state estimates that are based on accurate past neighbor state information and model

knowledge. While such a strategy enables Byzantine agent detection, it is limited in

the sense that the detector requires an upper bound on the control of each neighboring

agent, which may be unknown a priori. Moreover, once an agent is categorized as a

Byzantine adversary, it cannot be reincorporated back into the cooperative agent set

even if it becomes cooperative. Such a scenario can occur when the communication

links between a group of cooperative agents is temporarily jammed by an adversary.

These limitations can potentially be circumvented through the use of a reputation

algorithm [37], which does not require exact model knowledge of each neighbor’s

dynamics, does not require bounds on neighbor quantities, such as control, and enables
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the re-integration of rehabilitated agents, i.e., agents that convert from Byzantine to

cooperative.

While early results on consensus were built on undirected connected communica-

tion graphs [38], works like [39] enable consensus through the use of weight-balanced

directed communication graphs that are infinitely often jointly strongly connected. Be-

cause continuous communication between neighbors in a network places a constraint

on the physical distance between agent pairs, control algorithms constructed on in-

finitely often jointly connected graphs, which allow for the intermittent relaxation of

physical distance constraints, have grown in interest [40–42].

Akin to the idea of intermittently connected graphs, clustered MASs have also

been an active area of research since they impart high-level task division among sub-

groups of the whole MAS. For example, the work in [43] presents a distributed cluster

consensus control algorithm, where if the communication between clusters is directed

and acyclic, then each cluster can achieve local consensus for both fixed and switching

graphs. The authors in [44] study the clustered formation control problem for MASs with

intermittent and delayed communication. Given a MAS that is divided into M clusters,

the result presents a distributed controller that enables each cluster to assemble a

unique formation.

While cluster control strategies grant each component of a MAS autonomy, these

same techniques can be leveraged to obtain system-wide consensus while reducing

the communication between clusters. Recently, [45] proposed a distributed controller

that enables system-wide consensus for a clustered MAS (C-MAS), i.e., a MAS that is

partitioned into clusters, consisting of agents with LTI dynamics. The result designates

each cluster a single leader, where only the leaders of each cluster are allowed to inter-

mittently communicate through a fixed directed graph. Furthermore, the communication

topology within each cluster is modeled as a fixed and directed graph, where agents

in the same cluster can continuously communicate with their neighbors. While [45]
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relaxes the communication load when compared to systems that require continuous

communication in the entire MAS, the result is limited in the sense that each cluster

can only have a single leader, where all cluster leaders communicate intermittently at

the same time. This implies that all cluster leaders must be physically close to enable

communication.

Network communication is often expressed in terms of distance-based constraints:

two agents may communicate if they are sufficiently close. Even though network

connectivity is a necessary component for achieving MAS objectives, it is often the

case that assumptions are introduced about the network remaining connected or that

continuous communication along edges is always possible [17, 37, 46–48]. Ensuring

connectivity in real-time poses non-trivial challenges, even in the presence of continuous

communication [49]. Centralized and distributed variants of the connectivity mainte-

nance problem under continuous inter-agent communication have been extensively

studied [49–54], as well as in discrete-time [55], where connectivity maintenance can be

addressed inductively. Conversely, few results on distributed event-triggered control with

connectivity maintenance are available [56–58], all based on some version of consensus

dynamics (i.e., the right-hand side of the closed-loop dynamics of the ensemble is the

product between the weighted graph Laplacian and the state of the ensemble). In gen-

eral, there is no straightforward reduction of the event-triggered version of this problem

to either the smooth or discrete-time settings.

The result in [56] presents an event-triggered control approach to approximate

rendezvous for a MAS. Piecewise continuous state-dependent gains on the standard

(unweighted) consensus dynamics are used to preserve the edges of a distance-based

communication graph. However, the proposed event trigger requires continuous access

to inter-agent displacements, which implies continuous demand for sensing and/or

communication, where only the controller updates are intermittent. The result in [57]

investigates formation control with event-triggered connectivity preservation. The
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objective is achieved with intermittent sensing and broadcasting. Maintenance of the

initial graph is achieved using unbounded edge-tension functions, originally presented

in [7], where the Laplacian is weighted by the tension functions. In practice, unbounded

tension functions impose unnecessary restrictions on the space of initial configurations,

due to actuation limitations. Recently, the authors in [58] developed an event-triggered

controller and observer that achieve leader-follower consensus while maintaining

the edges of an initially connected graph. Edge preservation is achieved through the

use of bounded edge-potentials and intermittent communication determined by event

triggers. The results in [57] and [58] provide inroads to MAS coordination with graph

maintenance. These results share an approach of matching specific pre-selected time-

based triggers to the MAS dynamics as a means to guarantee the desired properties

(graph-maintenance, continuous-time completeness, and stability).

1.2 Contributions of the Dissertation

Control systems operating under intermittent state feedback are vulnerable to

cyber-attacks, where the injection of inaccurate or nefarious information can lead to

undesirable and unsafe system behavior. Distributed network control systems can

also be subjected to cyber-attacks, where damaging key nodes in a network with

low vertex connectivity may cause the network to become disconnected, and, as a

result, lead to instability. Given the multitude of attacks, this dissertation focuses on

the Byzantine attack model, which captures the communication of inaccurate, delayed,

or no information. Therefore, distributed MASs coordinating with intermittent state

feedback are especially sensitive to Byzantine attacks, which motivates the development

of Byzantine-resilient control algorithms.

In Chapter 2 and the result in [59], the approximate leader-follower consensus

problem for cooperative agents in the presence of Byzantine adversaries is investigated,

where approximate leader-follower consensus is achieved when the state of the follow-

ers is driven into a forward invariant neighborhood of the state of the leader. Since only
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the cooperative followers must collaborate to reach leader-follower consensus and the

Byzantine adversaries are assumed to operate independently (i.e., do not work together

against the cooperative followers), a traditional unsigned graph is used to model the net-

work topology of the followers. Moreover, this chapter presents event- and self-triggered

strategies for the approximate leader-follower consensus problem while providing

robustness to Byzantine adversaries. Unlike methods such as W-MSR, that need to

know an upper bound on the number of Byzantine agents a priori and then reject some

amount of outlier information, the work in this chapter uses a Lyapunov-based detec-

tion strategy to identify Byzantine actors online. Motivated by the potential for different

ways in which an agent can be compromised (e.g., different combinations of sensing,

actuation, or computation can be degraded) and different potential responses to such

behavior, Chapter 2 segregates Byzantine agents into different categories. Based on

the agent category, the resulting graph can become directed, time-varying, and unbal-

anced. Despite these complications, the result achieves approximate leader-follower

consensus, between the leader and cooperative followers, in a distributed manner,

where each agent’s control input is computed from local neighbor interactions. More-

over, in the absence of Byzantine adversaries, this work can recover the result in [13]

for static graphs, which did not consider Byzantine agents. The stability of the event-

and self-triggered control strategies are examined through a nonsmooth Lyapunov

analysis. This result is a generalization of the precursory result in [36]. Specifically, this

chapter provides broader context, additional mathematical development for the stability

analysis, a more detailed fault detection method, and simulation results investigating the

trade-off between the event- and self-triggered strategies with respect to power savings,

communication bandwidth, and performance.

The Byzantine agent detector used in Chapter 2 relies on model knowledge,

which is not readily applicable to MASs with uncertain dynamics. As a result, Chapter

3 and the result in [60] improve upon Chapter 2 by developing a trust model and a
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reputation algorithm that can identify Byzantine agents without the need of a dynamic

model. The trust model and reputation algorithm are then used in a distributed event-

triggered controller to achieve Byzantine-resilient formation control and leader tracking

(FCLT) for a MAS consisting of agents with uncertain heterogeneous control-affine

dynamics. Specifically, FCLT refers to a set of follower agents tracking the trajectory of a

leader agent while the follower agents maintain a predefined formation. The reputation

strategy enables coordination between cooperative agents only, while enabling the

capability of reintegrating rehabilitated agents. Additionally, this strategy also enables

malfunctioning agents to be isolated from the cooperative MAS to ensure safety and

enable the remaining agents to achieve the objective. A malfunctioning agent can be

reintegrated into the network once functional operational control can be established.

By coordinating only with cooperative neighbor information, the influence from each

Byzantine adversary is cut out from the network consisting of only the cooperative

followers. The Byzantine detection strategy is based on two-point authentication, e.g.,

comparing communicated and sensed state information, where the redundancy in

state information enables Byzantine agent detection. Selectively ignoring Byzantine

agents results in a time-varying graph topology. Nonsmooth dynamics also result from

intermittent communication due to an event-triggered strategy, which facilitates the

efficient use of resources. Nonsmooth Lyapunov methods are used to prove stability and

FCLT of the MAS consisting of the remaining cooperative agents.

The preliminary result in [46] established the concept of using a zero-order hold to

enable formation control and leader tracking with intermittent communication between

the followers only and the use of trust and reputation models to impart resilience

to Byzantine adversaries. In this chapter and the result in [60], a more complete

development of the ideas in [46] is provided by: (a) a revised, more detailed, and more

rigorous narrative and presentation, (b) a generalization of the mathematics to relax

the previous requirement of continuous communication with the leader to allow only
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intermittent feedback, (c) a proof of the existence of a positive uniform lower bound

for the difference between consecutive broadcast events for each agent, including the

leader, and (d) simulation results that demonstrate the performance of the developed

methods.

Flexibility is an attractive property of MASs. One way to design flexibility into

MASs is to partition the node set and assign each subset of the node set (cluster ) a

desired task. Note that the graph structure connecting two clusters is referred to as

an inter-cluster. Motivated by [45] and [61], Chapter 4 and the result in [62] develop

a distributed controller that enables a C-MAS composed of agents with LTI dynamics

to obtain system-wide consensus, where the number of agents that can communicate

between clusters is not restricted and the communication between clusters can be

both intermittent and asynchronous. Since this dissertation focuses on intermittent

communication as a means to conserve resources, the communication rate within

inter-clusters is limited to alleviate the communication demands of the global network.

Such a strategy also accommodates scenarios where clusters are often physically

separated from each other but can exchange information by occasionally meeting.

Given a MAS coordinating over a communication topology that is modeled with an

undirected graph, the agents are organized into disjoint clusters, where each cluster

forms a connected network. Within each cluster, each agent is allowed to continuously

communicate with their neighbors that are within the same cluster. Conversely, agents

within an inter-cluster are allowed to intermittently communicate with their neighbors that

are within the same inter-cluster. The result is a mixture of continuous communication

and both intermittent and asynchronous communication within the global network. The

goal of each agent in the C-MAS is to have their state converge to an agreement value

by sharing local information of a continuous-time homogeneous process. Note that

the intermittent communication events of the continuous-time process are inherently

hybrid. Therefore, a unique coupling between a static consensus protocol and a hybrid
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consensus protocol is designed. The closed-loop network model is presented using

the hybrid systems framework of [63]. The consensus problem is then recast into a set

stability problem and sufficient conditions of the consensus set are presented through a

Lyapunov-based stability analysis. A C-MAS composed of 16 agents that is partitioned

into 3 clusters and 2 inter-clusters is used to illustrate the results through numerical

simulations and shown to achieve consensus using the proposed control strategy.

The last key issue addressed in this dissertation is the design of event-triggered

controllers capable to preserving the connectivity of an initially connected graph.

Chapter 5 and the result in [64] study the event-triggered rendezvous problem while also

seeking to preserve the edges of an initially connected graph for a MAS consisting of

single-integrator agents. The result differs from [56–58] in that it characterizes a family

of distributed event/self-triggered controllers that (a) utilize continuously differentiable

(i.e., class C1) edge-potentials for graph maintenance; (b) ensure completeness

of maximal solutions while excluding Zeno behavior; and (c) given a user-defined

parameter ν > 0, exponentially drive the MAS to ν-approximate rendezvous. Note

that ν-approximate rendezvous occurs when a MAS is in a configuration where all

agent states are within a distance of at most ν from each other. Furthermore, this

framework identifies specific properties that the trigger mechanisms must satisfy and

provides users the relative freedom to design an event trigger mechanism that satisfies

their needs. The novelty of this result is that it provides a general formal treatment of

event/self-triggered control for MAS rendezvous with graph maintenance within the

hybrid differential inclusions framework of [63]. Using hybrid time enables a particularly

concise analysis of the interactions between the clocks of the individual agents, event

triggers, and dynamical properties of the overall system in this setting. The theoretical

guarantees are independent of the particular form of the trigger, allowing for a variety of

trigger designs. Finally, this chapter and the result in [64] expand the result of [54] in two

significant ways. First, the new proposed edge-tension function removes the restriction
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from [54] on the length of the initial edges (which are required to be significantly shorter

than the communication radius), and illuminate the trade-off between how close an edge

is to breaking and the control effort required to preserve the edge. Hence, unnecessary

restrictions on the admissible set of initial configurations are removed. Second, the need

for continuous communication/sensing is relaxed by employing an event/self-triggered

control strategy. A simulation example for a 9-agent MAS with single integrator dynamics

is presented and confirms the results.

Chapter 6 concludes the dissertation by providing a summary of the contributions

for Chapters 2–5 and discussing future work.

1.3 Preliminaries

1.3.1 Notation

Let R and Z denote the set of real numbers and integers, respectively. Additionally,

let R≥x , [x,∞), R>x , (x,∞), R<x , (−∞, x), Z≥x , R≥x ∩ Z, and Z>x , R>x ∩ Z

for x ∈ R. For p, q, n ∈ Z>0, the p × q zero matrix and the p × 1 zero column vector are

denoted by 0p×q and 0p, respectively. The p×p identity matrix and the p×1 column vector

of ones are denoted by Ip and 1p, respectively. The Euclidean norm of a vector r ∈ Rp is

denoted by ‖r‖ ,
√
r>r. For x, y ∈ Rn, the inner product between x and y is denoted by

〈x, y〉, where 〈x, y〉 = x>y. Given a positive integer M , define [M ] as the set {1, 2, ...,M}.

The Kronecker product of A ∈ Rp×q and B ∈ Ru×v is denoted by (A ⊗ B) ∈ Rpu×qv.

The block diagonal matrix whose diagonal blocks consist of G1, G2, ..., Gn is denoted by

diag(G1, G2, ..., Gn). The ith eigenvalue of a symmetric matrix G ∈ Rp×p is denoted by

λi(G) ∈ R. The maximum and minimum eigenvalues of G are denoted by λmax(G) ∈ R

and λmin(G) ∈ R, respectively. The maximum singular value of A ∈ Rp×q is denoted

by Smax (A) ∈ R≥0. The symbols ∧, ∨, and ¬ denote logical AND, OR, and NOT,

respectively. The complement and power set of the set S are denoted by S{ and 2S ,

respectively. The Frobenius norm of A ∈ Rp×q is denoted by ‖A‖F ,
√

1>p (A� A) 1q,

where � denotes the Hadamard product. The class C1 refers to the set of continuously
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differentiable functions. Let f be an essentially bounded measurable function. Then,

f ∈ L∞ if and only if inf {C ≥ 0 : |f (x)| ≤ C for almost every x} ∈ R≥0. For any sets

A,B, a function f of A with values in B is denoted by f : A → B, whereas f : A ⇒ B

refers to a set-valued function f : A → 2B. The exponential function with base e and

argument x is denoted by either exp(x) or ex. Given a closed set A ⊂ Rn and a point

x ∈ Rn, the distance of x to A is denoted by |x|A , inf {‖x− y‖ : y ∈ A} ≥ 0.

1.3.2 Graphs

Let G (t) , (V , E (t) ,A (t)) be a time-varying, weighted, and undirected graph with

node set V , [N ] for some N ∈ Z>0, undirected edge mapping E : [0,∞) → 2V×V ,

and weighted adjacency matrix A (t) , [aij (t)], where aij : [0,∞) → [0, 1] . Within

the context of this work, no self-loops are considered, and therefore, aii (t) , 0 for all

i ∈ V and t ≥ 0. In general, aij (t) 6= aji (t) , but equality is possible. An undirected

edge is defined as an ordered pair (j, i) , where (j, i) ∈ E (t) if and only if (i, j) ∈ E (t) .

Note that (j, i) ∈ E (t) implies node j can send information to node i. Moreover,

aij (t) ≥ 0 if (j, i) ∈ E (t), and aij (t) = 0 if (j, i) /∈ E (t). An undirected graph is called

connected if and only if there exists a sequence of edges in E (t) between any two

distinct nodes. The time-varying neighbor set of node i is defined by Ni : [0,∞) → 2V ,

where Ni (t) , {j ∈ V \ {i} : (j, i) ∈ E (t)} .

The diagonal degree matrix of the undirected graph G (t) is denoted by ∆ (t) ,

[∆ij (t)] , where, for all i 6= j and t ≥ 0, ∆ij (t) , 0 and ∆ii (t) ,
∑

j∈V aij (t) .

The graph Laplacian L : [0,∞) → RN×N of the undirected graph G (t) is given by

L (t) , ∆ (t) − A (t) . Consider a single node, indexed by 0, along with the mapping

D : [0,∞) → RN×N
≥0 such that D , [dij] and dij : [0,∞) → [0, a] for some a ∈ R>0.

For all i 6= j and t ≥ 0, dij (t) , 0. Let di (t) , dii (t) , where, if there exists an edge

between nodes 0 and i, then di (t) denotes the weight assigned to this edge. Therefore,

D (t) is a diagonal pinning matrix. The flow of information between the agents of a

MAS consisting of N followers is encoded through the graph Laplacian L(t). If a MAS
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consists of a leader and N follower agents, then the flow of information between the

agents is represented by H : [0,∞) → RN×N such that H (t) , L (t) + D (t) . The

Laplacian of the complete graph on N nodes is denoted by LC ∈ RN×N .

1.3.3 Hybrid Systems

A hybrid system H with state z ∈ Rn and data (C, f,D,G) is defined as

H :


ż = f(z), z ∈ C,

z+ ∈ G(z), z ∈ D,
(1–1)

where f : Rn → Rn denotes the flow map that models continuous behavior, C ⊂ Rn

denotes the flow set over which the system continuously evolves, G : Rn ⇒ Rn denotes

the set-valued jump map that models discrete behavior, and D ⊂ Rn denotes the jump

set over which the system discretely evolves. A solution φ to the hybrid system H is

parameterized with respect to hybrid-time as denoted by (t, j) ∈ R≥0×Z≥0. Observe that

t denotes continuous time, and j denotes discrete time. The domain dom φ ⊂ R≥0 × Z≥0

is called a hybrid time domain if for all (T, J) ∈ dom φ, dom φ ∩ ([0, T ] × {0, 1, ..., J})

can be expressed as ∪Jj=0(Ij × {j}), where Ij , [tj, tj+1] for a time sequence 0 = t0 ≤

t1 ≤ ... ≤ tJ+1.2 Note that tj indicates the j th instance the state z jumps. A solution φ

to H is called maximal if φ cannot be extended, that is, φ is not a truncated version of

another solution. A solution is called complete if its domain is unbounded. A solution is

said to be precompact if it is complete and bounded. The set SH contains all maximal

solutions to H, where the set SH(ξ) contains all maximal solutions to H from ξ. A hybrid

system H = (C, f,D,G) with data in (1–1) is said to satisfy the hybrid basic conditions if

it satisfies the conditions in [63, Assumption 6.5].

2 Given a set-valued mapping H : Rm ⇒ Rn, the domain of H is the set dom H ,
{x ∈ Rm : H(x) 6= ∅} [63, Definition 2.1].
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1.3.4 Relevant Stability Notions

Definition 1.1. [65, Definition 4.6] (uniformly ultimately bounded) The solutions to

ẋ = f (x, t) are uniformly ultimately bounded if there exist positive constants b and c ,

independent of t0 ≥ 0, and for every a ∈ (0, c), there is a T = T (a, b) ≥ 0, independent of

t0, such that

‖x (t0)‖ ≤ a =⇒ ‖x (t)‖ ≤ b, ∀t ≥ t0 + T.

Definition 1.2. [66] (global exponential stability) Let a hybrid system H be defined on

Rn. Let A ⊂ Rn be closed. The set A is said to be globally exponentially stable (GES)

for H if there exist κ, α > 0 such that every maximal solution φ to H is complete and

satisfies

|φ(t, j)|A ≤ κ exp(−α(t+ j))|φ(0, 0)|A

for each (t, j) ∈ dom φ.
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CHAPTER 2
EVENT/SELF-TRIGGERED APPROXIMATE LEADER-FOLLOWER CONSENSUS

WITH RESILIENCE TO BYZANTINE ADVERSARIES

Distributed event- and self-triggered controllers are developed for approximate

leader-follower consensus with robustness to adversarial Byzantine agents for a class

of homogeneous MASs. A strategy is developed for each agent to detect Byzantine

agent behaviors within their neighbor set and then selectively disregard their trans-

mission using accurate past information and model knowledge. Selectively removing

Byzantine agents results in time-varying discontinuous changes to the network topology.

Nonsmooth dynamics also result from the use of event/self-triggered strategies and

triggering condition estimators that enable intermittent communication. Nonsmooth

Lyapunov methods are used to prove approximate consensus of the MAS consisting of

the remaining cooperative agents.

2.1 Agent Dynamics and Network Topology

Consider a homogeneous MAS consisting of a single leader indexed by 0 and a

set of N ∈ Z>0 follower agents indexed by V . The linear time-invariant model of agent

i ∈ V ∪ {0} is

ẋi (t) = Axi (t) +Bui (t) , (2–1)

where xi : [0,∞) → Rm denotes the position, ẋi : [0,∞) → Rm denotes the velocity,

A ∈ Rm×m denotes the known constant state matrix, B ∈ Rm×n denotes the known

full-row rank control effectiveness matrix, and ui : [0,∞) → Rn denotes the control input

for agent i. Within this work, the followers can be categorized as either Byzantine or

cooperative. Let the mapping B : [0,∞) → 2V define the time-varying set of Byzantine

agents and the mapping C : [0,∞) → 2V define the time-varying set of cooperative

agents, where B (t) ∩ C (t) = ∅ and B (t) ∪ C (t) = V for all t ≥ 0. The following

assumptions are made to facilitate the subsequent analysis.

Assumption 2.1. Each agent is capable of measuring its own position for all t ≥ 0.
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Assumption 2.2. The pair (A,B) is stabilizable.

Assumption 2.3. The control and state of the leader are continuous and bounded, i.e.,

there exists M0, M0 ∈ R>0 such that ‖u0 (t)‖ ≤M0 and ‖x0 (t)‖ ≤M0 for all t ≥ 0.

The flow of information between the followers of the MAS is modeled by a

time-varying, weighted, and undirected graph G (t) = (V , E (t) ,A (t)) . Within this

work, (j, i) ∈ E (t) if and only if ‖xi (t)− xj (t)‖ ≤ Rcom, where Rcom ∈ R>0 de-

notes the communication radius of each agent i ∈ V ∪ {0} . It then follows that

Ni (t) = {j ∈ V \ {i} : ‖xi (t)− xj (t)‖ ≤ Rcom} . Let EC (t) denote the undirected edge

set and AC (t) denote the weighted adjacency matrix associated with all cooperative

followers in C (t) . The sub-MAS consisting of only the cooperative followers is modeled

by the time-varying, weighted, and undirected graph GC (t) , (C (t) , EC (t) ,AC (t)) and is

referred to as the cooperative MAS (CMAS).

Assumption 2.4. The leader is a cooperative agent for all t ≥ 0.

Assumption 2.5. The graph GC (t) is connected for all t ≥ 0, and di (t) = 1 for some

i ∈ C (t) for all t ≥ 0.1

2.2 Objectives

The objective is to design distributed event- and self-triggered controllers for

each cooperative agent governed by (2–1) to achieve approximate leader-follower

consensus while identifying Byzantine adversaries and disregarding their disruptive

inputs. Resilience to Byzantine adversaries is achieved by providing each follower

the ability to detect Byzantine agents in their neighbor set and delete existing edges

between themselves and all Byzantine neighbors. The result ensures each cooperative

agent coordinates its motion based only on information from cooperative neighbors

1 Future works will develop network connectivity maintenance methods for the CMAS.
Potential inroads to such results include [51].
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yielding GC (t) . To quantify the consensus objective, let e1,i : [0,∞)→ Rm be defined as

e1,i (t) , xi (t)− x0 (t) . (2–2)

Approximate leader-follower consensus is achieved when e1,i (t) is uniformly ultimately

bounded (UUB) for all cooperative followers i ∈ V . Since the behavior of Byzantine

agents cannot be guaranteed, the objective can only be satisfied by the cooperative

agents. The use of ETC/STC methods also motivates the development of an observer

to provide state estimates. The state estimation error of follower i is defined by e2,i :

[0,∞)→ Rm, where

e2,i (t) , x̂i (t)− xi (t) (2–3)

such that x̂i : [0,∞)→ Rm denotes the state estimate of xi for each i ∈ V .

2.3 Agent Models, Detection, and Mitigation

A detection method is presented in this section that provides distributed detection,

where each agent formulates an inequality-based test to determine if an agent is

Byzantine. Since (sufficiently disturbing) Byzantine actions violate the inequality, the

detection method is considered instantaneous (or finite-time over the duration between

communication events) in the sense that the inequality condition is interrogated at

each communication event. Example strategies that enable finite-time Byzantine agent

detection include [67–70]. Note that the methods in [68–70] are not directly applicable to

the results in this paper since these techniques utilize observers that require continuous

communication. Furthermore, while [67] provides an alternative detection strategy, like

our detector, it also does not guarantee detection of Byzantine adversaries that have

complete knowledge of the detection strategy.

2.3.1 Agent Definitions

Within this work, a Byzantine agent is defined as a non-compliant follower

(cf. [24, 71]). Since non-compliance covers a broad scope of behaviors, this chapter
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narrows its focus to two types of Byzantine agents, namely, Type I and Type II. A Type I

Byzantine agent is defined as a follower that executes the intended controller but com-

municates false state information about itself to its neighbors. A Type II Byzantine agent

is defined as a follower that executes a controller that is different from the intended

controller or executes the intended controller under the influence of faulty hardware,

while communicating true or no state information about itself to its neighbors. Conse-

quently, a Type I Byzantine agent remains within the communication range of the CMAS

since a Type I Byzantine agent executes the intended controller. In contrast, a Type II

Byzantine agent may potentially leave the communication range of the CMAS. Note that

non-responsive communication is a characteristic of Type II Byzantine behavior and can

occur due to a follower leaving the CMAS, radio failure, or malicious intent. A coopera-

tive agent is defined as a follower that successfully executes the intended controller and

provides true state information about itself to all its neighbors.

2.3.2 Agent Models and Detection

The Byzantine agent detection problem is similar to fault detection since a Byzan-

tine agent can elicit undesirable behavior in a MAS. Several methods can enable

Byzantine agent detection, e.g., performance-based fault detection and model-based

fault detection [72, 73]. Such detection strategies are threshold-based methods, which

compare an error metric to some user-defined threshold. There are multiple ways to

determine a threshold, e.g., through a statistical analysis of data generated by a sim-

ulation/experimental study or an analysis-based derivation. Yet, no threshold strategy

is perfect, and Byzantine agent detection is not guaranteed for all instances and all

types of Byzantine behavior. Hence, Byzantine agent detection is an open problem that

requires further investigation.

Let {tik}
∞
k=0 ⊂ R≥0 be an increasing sequence of event-times determined by a

subsequently defined event-trigger (see Theorem 2.1). Note that tik denotes the kth

instance follower i broadcasts its state to its neighbors. Suppose follower i broadcasts
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its state information to all followers j ∈ Ni (t) at time tik, where xi (tik) denotes the

true state of follower i at time tik, and xi,j (tik) ∈ Rm denotes the state information that

is broadcast from follower i to follower j at time tik. Given the ETC strategy, the state

estimate of follower i is reset to the broadcast state of follower i as defined in (2–11),

where x̂i (tik) = xi,j (tik) for each j ∈ Ni (t) . Moreover, let x̂−i (tik) denote the state

estimate of follower i the moment before being reset to xi,j (tik) , where the mismatch

between the state estimate of follower i before and after the reset at time tik with respect

to follower j is defined as

ēi,j
(
tik
)
, x̂−i

(
tik
)
− xi,j

(
tik
)
. (2–4)

Similarly, let

e−2,i
(
tik
)
, x̂−i

(
tik
)
− x−i

(
tik
)

(2–5)

denote the state estimation error of follower i the moment before being reset at time tik.

In a cooperative setting, follower i broadcasts its true state to all of its neighbors at time

tik, i.e., xi (tik) = xi,j (tik) for all j ∈ Ni (t) , where it can be shown that e−2,i (t
i
k) = ēi,j (tik) .

Let Ψi,k denote an upper bound2 for
∥∥e−2,i (tik)∥∥ , where

∥∥e−2,i (tik)∥∥ ≤ Ψi,k. (2–6)

Since
∥∥e−2,i (tik)∥∥ = ‖ēi,j (tik)‖ and

∥∥e−2,i (tik)∥∥ ≤ Ψi,k, ‖ēi,j (tik)‖ ≤ Ψi,k. However, within

a contested environment, it is possible for xi (tik) to differ from xi,j (tik) , i.e., follower i

can provide misinformation about its state. Therefore, the Byzantine agent detector that

2 See Remark 2.4 (for ETC) or Remark 2.7 (for STC) for specific examples of Ψi,k.
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follower j uses to determine the status of follower i ∈ Nj (t) at time tik is3

Ξi,k ,
∥∥ēi,j (tik)∥∥−Ψi,k, (2–7)

where follower i is a cooperative neighbor of follower j at time tik if Ξi,k ≤ 0, and follower

i is a Byzantine neighbor of follower j at time tik if Ξi,k > 0. The estimated state of

follower i before the reset is compared to the potential state estimate update of follower

i after the reset in (2–4). Therefore, this strategy enables instantaneous detection of

Byzantine adversaries that provide sufficiently disturbing state information.

The following atomic propositions are presented to precisely model the behavior of

Type I Byzantine agents, Type II Byzantine agents, and cooperative agents within this

work. Let Dk,i define the statement Ξi,k ≤ 0, Xi,j define the statement xi (t) = xi,j (t) ,

and Tk,i define the statement tik ≤ tik−1 + ∆i, where ∆i ∈ R>0 is a constant parameter

that is defined in Remark 2.5. Hence, Dk,i, Xi,j, and Tk,i are each either true or false.

Observe that Dk,i, Xi,j, and Tk,i encode acceptable agent motion, honest state

reporting, and punctual state reporting, respectively, for follower i at time tik. With

respect to follower j and for each broadcast time tik, follower i ∈ Nj (t) is
cooperative, Dk,i ∧ Xi,j ∧ Tk,i,

Type I, ¬ (Dk,i ∨ Xi,j) ∧ Tk,i,

Type II, ¬ (Dk,i ∧ Tk,i) ∧ Xi,j.

(2–8)

3 Ψi,k in (2–6) represents a threshold that is used for Byzantine agent detection. As
with any threshold detection method, if the adversary knows this threshold, then it can
inject small perturbations below the threshold to yield some effect. These small pertur-
bations can be modeled as a bounded disturbance, which leads to a larger UUB bound
given the proposed controller. An open problem for all such detection strategies is to
determine the most sensitive threshold that balances detection with false positives, es-
pecially in the presence of noise.

39



Hence, given the agent models in (2–8), the set of cooperative neighbors of follower j is

given by

Cj (t) ,
{
i ∈ Nj (t) : ∀tik ≤ t Dk,i ∧ Tk,i

}
,

and the set of Byzantine neighbors of follower j is given by

Bj (t) ,
{
i ∈ Nj (t) : ∃tik ≤ t ¬ (Dk,i ∧ Tk,i)

}
.

By convention, if follower i does not provide follower j with state information within a

predetermined time period, i.e., tik > tik−1 + ∆i, then follower j categorizes follower i as

Byzantine, i.e., i ∈ Bj (t) . Efforts in this paper focus only on detectable Type I and Type

II behaviors, and additional efforts are required to generalize the development to broader

classes of adversarial behaviors.

2.3.3 Mitigation

Since the objective is to achieve approximate leader-follower consensus by the

cooperative followers, and both the detector in (2–7) and the communication timing

condition, i.e., tik ≤ tik−1 + ∆i, allows each follower to identify their cooperative and

Byzantine neighbors, the edge weights can be intermittently updated according to the

status of each neighbor. Hence, for all t ∈ [tjk, t
j
k+1), the piecewise constant edge weight

aij (t) is defined by

aij (t) ,

 1, j ∈ Ci (t)

0, j ∈ Bi (t) .
(2–9)

From (2–9), the edge weight aij (t) = 1 for all t ∈ [tjk, t
j
k+1) if follower j is a cooperative

neighbor of follower i at time tjk, and aij (t) = 0 for all t ∈ [tjk, t
j
k+1) if follower j is a

Byzantine neighbor of follower i at time tjk.

Although the proposed detection and mitigation strategy enables each cooperative

agent to insulate itself from Byzantine neighbors, the choice remains to allow each

40



cooperative agent to communicate state information about itself to Byzantine neighbors

or not. Communication could enable a Type I Byzantine adversary to be regulated

to a desired location for remediation. However, communicating with a compromised

agent could endanger security. Without loss of generality, the subsequent work enables

communication from cooperative agents to their Byzantine neighbors.

Assumption 2.6. For all j ∈ Bi (t) and each i ∈ V , follower i communicates state

information about itself to follower j.4

Remark 2.1. While a threshold-based detection strategy is used to categorize the

neighbors of follower i as either cooperative or Byzantine for each i ∈ V , any other

detection method that enables the construction of (2–9) can be implemented along with

the observer in (2–10)–(2–11), controller in (2–12)–(2–13), and event-trigger in (2–24) to

achieve the objective.

2.4 State Estimation and Event-Triggered Control

2.4.1 Control and Observer Development

Given the use of an event-triggered strategy, the state estimate of follower j ∈ V is

generated by the following observer

˙̂xj (t) , Ax̂j (t) , t ∈
[
tjk, t

j
k+1

)
(2–10)

x̂j
(
tjk
)
, xj,i

(
tjk
)
, (2–11)

which is synchronized among all followers i ∈ Nj (t) ∪ {j} . Note that for each j ∈ V , self-

communication does not occur and x̂j(t
j
k) , xj(t

j
k). Moreover, recall that xj,i(t

j
k) = xj(t

j
k)

provided follower j is cooperative. The solution to (2–10) over [tjk, t
j
k+1) is x̂j (t) =

eA(t−tjk)x̂j(t
j
k). Hence, accurate estimation of the state of follower j requires an accurate

initial condition, i.e., correct state estimation is ensured provided x̂j(t
j
k) = xj(t

j
k).

4 The leader will also communicate state information about itself to all neighbors.
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Therefore, in this work, if j ∈ Bi(tjk), then j ∈ Bi(t) for all t ≥ tjk. The Byzantine

designation is permanent since follower i does not have an accurate state of the

follower in question with which to propagate the estimate forward and compare to

the corresponding sampled state. There are various methods to allow the inclusion

of a rehabilitated follower into the cooperative follower set, e.g., trusted third party

information can be used to reset the observer or a reputation algorithm such as in [37]

can potentially be used as an alternative to adjust the graph edge weights. These

potential extensions merit further investigation and are beyond the scope of this work.

Assumption 2.7. All followers are cooperative agents at time t = 0.

Assumption 3.7 enables the detection of Byzantine followers after the initial time

t = 0. Like most fault or change detection methods, a baseline condition (i.e., at t = 0) is

first required for comparison (cf. [72, 73]). However, Byzantine follower detection can be

accomplished using the threshold-based detector in (2–7) at the initial time provided all

followers know the initial position of their neighbors. Motivated by [13], the controller for

follower i ∈ V is

ui (t) , Kzi (t) +Ke2,i (t) (2–12)

zi (t) ,
∑

j∈Ni(t)

aij (t) (x̂j (t)− x̂i (t)) + di (t) (x0 (t)− x̂i (t)) , (2–13)

where zi : [0,∞) → Rm is the estimate-based consensus control effort. The gain matrix

K ∈ Rn×m in (2–12) is designed as K , B>P, where P ∈ Rm×m is the symmetric and

positive definite solution to the Algebraic Riccati Equation (ARE) given by

A>P + PA− λmin (Hmin) 2PBB>P + kIm = 0m×m. (2–14)

Note that λmin (Hmin) , min {λmin (Hsym (t))} ∈ R>0 such that Hsym (t) ,

1
2

(
H (t) +H (t)>

)
∈ RN×N and k ≥ k1 + ρ2

δ
, where ρ > 2

√
NM0Smax (PB) ∈ R>0,

k1 , k2 + k3, and k2, k3, δ ∈ R>0 are user-defined parameters. Rather than use a

traditional sample-and-hold event-triggered consensus control law such as in [21],
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the combined use of (2–10)–(2–13) enable each follower i to continuously compute a

control input that evolves according to the leader’s drift dynamics [74].

By using (2–1)–(2–3), (2–12), and (2–13), the time-derivative of (2–2) can be

expressed as

ė1,i (t) = Ae1,i (t)−BKdi (t) e1,i (t)−BKdi (t) e2,i (t) +BK
∑

j∈Ni(t)

aij (t) (e1,j (t)− e1,i (t))

+BK
∑

j∈Ni(t)

aij (t) (e2,j (t)− e2,i (t)) +BKe2,i (t)−Bu0 (t) . (2–15)

Similarly, using (2–1)–(2–3), (2–10), (2–12) and (2–13), the weak time-derivative5 of

(2–3) can be expressed as

ė2,i (t) = Ae2,i (t) +BKdi (t) e2,i (t) +BKdi (t) e1,i (t)−BK
∑

j∈Ni(t)

aij (t) (e2,j (t)− e2,i (t))

−BK
∑

j∈Ni(t)

aij (t) (e1,j (t)− e1,i (t))−BKe2,i (t) . (2–16)

The stacked forms of (2–2) and (2–3) are defined as

e1 (t) ,
[
e>1,1 (t) , e>1,2 (t) , ..., e>1,N (t)

]> ∈ RmN , (2–17)

e2 (t) ,
[
e>2,1 (t) , e>2,2 (t) , ..., e>2,N (t)

]> ∈ RmN , (2–18)

respectively. Substituting (2–15) and (2–16) into the time-derivative of (2–17) and

(2–18), respectively, and compactly expressing the results with the Kronecker product

yields

ė1 (t) = (IN � A) e1 (t) + ((IN −H (t)) �BK) e2 (t)− (H (t) �BK) e1 (t)− (1N �Bu0 (t)) ,

(2–19)

ė2 (t) = (IN � (A−BK)) e2 (t) + (H (t) �BK) e2 (t) + (H (t) �BK) e1 (t) , (2–20)

5 Weak time-derivative refers to the existence of the time-derivative for almost all time.

43



respectively. The stacked form of (2–13) is defined by z (t) ,
[
z>1 (t) , z>2 (t) , ..., z>N (t)

]> ∈
RmN . Substituting x̂ (t) ,

[
x̂>1 (t) , x̂>2 (t) , ..., x̂>N (t)

]> ∈ RmN and (2–13) for all i ∈ V into

z (t) yields

z (t) = − (H (t) � Im) x̂ (t) + (D (t) � Im) (1N � x0 (t)) . (2–21)

Moreover, substituting (2–2), (2–3) and (2–13) for all i ∈ V into z (t) yields

z (t) = − (H (t) � Im) e2 (t)− (H (t) � Im) e1 (t) . (2–22)

Since the objective is achieved when e1,i (t) is UUB for all cooperative followers i ∈ V ,

it is sufficient to show that e1 (t) is UUB. However, since e1 (t) may contain error signals

belonging to Byzantine followers, where the behavior of Byzantine followers cannot be

controlled, the objective can only be guaranteed for the cooperative followers. Hence, if

follower j is categorized as a Byzantine agent at tjk for some k ∈ Z≥0, then e1,j (t) , 0m

and e2,j (t) , 0m for all t ≥ tjk.

2.4.2 Stability Analysis

To facilitate the subsequent stability analysis, let

γ , max
{∥∥(IN −H (t)) � 2PBB>P

∥∥} ∈ R>0,

φ1 , k2 −
κ (2k3 + γ)

2
∈ R>0,

φ2 , k3 +
2k3 + γ

2κ
∈ R>0,

φ3 ,
k3

max
{
‖H (t) � Im‖2} ∈ R>0,

where κ ∈ R>0 is a user-defined parameter used in Young’s inequality. Moreover, let

δ̄ , δ + θ ∈ R>0, where δ ∈ R>0 is a user-defined parameter used to compensate for

the effect of the leader’s control input, and θ ∈ R>0 is a user-defined parameter used to

exclude Zeno behavior. Based on the definition of δ̄, additional constants are defined to
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facilitate the analysis

β1 ,

√
λmax (IN � P ) δ̄

λmin (IN � P )φ1

∈ R>0,

β2 ,

√
V1 (e1 (0))

λmin (IN � P )
∈ R≥0,

β3 ,
φ1

2λmax (IN � P )
∈ R>0.

Given Assumption 2.2, the ARE in (2–14) has a positive definite solution P provided

λmin (Hmin) > 0 [13,74]. The following lemma shows λmin (Hmin) > 0.

Lemma 2.1. Suppose Assumptions 2.4–2.6 are satisfied. If all cooperative followers

detect their Byzantine neighbors and employ (2–9), then λmin (Hmin) > 0.

Proof. See Appendix A.1. �

Theorem 2.1. The edge weight policy in (2–9), state observer in (2–10) and (2–11),

and controller in (2–12) and (2–13) ensure the leader-follower error e1 (t) is globally

uniformly ultimately bounded as

‖e1 (t)‖ ≤ β1 + β2e
−β3t (2–23)

provided state feedback is available as dictated by the event-trigger in

tik+1 , inf

{
t > tik : φ2 ‖e2,i (t)‖2 ≥ φ3 ‖zi (t)‖2 +

θ

N

}
(2–24)

for all i ∈ V , Assumptions 2.1–3.7 are satisfied, and the following sufficient user-defined

parameter conditions are selected as follows: use Algorithm 2.1 to determine P, and

select κ > 0, δ > 0, θ > 0, ρ > 2
√
NM0Smax (PB) , k3 > 0, k2 >

κ(2k3+γ)
2

, and k ≥ k1 + ρ2

δ
.

Proof. Consider the following candidate Lyapunov function V1 : RmN → R≥0 defined as

V1 (e1 (t)) , e>1 (t) (IN � P ) e1 (t) . (2–25)
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By the Rayleigh quotient

λmin (IN � P ) ‖e1 (t)‖2 ≤ V1 (e1 (t)) ≤ λmax (IN � P ) ‖e1 (t)‖2 . (2–26)

Suppose g : [0,∞) → RmN is a Filippov solution to the differential inclusion ġ (t) ∈

K [h] (g (t)) , where g (t) = e1 (t) , K [·] is defined as in [75], and h : RmN → RmN is

defined as h (g (t)) = ė1 (t) . The time-derivative of V1 exists almost everywhere (a.e.),

i.e., for almost all t ∈ [0,∞) , and

V̇1 (g (t))
a.e.
∈ ˙̃
V 1 (g (t)) , (2–27)

where ˙̃
V 1 (g (t)) is the generalized time-derivative of V1 along the Filippov trajectories of

ġ (t) = h (g (t)) . By [76, Equation 13],

˙̃
V 1 (g (t)) ,

⋂
ξ∈∂V1(g(t))

ξ>
[
K [h]> (g (t)) , 1

]>
,

where ∂V1 (g (t)) denotes the Clarke generalized gradient of V1 (g (t)) . Since V1 (g (t))

is continuously differentiable in g (t) , ∂V1 (g (t)) = {∇V1 (g (t))} , where ∇ denotes the

gradient operator. The generalized time-derivative of (2–25) is

˙̃
V 1 (g (t)) ⊆ 2e>1 (t) (IN � P )K [h] (g (t)) . (2–28)

Using the calculus of K [·] from [75] along with (2–28) and simplifying the substitution of

(2–19) and K = B>P into the generalized time-derivative of (2–25) yields

˙̃
V 1 (g (t)) ⊆

{
e>1 (t)

(
IN �

(
A>P + PA

))
e1 (t)

}
− e>1 (t)K

[
H (t) � 2PBB>P

]
e1 (t)

+ e>1 (t)K
[(

(IN −H (t)) � 2PBB>P
)
e2 (t)

]
−
{
e>1 (t) (1N � 2PBu0 (t))

}
.

(2–29)

Let M , H (t) � 2PBB>P ∈ RmN×mN , Msym , 1
2

(
M +M>) ∈ RmN×mN , and Mskew ,

1
2

(
M −M>) ∈ RmN×mN , where M = Msym + Mskew. Since Mskew is a skew symmetric
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matrix, it follows that e>1 (t)
(
H (t) � 2PBB>P

)
e1 (t) = e>1 (t)Msyme1 (t) . It follows from

the definition of Msym that e>1 (t)Msyme1 (t) = e>1 (t)
(
Hsym (t) � 2PBB>P

)
e1 (t) . Hence,

e>1 (t)
(
H (t) � 2PBB>P

)
e1 (t) = e>1 (t)

(
Hsym (t) � 2PBB>P

)
e1 (t) . Since Hsym (t) is

a real, symmetric matrix, Hsym (t) is diagonalizable, where there exists an orthogonal

eigenvector matrix T (t) ∈ RN×N and eigenvalue matrix Λ (t) ∈ RN×N such that

Hsym (t) = T (t) Λ (t)T> (t) ∈ RN×N . Hence, the eigendecomposition of Hsym (t) , the

ARE, and (2–27) enable (2–29) to yield

V̇1 (e1 (t))
a.e.

≤ −ke>1 (t) e1 (t)− e>1 (t) (1N � 2PBu0 (t))

+ e>1 (t)
(
(IN −H (t)) � 2PBB>P

)
e2 (t) . (2–30)

Using Assumption 2.3 and selecting k ≥ k1 + ρ2

δ
, (2–30) can be upper bounded by

V̇1 (e1 (t))
a.e.

≤ −k1 ‖e1 (t)‖2 + δ + γ ‖e2 (t)‖ ‖e1 (t)‖ . (2–31)

Using (2–22), (2–31) can be further upper bounded by

V̇1 (e1 (t))
a.e.

≤ −φ1 ‖e1 (t)‖2 + δ̄ +
∑
i∈V

[
φ2 ‖e2,i (t)‖2 − φ3 ‖zi (t)‖2 − θ

N

]
. (2–32)

By selecting k3 > 0 and k2 >
κ(2k3+γ)

2
, φ1 > 0, φ2 > 0, and φ3 > 0. Based on (2–32), the

event-trigger for each follower i ∈ V is given by (2–24). Hence, provided state feedback

is available according to (2–24), it follows that

V̇1 (e1 (t))
a.e.

≤ −φ1 ‖e1 (t)‖2 + δ̄ (2–33)

for all t ≥ 0. Substituting (2–26) into (2–33) yields

V̇1 (e1 (t))
a.e.

≤ − φ1

λmax (IN � P )
V1 (e1 (t)) + δ̄. (2–34)

Since the set of discontinuities as given by
⋃

k∈Z≥0

⋃
i∈V
{tik} is countable, V̇1 (e1 (t)) and

V1 (e1 (t)) are Lebesgue integrable over R≥0. The result in (2–23) then follows from

(2–34) [77, Theorem 2.5.1. Part V]. Observe that the constant β1 can be made small,
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resulting in a small steady state error for e1 (t) . Since e1 (t) ∈ L∞ by (2–23), e1,i (t) ∈ L∞

for all i ∈ C (t) . From Assumption 2.3, x0 (t) ∈ L∞. By (2–2) and x0 (t) ∈ L∞, xi (t) ∈ L∞

for each i ∈ C (t) . Given (2–10) and (2–11), one has that x̂i (t) = eA(t−tik)x̂i (t
i
k) over

t ∈
[
tik, t

i
k+1

)
, where x̂i (tik) = xi (t

i
k) for all k ∈ Z≥0. Therefore, x̂i (t) ∈ L∞ for each

i ∈ C (t) , which then implies e2,i (t) ∈ L∞ by (2–3) for each i ∈ C (t) . Hence, ui (t) ∈ L∞

for each i ∈ C (t) . �

Remark 2.2. There are two reasons why uniformly ultimately bounded (UUB) stability is

obtained rather than asymptotic stability. In (2–30), since

−e>1 (t) (1N � 2PBu0 (t)) ≤ ‖e1 (t)‖ ‖1N � 2PBu0 (t)‖ ,

where ‖1N � 2PBu0 (t)‖ ≤ c for some c ∈ R>0 by Assumption 2.3,

− (1N � 2PBu0 (t)) e1 (t) ≤ c ‖e1 (t)‖ . Since the controller in (2–12)–(2–13) does not

employ a sliding mode term or one of its variants, c ‖e1 (t)‖ can only be compensated

with high-gain, which results in a residual δ > 0. Note that it is not clear how to incor-

porate a sliding mode term into the controller in (2–12)–(2–13) since doing so would

require sgn (e1,i (t)) and e1,i (t) is not measurable by all followers. Next, the event-trigger

strategy requires exclusion from Zeno behavior, which is accomplished by injecting θ > 0

into (2–32), as shown in the proof of Theorem 2.2. Hence, the θ > 0 term is combined

with the residual δ > 0 resulting in δ̄ = δ + θ, and hence, UUB stability.

2.4.3 Exclusion of Zeno Behavior

Theorem 2.2. For each follower i ∈ V , the difference between consecutive broadcast

times generated by the event-trigger of follower i in (2–24) is uniformly lower bounded by

tik+1 − tik ≥
1

‖A−BK‖
ln

(
‖A−BK‖
‖BK‖ z̄i

√
θ

Nφ2

+ 1

)
(2–35)

for all k ∈ Z≥0.
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Proof. Let t ∈ [tik,∞) . Substituting (2–1), (2–10), and (2–12) into the time-derivative of

(2–3) yields ė2,i (t) = (A−BK) e2,i (t) − BKzi (t) . Since ‖x0 (t)‖ ≤ M0 by Assumption

2.3 and x̂ ∈ L∞ by the proof of Theorem 2.1, (2–21) implies the existence of z̄i ∈ R>0

such that ‖zi (t)‖ ≤ z̄i for all t ∈ R≥0. It then follows that

‖ė2,i (t)‖ ≤ ‖A−BK‖ ‖e2,i (t)‖+ ‖BK‖ z̄i. (2–36)

Let υi : [tik,∞) → R≥0 satisfy υ̇i (t) = ‖A−BK‖ υi (t) + ‖BK‖ z̄i with initial condition

υi (t
i
k) = ‖e2,i (t

i
k)‖ . Then, υi (tik) = 0 and

υi (t) =
‖BK‖ z̄i
‖A−BK‖

(
e‖A−BK‖(t−t

i
k) − 1

)
. (2–37)

Since d
dt
‖e2,i (t)‖

a.e.

≤ ‖ė2,i (t)‖ , (2–36) implies d
dt
‖e2,i (t)‖

a.e.

≤ ‖A−BK‖ ‖e2,i (t)‖+‖BK‖ z̄i,

where ‖e2,i (t)‖ ≤ υi (t) for all t ∈ [tik,∞) . Since ‖e2,i (t)‖ ≤ υi (t) and ‖zi (t)‖ ≥ 0, (2–24)

implies (2–35), where 1
‖A−BK‖ ln

(
‖A−BK‖
‖BK‖z̄i

√
θ

Nφ2
+ 1
)
> 0 since ‖A−BK‖‖BK‖z̄i

√
θ

Nφ2
> 0. �

Remark 2.3. Since the event-trigger in (2–24) is free from Zeno behavior by the proof

of Theorem 2.2, no follower continuously broadcasts state information about itself to

its neighbors. Moreover, the difference between consecutive event-times can be made

large by selecting a large θ. Since β1 =
√

λmax(IN�P )δ̄
λmin(IN�P )φ1

, where δ̄ = δ + θ, selecting a

large θ forces β1 to be large as well. Hence, there is a trade-off between the size of

the neighborhood containing the cooperative followers and leader once approximate

consensus is achieved and the amount of communication.

Remark 2.4. Define (2–37) over
[
tik−1, t

i
k

)
, and observe that since ‖e2,i (t)‖ ≤ υi (t)

over
[
tik−1, t

i
k

)
, ‖e2,i (t

i
k)‖ = 0, and υi (t) in (2–37) is strictly increasing, it follows that∥∥e−2,i (t)∥∥ defined in (2–5) satisfies the inequality

∥∥e−2,i (t)∥∥ ≤ υi (t
i
k) . Therefore, υi (tik) is a

candidate for Ψi,k.

Remark 2.5. If the event-trigger condition in (2–24) is satisfied for all t ≥ 0, then

φ2 ‖e2,i (t)‖2 ≤ φ3 ‖zi (t)‖2 +
θ

N
.
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Since ‖zi (t)‖ ≤ z̄i for all t ∈ R≥0, substituting ‖zi (t)‖ ≤ z̄i into φ2 ‖e2,i (t)‖2 ≤

φ3 ‖zi (t)‖2 + θ
N

yields

‖e2,i (t)‖ ≤

√
φ3z̄2

i

φ2

+
θ

Nφ2

∈ R>0.

Since ‖e2,i (t)‖ ≤ υi (t) for all t ∈
[
tik−1, t

i
k

)
, υi (t

i
k) > 0, and ‖e2,i (t

i
k)‖ = 0, ‖e2,i (t)‖ ≤ υi (t)

for all t ∈
[
tik−1, t

i
k

]
. Since υi (t) will reach

√
φ3z̄2i
φ2

+ θ
Nφ2

before or at the same time

as ‖e2,i (t)‖ , one has that ‖BK‖z̄i‖A−BK‖

(
e‖A−BK‖(t

i
k−t

i
k−1) − 1

)
≤
√

φ3z̄2i
φ2

+ θ
Nφ2

implies

tik ≤ tik−1 + ∆i,min, where

∆i,min ,
1

‖A−BK‖
ln

‖A−BK‖
‖BK‖ z̄i

√
φ3z̄2

i

φ2

+
θ

Nφ2

+ 1

 (2–38)

and ∆i,min ∈ R>0. Hence, ‖e2,i (t)‖ ≤
√

φ3z̄2i
φ2

+ θ
Nφ2

for all t ≥ 0 provided tik ≤ tik−1 + ∆i

for each k ∈ Z>0, where ∆i is a user-defined parameter to be selected such that

∆i ≥ ∆i,min. Note that an analytical upper bound for ∆i requires the derivation of a

non-zero lower bound for ‖e2,i (t)‖ , which is not obvious.

Algorithm 2.1 presents a method for parameter selection.
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Algorithm 2.1 Parameter Selection Protocol
1: Select δ, κ, θ, k, k3 ∈ R>0.

2: Compute δ̄ = δ + θ.

3: Compute λmin (Hmin) = min {λmin (Hsym (t))} .

4: while true do

5: Compute P from (2–14).

6: Select ρ > 2
√
NM0Smax (PB) .

7: Compute γ = max
{∥∥(IN −H (t)) � 2PBB>P

∥∥} .
8: Select k2 >

κ(2k3+γ)
2

.

9: Compute k1 = k2 + k3.

10: if k1 + ρ2

δ
≤ k then

11: break

12: else

13: k = k1 + ρ2

δ
.

14: end if

15: end while

16: Compute K = B>P.

17: Compute φ1 = k2 − κ(2k3+γ)
2

.

18: Compute φ2 = k3 + 2k3+γ
2κ

.

19: Compute φ3 = k3
max{‖H(t)�Im‖2} .

2.5 Self-Triggered Control

When the trigger condition in (2–24) is true, follower i will broadcast its state to each

follower j ∈ Ni (t) to reset (2–3) and ensure (2–33). Such an ETC strategy requires

follower i to continuously monitor (2–24) and for each follower j ∈ Ni (t) to continuously

sense for follower i’s broadcast. A STC strategy is developed in this section, where

follower i determines and reports to its neighbors the future time when its own trigger
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condition will become true, eliminating the need for followers to continuously monitor for

a neighbor’s broadcast.

Based on (2–32), stability is preserved when φ2 ‖e2,i (t)‖2 − φ3 ‖zi (t)‖2 − θ
N
≤ 0

for each i ∈ V . Since φ3 > 0 and ‖zi (t)‖ ≥ 0, φ3 ‖zi (t)‖2 ≥ 0, where stability is

preserved provided φ2 ‖e2,i (t)‖2 − θ
N
≤ 0 for each i ∈ V . While triggering based

on φ2 ‖e2,i (t)‖2 − θ
N
≥ 0 results in more conservative event-times for follower i than

when triggering based on φ2 ‖e2,i (t)‖2 − φ3 ‖zi (t)‖2 − θ
N
≥ 0, the former results in

a simpler condition from which to develop a self-trigger. Let tik mark the kth instance

when φ2 ‖e2,i (t)‖2 − θ
N
≥ 0. Hence, an event for follower i occurs at tik provided

φ2 ‖e2,i (t
i
k)‖

2− θ
N
≥ 0. Note that for t ∈

[
tik, t

i
k+1

)
, φ2 ‖e2,i (t)‖2− θ

N
≤ 0 since ‖e2,i (t

i
k)‖ = 0

and ‖e2,i (t)‖ may increase otherwise.

Substituting (2–1) and (2–10) into the time-derivative of (2–3) yields

ė2,i (t) = Ae2,i (t)−Bui (t) . (2–39)

The evolution of (2–3) is governed by (2–39), where the solution to (2–39) is not

available since ui (t) is unknown a priori. Therefore, follower i cannot determine its

own event-times. Let ĕ2,i : [0,∞) → R≥0 denote an estimate of ‖e2,i (t)‖ , and let{
t̂ik
}∞
k=1
⊂ R≥0 be an increasing sequence of estimated event-times determined by a

subsequently developed self-trigger for follower i. The estimate ĕ2,i (t) is designed such

that

φ2 ‖e2,i (t)‖2 − θ

N
≤ φ2ĕ

2
2,i (t)−

θ

N
(2–40)

holds for all t ∈
[
tik, t

i
k+1

)
. Hence, executing the consensus protocol based on the

estimated event-times originating from a self-trigger using ĕ2,i for all i ∈ V ensures the

stability of the MAS. Based on the subsequent stability analysis, for each
[
tik, t

i
k+1

)
, the

estimate ĕ2,i (t) is designed as

ĕ2,i (t) , ξi

(
eSmax(A)(t−tik) − 1

)
, (2–41)
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ξi ,
Smax (B)Mi

Smax (A)
∈ R>0. (2–42)

In (2–42), Mi ∈ R>0 is a known upper bound for ‖ui (t)‖ , which exists given the proof of

Theorem 2.1. Furthermore, Lemma 2.2 provides an upper bound for ‖ui (t)‖ .

Lemma 2.2. If the conditions in Theorem 2.1 are satisfied, then for each i ∈ C (t) and all

t ≥ 0

‖ui (t)‖ ≤ Smax

(
B>P

)
max {‖H (t) � Im‖}

√
θ

φ2

+ Smax

(
B>P

)
max {‖H (t) � Im‖} (β1 + β2)

+ Smax

(
B>P

)√ θ

Nφ2

. (2–43)

Proof. See Appendix A.2. �

Theorem 2.3. The estimate given by (2–41) and (2–42) satisfies (2–40) for all t ∈[
tik, t

i
k+1

)
, where t̂ik+1 ≤ tik+1 such that t̂ik+1 originates from the self-trigger given by

t̂ik+1 , inf
{
t > t̂ik : φ2ĕ2,i (t)

2 ≥ θ

N

}
. (2–44)

Proof. To satisfy (2–40), it is equivalent to show that ĕ2,i (t) ≥ ‖e2,i (t)‖ for all t ∈[
tik, t

i
k+1

)
. Let t ∈

[
tik, t

i
k+1

)
. A Lyapunov-like function V2,i : Rm → R≥0 is defined as

V2,i (e2,i (t)) ,
1

2
e>2,i (t) e2,i (t) , (2–45)

which is continuously differentiable over t ∈
[
tik, t

i
k+1

)
. Substituting (2–39) into the

time-derivative of (2–45) results in

V̇2,i (e2,i (t)) ≤ Smax (A) ‖e2,i (t)‖2 + Smax (B) ‖e2,i (t)‖ ‖ui (t)‖ . (2–46)

Based on the proof of Theorem 2.1, ui (t) ∈ L∞, where ‖ui (t)‖ ≤ Mi such that Mi is a

known bounding constant. Hence, (2–46) can be upper bounded by

V̇2,i (e2,i (t)) ≤ 2Smax (A)V2,i (e2,i (t)) + Smax (B)Mi

√
2V2,i (e2,i (t)). (2–47)
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Since follower i broadcasts its state at tik, V2,i (e2,i (t
i
k)) = 0. Invoking the Comparison

Lemma in [65, Lemma 3.4] on (2–47) yields

V2,i (e2,i (t)) ≤

√2ξi

(
eSmax(A)(t−tik) − 1

)
2

2

. (2–48)

Substituting (2–45) into (2–48) yields

‖e2,i (t)‖ ≤ ξi

(
eSmax(A)(t−tik) − 1

)
= ĕ2,i (t) .

Hence, (2–40) holds for all t ∈
[
tik, t

i
k+1

)
, where the conditions in (2–24) and (2–44)

imply t̂ik+1 ≤ tik+1.
6 �

Remark 2.6. The self-trigger condition in (2–44) is free from Zeno behavior by a similar

argument provided in the proof of Theorem 2.2.

Remark 2.7. Define (2–41) over
[
tik−1, t

i
k

)
, and observe that since ‖e2,i (t)‖ ≤ ĕ2,i (t)

over
[
tik−1, t

i
k

)
, ‖e2,i (t

i
k)‖ = 0, and ĕ2,i (t) in (2–41) is strictly increasing, it follows that∥∥e−2,i (t)∥∥ defined in (2–5) satisfies the inequality

∥∥e−2,i (t)∥∥ ≤ ĕ2,i (t
i
k) . Therefore, ĕ2,i (t

i
k) is

a candidate for Ψi,k.

2.6 Simulation Example

A simulation study is included to demonstrate and compare the performances of the

developed approaches. The simulated MAS consists of five follower agents and a single

leader agent. The initial positions of each agent, which are equivalent for all simulations,

are x0 (0) = [6, 2]> m, x1 (0) = [12, 2.5]> m, x2 (0) = [12, 2]> m, x3 (0) = [12, 1.5]>

m, x4 (0) = [13, 2.25]> m, and x5 (0) = [13, 1.75]> m. The known state and control

effectiveness matrices used in all simulations are given by

6 While (2–41) is initialized at tik in the development, implementation of the STC strat-
egy requires communication at t̂ik.
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A ,

 0.05 0

0 0

 , B ,
 0.3 0

0 0.3

 .
The known desired trajectory xd : [0,∞)→ R2 of the leader is

xd (t) , [5 cos (0.2πt) , 5 sin (0.4πt)]> , (2–49)

while the leader’s trajectory tracking error e0 : [0,∞)→ R2 is

e0 (t) , xd (t)− x0 (t) . (2–50)

The leader’s tracking error in (2–50) can be globally exponentially regulated using the

following controller:

u0 (t) , B−1 (ẋd (t)− Ax0 (t) + k0e0 (t)) , (2–51)

where k0 > 0.

Lemma 2.3. The controller of the leader provided in (2–51) ensures (2–50) is globally

exponentially regulated and x0, u0 ∈ L∞ provided the desired trajectory satisfies

xd, ẋd ∈ L∞, Assumption 2.1 is satisfied, the right pseudo inverse of the control

effectiveness matrix, i.e., B, exists, and k0 is selected such that k0 > 0.

Proof. See Appendix A.3. �

All simulations are 12 seconds long and use an integration time-step of 1.00 × 10−5

seconds. Additionally, all ETC and STC simulations used the following parameters,

which originate from Algorithm 2.1: k0 = 3 s−1, δ = 3 × 107, κ = 1.00 × 10−2,

ρ = 4.87 × 105, γ = 1.54 × 105, k1 = 2.78 × 103, k2 = 1.78 × 103, k3 = 1.00 × 103,

k = 1.07 × 104, θ = 1.00 × 103 m2 · s−1, φ1 = 1.00 × 103 s−1, φ2 = 7.80 × 106 s−1,

φ3 = 37.87 s−1, M1 = 800 m, M2 = 800 m, M3 = 800 m, M4 = 800 m, and M5 = 800 m.
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2.6.1 Benchmark Simulation

As a benchmark, the MAS is first simulated by using an event-triggered approach,

where all followers are designed as cooperative agents for the entire simulation. Figure

2-1 depicts two networks, where the network on the left consists only of cooperative

followers while the network on the right consists of both cooperative and Byzantine

followers. The blue square denotes the leader agent, the orange circles denote the

cooperative followers, and the red triangles denote the Byzantine followers. The network

used in the benchmark simulation is depicted by the left topology in Figure 2-1, and

Figures 2-2 and 2-3 display the results. The x’s denote the starting position of each

agent in Figure 2-2.

0

21 3

4 5

0

21 3

4 5

Figure 2-1. Illustration of the network topologies used in the simulations.

Figure 2-2 displays a planar view of the MAS trajectories for the ETC method with

cooperative agents. Figure 2-3 presents the norm of the tracking errors of the followers

and leader as quantified by (2–2) and (2–50), respectively. In Figure 2-3, the followers

connected to the leader experience smaller tracking errors than the followers that are

not connected to the leader. The maximum steady state tracking errors of Followers 1−5

are 0.41 m, 0.46 m, 0.68 m, 0.59 m, and 0.72 m, respectively. Moreover, the maximum

steady state velocities of Followers 1 − 5 are 7.38 m/s, 7.34 m/s, 7.27 m/s, 7.39 m/s, and
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7.22 m/s, respectively. The time instances a follower sent information to a neighbor were

measured throughout the simulation. The minimum time difference between consecutive

communication instances for all followers was 6.00 × 10−5 s, which implies that all

followers must be equipped with radios capable of broadcasting at approximately 16.67

kHz.

Figure 2-2. Planar trajectories of the MAS using ETC with purely cooperative agents.

2.6.2 ETC Simulation with Byzantine Adversaries

The next simulation is similar to the benchmark, except two originally cooperative

followers are converted into Byzantine agents. Specifically, Follower 4 is converted into

a Type II Byzantine agent at time t = 9 seconds, and Follower 5 is converted into a Type

I Byzantine agent at time t = 5 seconds. For t ≥ 9 seconds, Follower 4 executes the

controller u4 (t) = [50, − 50]> , and for t ≥ 5 seconds, Follower 5 communicates state
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Figure 2-3. Norm of the tracking errors for the MAS using ETC with purely cooperative
agents.

information about itself to its neighbors according to x5,i (t) = e100I2(t−5)x5 (t) , where

x5,i (t) denotes the position of Follower 5 within the global coordinate frame at time t ≥ 5

that is communicated to neighbor i. The objective of the remaining cooperative followers

is to identify any potential Byzantine neighbors, remove the Byzantine agent’s influence

from their controllers, and synchronize their trajectories to the leader’s trajectory.

Successful execution of this protocol will transform the communication topology from the

left network to the right network in Figure 2-1.

Figure 2-4 demonstrates that the cooperative followers satisfied the objective,

where Follower 1 and Follower 2 each detected the Type II Byzantine agent at t = 9.04

seconds and Follower 3 detected the Type I Byzantine agent at t = 5.02 seconds. As
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Figure 2-4. Norm of the tracking errors for the MAS using ETC with cooperative and
Byzantine agents in the network.

seen in Figure 2-4, the followers connected to the leader experience smaller tracking

errors than followers that are not connected to the leader. The maximum steady state

tracking errors of Followers 1− 3 are 0.41 m, 0.46 m, and 0.68 m, respectively. Moreover,

the maximum steady state velocities of Followers 1 − 3 are 7.58 m/s, 7.75 m/s, 11.57

m/s, respectively. The minimum time difference between consecutive communication

instances for all followers was 6.00×10−5 s. Followers 4 and 5 are Byzantine adversaries,

where their behaviors cannot be guaranteed. Therefore, their steady state tracking error

and maximum steady state velocity are not included. When compared to the benchmark

simulation results, the cooperative followers in this simulation obtain the same steady
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state tracking errors and similar maximum steady state velocities. Therefore, the ETC

method obtained similar performance to the Benchmark result.

2.6.3 STC Simulation with Byzantine Adversaries

This simulation is identical to the one in Section 2.6.2, except the STC method from

Section 2.5 is used instead. Figure 2-5 demonstrates that the cooperative followers

satisfied the objective, where Follower 1 and Follower 2 detected the Type II Byzantine

agent at t = 9.001 seconds and Follower 3 detected the Type I Byzantine agent at

t = 5.001 seconds. As depicted in Figure 2-5, the followers connected to the leader

experience smaller tracking errors than followers that are not connected to the leader.

The maximum steady state tracking errors of Followers 1 − 3 are 0.40 m, 0.46 m, and

0.67 m, respectively. Moreover, the maximum steady state velocities of Followers 1 − 3

are 7.25 m/s, 7.31 m/s, 7.70 m/s, respectively. The minimum time difference between

consecutive communication instances for all followers was 2.00× 10−5 s.

When compared to the ETC results with Byzantine agents, the cooperative fol-

lowers in the STC simulation obtain similar steady state tracking errors and maximum

steady state velocities. While the same θ parameter was used between simulations,

further investigation of the effect θ has on communication is needed for the ETC and

STC approaches. The results of such a study are provided in the following subsection.

2.6.4 Communication Frequency vs. Performance Study

In this section, six simulations are performed for the ETC and STC strategies under

the same parameters as the previous simulations, except θ is varied to investigate

the trade-off between communication frequency and steady state consensus errors.

Furthermore, an additional reference simulation is performed to enable comparison

between the ETC and STC results. The reference simulation is performed under the

same parameters as the previous simulations except all agents communicate at the

same fixed rate of 10 kHz. A communication rate of 10 kHz for a 12 second simulation

results in 1.20 × 105 reference event-times, i.e., reference communication instances.
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Figure 2-5. Norm of the tracking errors for the MAS using STC with cooperative and
Byzantine agents in the network.

Tables 2-1 and 2-2 summarize the results of the ETC and STC simulations, respectively,

where β1,m denotes the maximum steady state tracking error between Followers

1 − 3, Min. Comm. Time denotes the minimum time difference between consecutive

communication events over all followers, Comm. Fraction represents the amount of

communication performed by an agent as determined by

Comm. Fraction ,
Number of Event Times

Number of Ref. Event Times
, (2–52)

and Comm. Max. Energy denotes the maximum amount of energy used by all followers

to monitor and transmit data. According to [78], the energy Ji : [0,∞) → R≥0 consumed

by follower i at time t to monitor and transmit data under an ETC approach is given
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by Ji (t) ,
∑

k∈Γi(t)

(c1 + p2c2) + c3t, where Γi (t) , {k : tik ≤ t} , c1 describes the cost

associated to the packet overhead transmission, c2 describes the cost per transmitted

scalar, c3 describes the cost of continuous monitoring, and p2 denotes the number of

transmitted scalars. Since the STC method does not require continuous monitoring

of the trigger condition, where monitoring is done at the same time as transmission,

the monitoring cost is negligible when compared to the ETC approach. Therefore, the

energy consumption function for follower i using STC is Ji (t) ,
∑

k∈Γi(t)

(c1 + p2c2) . The

parameters c1 through c3 denote fixed energy costs consumed per update. Since each

follower transmits its state at the current event-time under the ETC approach, p2 = 2

given xi (t) ∈ R2. For STC, each follower transmits its state and future event-time at the

current event-time. Hence, p2 = 3 since xi (t) ∈ R2 and tik ∈ R≥0. The parameters used

in the energy consumption functions are c1 = 38.4 mJ, c2 = 3.2 mJ, and c3 = 60 mW,

which are approximations obtained from power consumption values for a MicaZ using a

ZigBee for wireless communication [78].

The * next to the Comm. Fraction of Follower 5 in Table 2-1 indicates that Follower

5 was not able to detect Follower 4 as a Byzantine neighbor. As seen in Tables 2-1 and

2-2, frequent communication results in high energy costs. Moreover, frequent commu-

nication leads to better tracking performance, where the cooperative followers can track

the leader more closely. Tables 2-1 and 2-2 also indicate that the STC approach yields

better performance than the ETC strategy relative to the same value of θ because of the

more frequent communication by STC than ETC. However, ETC can yield comparable

performance to STC while using less energy to communicate.
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CHAPTER 3
EVENT-TRIGGERED FORMATION CONTROL AND LEADER TRACKING WITH

RESILIENCE TO BYZANTINE ADVERSARIES: A REPUTATION-BASED APPROACH

A distributed event-triggered controller is developed for FCLT with robustness

to adversarial Byzantine agents for a class of heterogeneous control-affine MASs.

Assuming each agent can accurately measure the state of a neighbor whenever the

neighbor broadcasts its state, a reputation-based strategy is developed for each agent

to detect Byzantine agent behaviors within their neighbor set and then selectively dis-

regard Byzantine state information. Note that the reputation algorithm does not require

model knowledge. Selectively ignoring Byzantine agents results in a time-varying graph

topology. Nonsmooth dynamics also result from intermittent communication due to an

event-triggered strategy, which facilitates the efficient use of resources. Nonsmooth

Lyapunov methods are used to prove stability and FCLT of the MAS consisting of the

remaining cooperative agents.

3.1 Agent Dynamics and Network Topology

Consider a heterogeneous MAS consisting of a single leader agent indexed by 0

and a set of N ∈ Z>0 follower agents indexed by V . The uncertain nonlinear model for

agent i ∈ V ∪ {0} is

ẋi (t) , fi (xi (t)) + gi (xi (t))ui (t) + di (t) , (3–1)

where xi : [0,∞) → Rn denotes the position, ẋi : [0,∞) → Rn denotes the velocity,

fi : Rn → Rn denotes the uncertain drift dynamics, gi : Rn → Rn×m denotes the

known control effectiveness matrix, ui : [0,∞) → Rm denotes the control input, and

di : [0,∞) → Rn denotes an exogenous disturbance for agent i. Let B : [0,∞) → 2V

define the time-varying set of Byzantine agents and C : [0,∞) → 2V define the time-

varying set of cooperative agents, where B (t) ∩ C (t) = ∅ and B (t) ∪ C (t) = V for all

t ≥ 0. The following assumptions are made to facilitate the subsequent analysis.
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Assumption 3.1. For each i ∈ V ∪ {0} , the uncertain drift dynamics fi are class C1

and bounded given a bounded argument, i.e., if ‖x (t)‖ ≤ c̄1 for some c̄1 ∈ R>0, then

‖fi (x (t))‖ ≤ c̄2 for some c̄2 ∈ R>0.

Assumption 3.2. The control effectiveness matrix gi is C1, bounded given a bounded

argument, and full-row rank for all i ∈ V ∪ {0} . Moreover, the right pseudo inverse of gi

is denoted by g+
i : Rn → Rm×n, where g+

i (·) , g>i (·)
(
gi (·) g>i (·)

)−1 is bounded given a

bounded argument for each i ∈ V ∪ {0} .1

Assumption 3.3. The exogenous disturbance di is continuous and bounded in the

sense that ‖di (t)‖ ≤ di,max for all t ≥ 0 and i ∈ V ∪ {0} , where di,max ∈ R>0 is a known

bounding constant.

Assumption 3.4. The leader is cooperative for all t ≥ 0.2

Assumption 3.5. Agent i is capable of measuring its own position xi (t) for all t ≥ 0 and

all i ∈ V ∪ {0} .

Assumption 3.6. [37] The control and position of the leader are bounded, i.e., there

exist u0,max, x0,max ∈ R>0 such that ‖u0 (t)‖ ≤ u0,max and ‖x0 (t)‖ ≤ x0,max for all t ≥ 0.

Assumption 3.7. For each instant t ≥ 0 that follower j ∈ Ni (t) broadcasts its state to

follower i, follower i can accurately measure the state of follower j.

Let xij : [0,∞) → R≥0 be defined as xij (t) , ‖xi (t)− xj (t)‖ . Agent i can

broadcast information to agent j if and only if xij (t) ≤ RC,i, where RC,i ∈ R>0 denotes

1 The assumption of a full row rank control influence matrix is potentially restrictive for
some applications (e.g., underactuated systems) and is a topic for future investigation.
For LTI systems with a full column rank control effectiveness matrix, the Algebraic Ric-
cati Equation or Linear Matrix Inequalities can potentially be used to develop stabilizing
controllers.

2 In the absence of a manned leader, multiple leaders can be added to the MAS
through the pinning matrix strategy to impart additional resilience to Byzantine adver-
saries. Assumption 3.4 can then be reduced to requiring that at least one leader is co-
operative for all time.
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the communication radius of agent i. Similarly, agent i can sense agent j if and only

if xij (t) ≤ RS,i, where RS,i ∈ R>0 denotes the sensing radius of agent i. Without loss

of generality, let R , min
i∈V
{RC,i, RS,i} ∈ R>0, where R is defined as the interaction

radius of all agents in the MAS. The neighbor set of follower i is given by Ni (t) ,

{j ∈ V : xij (t) ≤ R} , where followers i and j ∈ Ni (t) can both broadcast information to

and sense each other. Followers i and j are said to be paired if and only if i ∈ Nj (t) and

j ∈ Ni (t) . Similarly, followers i and j are said to be connected if and only if aij (t) 6= 0

and aji (t) 6= 0.

Observe that follower i can be influenced by follower j if and only if aij (t) 6= 0.

The influence relationships between the followers of the MAS are modeled by a time-

varying, weighted, and undirected graph G (t) , (V , E (t) ,A (t)) . Let EC (t) denote

the undirected edge set and AC (t) denote the weighted adjacency matrix associated

with all cooperative followers in C (t) . Moreover, the sub-MAS consisting of only the

cooperative followers is modeled by the time-varying, weighted, and undirected graph

GC (t) , (C (t) , EC (t) ,AC (t)) and is referred to as the cooperative MAS (CMAS).

Assumption 3.8. The graph GC (t) is connected for all t ≥ 0, and bi (t) > 0 for some

i ∈ C (t) for all t ≥ 0.3

Remark 3.1. Assumptions 3.4 and 3.8 ensure that each cooperative agent has at least

one cooperative neighbor for all t ≥ 0, even in the presence of a DoS attack. Moreover,

Assumptions 3.4 and 3.8 ensure that the Byzantine agents cannot enter the MAS in a

manner that partitions GC (t) for any t ≥ 0.

3 An alternative to Assumption 3.8 is to assume GC (t) is connected for all time, upper
bound the number of Byzantine adversaries within a network by f ∈ Z>0, use more than
f leaders, and employ connectivity models like the 2f + 1 model described in [26].
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3.2 Objectives

The FCLT goal is to design distributed controllers for all followers in the MAS that

maneuver the followers to a desired formation while tracking the leader. However, as

FCLT is taking place, some followers may transform into Byzantine agents as a result

of operating within a contested environment, e.g., if they suffer cyber-attacks. The

objective is to design distributed controllers for all followers i ∈ V governed by (3–1)

that enable the cooperative followers to achieve FCLT while identifying Byzantine agents

and removing all Byzantine influence from the CMAS. The distributed controllers are

event-triggered to promote the efficient use of communication and sensing resources.

Cooperative and Byzantine agents are managed through the edge weight policy,

which is based on a reputation algorithm. The policy enables all agents to differentiate

between cooperative and Byzantine neighbors, coordinate their motion by using only

information from cooperative neighbors, and re-integrate agents into the CMAS once an

agent converts from Byzantine to cooperative. The separation between communication

and influence is made to enable the re-integration of remediated followers, which

requires communication between cooperative-Byzantine pairs. The ability to reintegrate

cooperative agents is key for defense against adversarial behaviors such as mobile

jammers that can temporarily affect agents before moving on to jam other agents. To

quantify the objective, let the FCLT error e1,i : [0,∞)→ Rn be defined as

e1,i (t) , xi (t)− x0 (t)− vi, (3–2)

where vi ∈ Rn denotes the desired relative position between follower i and the leader.

Assumption 3.9. The relative position vector vi is fixed for all i ∈ V. Moreover, each

follower knows vi for all i ∈ V, i.e., each follower knows the entire formation.

By allowing each follower to know vi for all i ∈ V , any rehabilitated agent can be re-

integrated into any available formation vacancy, if there are multiple options. The FCLT
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problem can be converted into a leader-follower consensus problem provided vi , 0n

for all i ∈ V . The use of ETC also motivates the development of an estimator to provide

continuous state estimates between communication events. The state estimation error

of follower i is defined by e2,i : [0,∞)→ Rn, where

e2,i (t) , x̂i (t)− xi (t) (3–3)

such that x̂i : [0,∞)→ Rn denotes the state estimate of xi.

3.3 Controller Development

3.3.1 Trust Model

As Byzantine agents emerge in the MAS, the remaining cooperative followers

require a method to identify their cooperative neighbors. Let τij : [0,∞) → [0, 1]

denote the piecewise constant trust that follower i has in follower j ∈ Ni (t) , where 0

and 1 represent no trust and maximum trust, respectively. Each follower i can obtain

state information from any neighbor j through communication and sensing, where the

redundancy in state information is used to compute τij. Let xi,1 : [0,∞) → Rn and

xi,2 : [0,∞) → Rn denote the communicated and sensed, i.e., measured, state of

follower i, respectively. The subscripts 1 and 2 denote the type of data, i.e., 1 refers to

communicated data and 2 refers to sensed data, where both types of data describe the

same quantity.

Let {tjk}∞k=0 ⊂ R≥0 be an increasing sequence of event-times determined by the

event-trigger mechanism of follower j, where the event-time tjk denotes the kth instance

follower j broadcasts its state information to its neighbors, all of which are received

simultaneously. Let treset ∈ R>0 be a user-defined parameter that denotes the length of

time over which trust is determined. The trust follower i has in neighbor j is determined
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by (cf., the motivating result in [37])

τij (t) ,


1, |Sj| = 0

1
|Sj |

∑
tjk∈Sj

e−s1Ψij(tjk), |Sj| 6= 0
(3–4)

Ψij

(
tjk
)
,
∥∥xj,1 (tjk)− xj,2 (tjk)∥∥ ,

where Sj , {tjk ∈ R≥0 : t− treset ≤ tjk < t}, xj,1(tjk) and xj,2(tjk) denote the communicated

and sensed version of the state of follower j at event-time tjk, respectively, and s1 ∈ R>0

is a user-defined parameter that determines how fast trust decreases. Note that Ψij(t
j
k)

measures the discrepancy in the state information follower i has about follower j ∈ Ni (t)

at time tjk. Other trust models can be used instead of (3–4) provided agreement and

disagreement between the communicated and sensed version of the state of follower j

results in high and low trust, respectively. In (3–4), all agents begin with maximum trust.

However, as discrepancies in the two-point authentication of follower j grow, the trust

value of follower j decreases to zero. Conversely, the trust of follower j may increase

given the discrepancies in the two-point authentication of follower j are negligible for

each tjk ∈ Sj, i.e., if Ψij(t
j
k) ≈ 0 for each tjk ∈ Sj, then τij(t) ≈ 1. In the event that

follower j ∈ Ni(t) does not provide state information to follower i when required,

i.e., ∆tjk , tjk − tjk−1 > ∆j, then Ψij(t
j
k) = ϑ, where ∆j ∈ R>0 is a user-defined

parameter based on either a simulation/experimental study or an analysis-based

derivation, and ϑ ∈ R>0 is a user-defined penalty. Similarly, if the distance between

follower j ∈ Ni(t) and follower i is beyond a user-defined threshold a time tjk, i.e.,

r < ωij(t
j
k) , ‖xi(t

j
k)− xj,2(tjk)‖ ≤ R, for r ∈ (0, R) , then Ψij(t

j
k) = ϑ.

Remark 3.2. Assumption 3.7 affords each agent access to ground-truth state infor-

mation for each of its neighbors, where comparisons between the communicated and

sensed states enable Type I Byzantine agent detection. Moreover, Type II Byzantine

agents can abandon the MAS while potentially communicating true state information

that could pull the remaining agents with them in their attempt to maintain connectivity.
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Such a scenario may perturb and destabilize the MAS. Therefore, agent i requires

access to accurate state information for each j ∈ Ni (t) that is r−close to xi (t) to ensure

Type I and Type II Byzantine agent detection for each i ∈ V .

Remark 3.3. By Assumption 3.7, follower i is able to measure the state of follower

j ∈ Ni (t) each time follower j broadcasts its state. Therefore, Assumption 3.7 implies

that the broadcast state of follower j is synchronized with the measured state of follower

j. In practice, achieving synchronization between the broadcast and sensed states of

follower j may be unattainable, where the sensed state may be obtained δt > 0 time

units after the broadcast state is received. However, the s1 parameter in (3–4) can

be tuned to account for the asynchronous state information provided δt > 0 is small

enough such that ‖xj,1(tjk) − xj,2(tjk + δt)‖ ≤ ε(δt) for small ε(δt) > 0. Future works aim

at developing trust models that enable Byzantine agent detection through the use of

asynchronous state information, where [79] and [80] serve as potential inroads.

3.3.2 Reputation Model

Because a Byzantine agent can provide different state information to each of its

neighbors, each neighbor may have a different trust value for the same Byzantine agent.

However, multiple trust values for a common neighbor can be consolidated into an

overall reputation for the common neighbor. Let Nij (t) , Ni (t) ∩ Nj (t) denote the set of

common neighbors shared between followers i and j. Motivated by [37], the continuous

reputation ζij : [0,∞)→ R≥0 follower i has for follower j ∈ Ni (t) is

ζ̇ij (t) , proj

(
ητ (τij (t)− ζij (t)) +

∑
n∈Nij(t)

ηζζin (t) (ζnj (tnk)− ζij (t))

)
, (3–5)

where ζij (0) = 1 and proj (·) denotes the continuous projection operator defined in [81]

that is used to ensure ζij (t) ∈ [0, 1] for all t ≥ 0. In (3–5), the parameters ητ ∈ R>0

and ηζ ∈ R≥0 allow the user to select whether the reputation model places more

emphasis on measured information, i.e., τij (t) − ζij (t) , observed information, i.e.,

ζin (t) (ζnj (tnk)− ζij (t)) , or weighs both measured and observed information equally.
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Like the trust model in (3–4), reputation values of 0 and 1 correspond to no and

maximum reliability, respectively. At event-time tnk , follower i receives reputation values

held by follower n ∈ Ni (t) for all followers j ∈ Nn (t) , i.e., ζnj (tnk) , where follower i

computes ζin (t) (ζnj (tnk)− ζij (t)) over n ∈ Nij (t) . The measured information in (3–5)

contributes towards the reputation held by follower i for follower j based on the trust

measurements follower i has of follower j. The observed information in (3–5) contributes

to the reputation held by follower i for follower j based on the reputation of follower j

held by common neighbors n ∈ Nij (t) , which is weighted based on the corresponding

reputation of follower n ∈ Nij (t) . Hence, a common neighbor n1 ∈ Nij (t) with a low

reputation has less influence on the reputation of neighbor j than common neighbor

n2 ∈ Nij (t) \ {n1} with a higher reputation.

3.3.3 Edge Weight Policy

The edge weights of G (t) encode the degree of influence each neighbor j ∈ Ni (t)

has on follower i. Since the objective is to achieve FCLT by the cooperative followers

and the reputation model captures the degree of reliability of each follower, the edge

weights can be continuously updated according to the reputation model. The edge

weight aij (t) is defined by

aij (t) ,

 ζij (t) , ζij (t) ≥ ζmin and j ∈ Ni (t)

0, ζij (t) < ζmin or j /∈ Ni (t) ,
(3–6)

where ζmin ∈ [0, 1] is a user-defined parameter that determines whether follower i

categorizes follower j ∈ Ni (t) as cooperative or Byzantine.

The set of cooperative and Byzantine neighbors of follower i at time t are given

by Ci (t) , {j ∈ Ni (t) : aij (t) 6= 0} and Bi (t) , Ni (t) \ Ci (t) , respectively. Remark

3.4 explains the time-varying nature of the cooperative and Byzantine neighbor sets.

Furthermore, B (t) , {j ∈ V : j ∈ Bi (t) for some i ∈ V} and C (t) , V \B (t) . From (3–6),

the edge weight aij (t) is positive if follower j is a cooperative neighbor of follower i.
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Conversely, edge weight aij (t) is zero if followers i and j are not neighbors or if follower

j is a Byzantine neighbor of follower i. Note that if j ∈ Bi (t) , then follower j cannot

influence follower i. However, follower i can still compute trust and reputation for follower

j ∈ Ni (t) , where follower j can be reintegrated into Ci (t) once ζij (t) ≥ ζmin provided

j ∈ Ni (t) . This enables a remediated Byzantine agent to enter the CMAS and become

cooperative neighbors with any cooperative agent. Hence, the information exchange

and influence between agents are decoupled. Furthermore, if follower j ∈ Bi (t) , then

follower i will not communicate any true state information about itself to follower j until

follower j becomes a cooperative neighbor of follower i. Note that the leader will only

communicate state information to its cooperative neighbors by also using (3–6). Hence,

cooperative state information is only communicated between cooperative agents.

Remark 3.4. The cooperative and Byzantine neighbor sets are time-varying because

cooperative agents may be attacked within contested environments and converted into

Byzantine agents. Moreover, it may be possible for operators to employ countermea-

sures to convert Byzantine agents back into cooperative agents. Hence, a follower may

be initiated as cooperative, eventually become Byzantine, and then eventually become

cooperative again. While the Byzantine neighbor set of a follower may be empty at some

time, Assumption 3.8 ensures the cooperative neighbor set of each cooperative follower

is never empty. This also implies that each cooperative agent cannot have all neighbors

be Byzantine if there are at least two cooperative followers in the network. Relaxing

Assumption 3.8 is the subject of future work.

3.3.4 Event-Triggered Control Development

The state estimate of agent i ∈ V ∪ {0} , which is synchronized among all agents

j ∈ Ni (t) ∪ {i} , is generated by the zero-order hold

x̂i (t) , xi,1
(
tik
)
, t ∈

[
tik, t

i
k+1

)
. (3–7)
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According to (3–7), agent i samples its position at time tik and broadcasts it to all agents

j ∈ Ni (t). Each agent j ∈ Ni (t)∪ {i} equates the state estimate of agent i, i.e., x̂i (t) , to

xi (t
i
k) for all time until the next broadcast event of agent i. Recall that xi,1 (t) denotes the

broadcast state of agent i at time t, which cooperative agents communicate accurately,

i.e., xi,1 (tik) = xi (t
i
k) . Based on the subsequent stability analysis, the controller for

follower i ∈ V is

ui (t) , g+
i (xi (t)) (k1zi (t) + k2e2,i (t)) (3–8)

zi (t) ,
∑

j∈Ni(t)

aij (t) (x̂j (t)− x̂i (t)− vj + vi) + bi (t) (vi + x̂0 (t)− x̂i (t)) , (3–9)

where k1 , 1
Λmin

(
k1,1 +

ρ21
δ1

)
∈ R>0, k2 , k2,1 +

ρ22
δ2
∈ R>0, k1,1 , k1,2 + k1,3 ∈ R>0,

and k1,2, k1,3, k2,1, ρ1, ρ2, δ1, δ2 ∈ R>0 are parameters defined in Theorem 3.1. Note

that Λmin ∈ R>0 is a parameter defined in Lemma 3.2, and zi : [0,∞) → Rn is the

estimate-based distributed FCLT control effort. The stacked form of (3–9) is defined by

Z , [z>1 (t) , z>2 (t) , ..., z>N (t)]> ∈ RnN .

The stacked error systems for the leader-follower relative position error in (3–2)

and state estimation error in (3–3) are E1 , [e>1,1 (t) , e>1,2 (t) , ..., e>1,N (t)]> ∈ RnN and

E2 , [e>2,1 (t) , e>2,2 (t) , ..., e>2,N (t)]> ∈ RnN , respectively. Substituting (3–1)–(3–3), (3–8),

and (3–9) into the time-derivative of (3–2) yields

ė1,i (t) = fi (xi (t)) + k1

∑
j∈Ni(t)

aij (t) (e2,j (t)− e2,i (t)) + k1

∑
j∈Ni(t)

aij (t) (e1,j (t)− e1,i (t))

+ k1bi (t) e2,0 (t)− k1bi (t) e1,i (t)− k1bi (t) e2,i (t) + k2e2,i (t) + di (t)− ẋ0 (t) . (3–10)

Substituting (3–1)–(3–3) and (3–7)–(3–9) into the time-derivative of (3–3) yields

ė2,i (t) = −fi (xi (t))− k1

∑
j∈Ni(t)

aij (t) (e2,j (t)− e2,i (t))− k1

∑
j∈Ni(t)

aij (t) (e1,j (t)− e1,i (t))

− k1bi (t) e2,0 (t) + k1bi (t) e1,i (t) + k1bi (t) e2,i (t)− k2e2,i (t)− di (t) . (3–11)
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Substituting (3–10) and (3–11) into the time-derivative of E1 and E2, respectively, and

compactly expressing the results with the Kronecker product yields

Ė1 = Ñ +Nd − k1 (H (t)⊗ In)E2 − k1 (H (t)⊗ In)E1 + k1 (B (t) 1N ⊗ e2,0 (t)) + k2E2,

(3–12)

Ė2 = −F (X) + k1 (H (t)⊗ In)E2 + k1 (H (t)⊗ In)E1 − k1 (B (t) 1N ⊗ e2,0 (t))− k2E2 −D,

(3–13)

where Ñ , F (X) − F (X0) ∈ RnN , Nd , F (X0) + D − Ẋ0 ∈ RnN ,

F (X) , [f>1 (x1 (t)) , f>2 (x2 (t)) , ..., f>N (xN (t))]> ∈ RnN , F (X0) ,

[f>1 (x0 (t)) , f>2 (x0 (t)) , ..., f>N (x0 (t))]> ∈ RnN , D , [d>1 (t) , d>2 (t) , ..., d>N (t)]> ∈ RnN ,

X0 , 1N ⊗ x0 (t) ∈ RnN , X , [x>1 (t) , x>2 (t) , ..., x>N (t)]> ∈ RnN , and

V , [v>1 , v
>
2 , ..., v

>
N ]> ∈ RnN . Given the dynamics in (3–1) and Assumptions 3.1–

3.3, and 3.6, there exists a c1 ∈ R>0 such that ‖Nd‖ ≤ c1. By Assumption 3.3, there

exists a c2 ∈ R>0 such that ‖D‖ ≤ c2. By Assumptions 3.1 and 3.6, there exists a

c3 ∈ R>0 such that ‖F (X0)‖ ≤ c3. Using Assumption 3.9, there exists a c4 ∈ R>0 such

that ‖V‖ ≤ c4. Using [82, Lemma 5], Ñ can be bounded as ‖Ñ‖ ≤ µ (‖E‖) ‖E‖ + c5,

where E (t) , [E>1 , E
>
2 ]> ∈ R2nN denotes the MAS error, µ : R≥0 → R≥0 is a positive,

non-decreasing, and radially unbounded function, and c5 ∈ R>0 is a bounding constant.

Note that E (0) = [E>1 (0) , E>2 (0)]>, where Ek (0) = [e>k,1 (0) , e>k,2 (0) , ..., e>k,N (0)]> for

k ∈ {1, 2}.

Recall that the objective is to minimize e1,i (t) as given by (3–2) for each i ∈ C (t) .

However, E1 and E2 may contain error systems belonging to Byzantine agents, which

cannot be controlled, may be unbounded, and may prevent the objective. Therefore, the

FCLT error and the state estimation error are set to zero for all Byzantine agents, i.e.,

e1,i (t) , 0n and e2,i (t) , 0n for all i ∈ B (t) , which allows the objective to apply only to

the cooperative followers.
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3.4 Stability Analysis

To facilitate the subsequent stability analysis, consider the following lemmas.

Lemma 3.1. There exists a bounding constant Λmax ∈ R>0 such that ‖H (t)⊗ In‖ ≤ Λmax

for all t ≥ 0.

Proof. See Appendix B.1. �

Lemma 3.2. If Assumptions 3.4, 3.7, and 3.8 are satisfied for all t ≥ 0, then a bounding

constant Λmin ∈ R>0 exists such that E>1 (H (t)⊗ In)E1 ≥ Λmin ‖E1‖2 for all t ≥ 0.4

Proof. See Appendix B.2. �

Furthermore, consider the following. Substituting (3–2), (3–3), and (3–9) for all i ∈ V

into Z yields

Z = − (H (t)⊗ In)E1 − (H (t)⊗ In)E2 + (B (t) 1N ⊗ e2,0 (t)) . (3–14)

Using Lemma 3.1, (3–14), and Young’s inequality, it follows that

−k1,3 ‖E1‖2 ≤ k1,3 ‖E2‖2 − k1,3

(2Λ2
max + Λmax)

‖Z‖2 +
k1,3

Λmax

‖B (t) 1N ⊗ e2,0 (t)‖2 . (3–15)

Note that (3–15) is a useful inequality that facilitates the development of the event-

trigger mechanisms for the leader and the followers. Moreover, observe that

‖B (t) 1N ⊗ e2,0 (t)‖2 ≤ Nb2
max ‖e2,0 (t)‖2 (3–16)

since ‖B(t)1N ⊗ e2,0(t)‖2 =
∑

i∈V b
2
i (t) ‖e2,0(t)‖2 and bi(t) ∈ [0, bmax] for all t ≥ 0 and

each i ∈ V by construction. The subsequent stability analysis uses several auxiliary

4 The use of Assumption 3.7, the trust model in (3–4), reputation model in (3–5), and
edge weight policy in (3–6) ensure Type I and Type II Byzantine agents are detected and
removed from the CMAS.
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parameters. Let

φ1 ,

(
1− 1

κ

(
2Λmax + 1

2Λmin

))
k1,2 −

1

2

− 1

κ

(
k1,3 +

ρ2
1

δ1

)(
2Λmax + 1

2Λmin

)
− k2

2κ
,

φ2 , k2,1 −
1

2
, φ3 ,

k1

2
+
κk1

2
+

k1,3

Λmax

,

φ4 ,
k1

2
+ k1,3 + k1Λmax +

κ (2k1Λmax + k2)

2
,

φ5 ,
k1,3

(2Λ2
max + Λmax)

, φ6 , min {φ1, φ2} ,

δ∗ , δ1 + δ2 + c0 + ε. (3–17)

Note that κ, c0, and ε are defined in Theorem 3.1. The set over which the stability

analysis is performed is

D ,
{
ξ ∈ R2nN : ‖ξ‖ < inf µ−1

([√
φ6/4,∞

))}
,

where, given a set Ω ⊂ R , the preimage µ−1 (Ω) ⊂ R is defined as µ−1 (Ω) ,

{ω ∈ R : µ (ω) ∈ Ω} . The admissible set of initial conditions is

SD ,

{
ξ ∈ R2nN : ‖ξ‖ <

√
2

2
inf µ−1

([√
φ6/4,∞

))}
.

Let Emax ,
√

2
2

inf µ−1([
√
φ6/4,∞)), and recall that µ is a non-decreasing function.

If ‖E‖ < Emax, then µ(‖E‖) ≤
√
φ6/4. In Appendices C.1 and C.2, an algorithm

that summarizes the control strategy used by each agent to achieve the objective is

presented. The algorithm is expressed with respect to follower i, and a similar algorithm

follows for the leader. Recall that ωij(t
j
k) = ‖xi(tjk) − xj,2(tjk)‖ and ∆tjk = tjk − tjk−1 as

defined in Section 3.3.1.

Theorem 3.1. The trust model in (3–4), reputation model in (3–5), edge weight policy

in (3–6), estimator in (3–7), and controller in (3–8) and (3–9) ensure the MAS error E is
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uniformly ultimately bounded (UUB) in the sense that

lim sup
t→∞

‖E‖ ≤ 2

√
4c2

5 + 2δ∗

φ6

, (3–18)

provided the leader broadcasts its state as dictated by the event-trigger mechanism in

t0k+1 , inf
{
t > t0k : Nb2

maxφ3 ‖e2,0 (t)‖2 ≥ c0

}
, (3–19)

each follower i ∈ V broadcasts its state as dictated by the event-trigger mechanism in

tik+1 , inf
{
t > tik : φ4 ‖e2,i (t)‖2 ≥ φ5 ‖zi (t)‖2 +

ε

N

}
, (3–20)

Assumptions 3.1–3.9 are satisfied, the initial condition of the system is selected such

that E (0) ∈ SD, and the following sufficient user-defined parameter conditions are

satisfied

κ >
2Λmax + 1

2Λmin

, k1,3 > 0, k2,1 >
1

2
, ρ1 ≥ c1,

ρ2 ≥ c2 + c3, c0 > 0, δ1 > 0, δ2 > 0, ε > 0,

k1,2 >
2κΛmin

2 (κΛmin − Λmax)− 1

(
1

2
+
k2

2κ
+

1

κ

(
k1,3 +

ρ2
1

δ1

)(
2Λmax + 1

2Λmin

))
,

√
(8c2

5 + 4δ∗) /φ6 <

√
2

2
inf µ−1

([√
φ6/4,∞

))
. (3–21)

Proof. Consider the candidate Lyapunov function V1 : D → R≥0 defined as

V1 (E (t)) ,
1

2
E>1 E1 +

1

2
E>2 E2, (3–22)

which can be bounded as

α1 (‖E‖) ≤V1 (E (t)) ≤ α2 (‖E‖) , (3–23)
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where α1, α2 : R≥0 → R≥0 are user-defined class K functions. Without loss of generality,

let α1 (‖E‖) , 1
2
‖E‖2 and α2 (‖E‖) , ‖E‖2 . Suppose g : [0,∞) → R2nN is a Filippov

solution to the differential inclusion ġ (t) ∈ K [h] (g (t)) , where g (t) = E (t) , the mapping

K [·] provides a calculus for computing Filippov’s differential inclusion as defined in [75],

and h : R2nN → R2nN is defined as h (g (t)) =
[
Ė>1 , Ė

>
2

]>
. The time-derivative of V1

exists almost everywhere (a.e.), i.e., for almost all t ∈ [0,∞) , and

V̇1 (g (t))
a.e.
∈ ˙̃
V 1 (g (t)) , (3–24)

where ˙̃
V 1 (g (t)) is the generalized time-derivative of V1 along the Filippov trajectories of

ġ (t) = h (g (t)) . By [76, Equation 13], ˙̃
V 1 (g (t)) ,

⋂
ξ∈∂V1(g(t))

ξ>
[
K [h]> (g (t)) , 1

]>
,

where ∂V1 (g (t)) denotes the Clarke generalized gradient of V1 (g (t)) . Since V1 (g (t))

is continuously differentiable in g (t) , ∂V1 (g (t)) = {∇V1 (g (t))} , where ∇ denotes the

gradient operator. The generalized time-derivative of (3–22) is

˙̃
V 1 (g (t)) ⊆ E> (t)K [h] (g (t)) . (3–25)

Using the calculus of K [·] from [75], (3–25), and simplifying the substitution of (3–12)

and (3–13) into the generalized time-derivative of (3–22) yields

˙̃
V 1 (g (t)) ⊆

{
E>1 Ñ + E>1 Nd − E>2 F (X)− E>2 D

}
+ k1E

>
2 K [(H (t)⊗ In)E2] + k1E

>
2 K [(H (t)⊗ In)]E1 + k2E

>
1 K [E2]

− k1E
>
1 K [(H (t)⊗ In)E2]− k1E

>
1 K [(H (t)⊗ In)]E1 − k2E

>
2 K [E2]

+ k1E
>
1 K [(B (t) 1N ⊗ e2,0 (t))]− k1E

>
2 K [(B (t) 1N ⊗ e2,0 (t))] , (3–26)

where set addition is defined by the Minkowski sum. Adding and subtracting E>2 F (X0)

and using (3–24), Lemma 3.1, Lemma 3.2, ‖Nd‖ ≤ c1, ‖D‖ ≤ c2, ‖F (X0)‖ ≤ c3,

‖V‖ ≤ c4, ‖Ñ‖ ≤ µ (‖E‖) ‖E‖+ c5, and Young’s inequality, (3–26) can be upper bounded
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as

V̇1 (E (t))
a.e.

≤ 1

2
‖E1‖2 + 2µ2 (‖E‖) ‖E‖2 + 2c2

5 + c1 ‖E1‖+
1

2
‖E2‖2

+ 2k1Λmax ‖E1‖ ‖E2‖ − k1Λmin ‖E1‖2 + c3 ‖E2‖

+ k1 ‖E1‖ ‖B (t) 1N ⊗ e2,0 (t)‖+ k2 ‖E1‖ ‖E2‖+ k1Λmax ‖E2‖2

+ k1 ‖E2‖ ‖B (t) 1N ⊗ e2,0 (t)‖ − k2 ‖E2‖2 + c2 ‖E2‖ . (3–27)

Since ρ1 ≥ c1 and ρ2 ≥ c2 + c3 by the hypothesis of Theorem 3.1, one has that(
c1 − ρ21

δ1
‖E1‖

)
‖E1‖ ≤ δ1 and

(
c2 + c3 − ρ22

δ2
‖E2‖

)
‖E2‖ ≤ δ2. Using these bounds,

k1 = 1
Λmin

(
k1,1 +

ρ21
δ1

)
, k1,1 = k1,2 + k1,3, k2 = k2,1 +

ρ22
δ2
, (3–15), Young’s inequality,

the inequality in (3–16), and the auxiliary parameters in (3–17), (3–27) can be upper

bounded by

V̇1 (E (t))
a.e.

≤ −φ6

2
‖E‖2 −

(
φ6

2
− 2µ2 (‖E‖)

)
‖E‖2 + 2c2

5 + δ∗

+
∑
i∈V

(
φ4 ‖e2,i (t)‖2 − φ5 ‖zi (t)‖2 − ε

N

)
+Nb2

maxφ3 ‖e2,0 (t)‖2 − c0, (3–28)

where satisfying the parameter conditions in (3–21) ensures φi > 0 ∀i ∈ {1, 2, ..., 6} .

Based on (3–28), the event-trigger mechanism for the leader is given by (3–19), and

the event-trigger mechanism for each follower i ∈ V is given by (3–20). Since each

agent provides state feedback according to the event-trigger mechanisms in (3–19) and

(3–20), (3–28) can be upper bounded as

V̇1 (E (t))
a.e.

≤ −φ6

2
‖E‖2 −

(
φ6

2
− 2µ2 (‖E‖)

)
‖E‖2 + 2c2

5 + δ∗. (3–29)

Using (3–23), one has that ‖E‖ ≤ α−1
1 (α2 (‖E‖)) and α−1

2 (α1 (‖E‖)) ≤ ‖E‖, where

α−1
1 (α2 (‖E‖)) =

√
2 ‖E‖ and α−1

2 (α1 (‖E‖)) =
√

2
2
‖E‖ given the selected class K

functions. Note that φ6/2 − 2µ2 (‖E‖) > 0 provided Emax =
√

2
2

inf µ−1([
√
φ6/4,∞)) >
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‖E‖ . Moreover, − (φ6/4) ‖E‖2 + 2c2
5 + δ∗ ≤ 0 provided ‖E‖ ≥

√
(8c2

5 + 4δ∗) /φ6.

It then follows that (3–29) can be upper bounded as V̇1 (E (t))
a.e.

≤ −φ6
4
‖E‖2 for all

Emax > ‖E‖ ≥
√

(8c2
5 + 4δ∗) /φ6. Let Z , {ξ ∈ R2nN : ‖ξ‖ ≥

√
(8c2

5 + 4δ∗) /φ6}.

Since
√

(8c2
5 + 4δ∗) /φ6 <

√
2

2
inf µ−1([

√
φ6/4,∞)), it follows that V̇1 (E (t))

a.e.
< 0 for all

E ∈ SD ∩ Z. If E ∈ SD ∩ ZC , then V̇1 (E (t))
a.e.

≤ −φ6
4
‖E‖2 + 2c2

5 + δ∗, which may allow

V1 (E (t)) to grow. However, E will exit ZC before exiting SD, and, therefore, flow into

SD ∩ Z. It then follows that SD is forward invariant, where initializing the MAS such that

E (0) ∈ SD ensures E is uniformly ultimately bounded with the ultimate bound presented

in (3–18).

The state, state estimate, control signal, FCLT error, and state estimation error

are shown to be bounded for each agent. Since E ∈ L∞, it follows that E1 ∈ L∞ and

E2 ∈ L∞ given the definition of E. Since E1 ∈ L∞, e1,i (t) ∈ L∞ for all i ∈ V given the

definition of E1. From Assumption 3.6, x0 (t) ∈ L∞. Since e1,i (t) ∈ L∞, vi ∈ L∞, and

x0 (t) ∈ L∞, (3–2) implies xi (t) ∈ L∞ for each i ∈ V .

Since E2 ∈ L∞, e2,i (t) ∈ L∞ for all i ∈ V given the definition of E2. Since xi (t) ∈ L∞

and e2,i (t) ∈ L∞, (3–3) implies x̂i (t) ∈ L∞ for all i ∈ V . Since x0 (t) ∈ L∞ by Assumption

3.6, (3–7) implies x̂0 (t) ∈ L∞. Since x̂i (t) ∈ L∞ for all i ∈ V ∪ {0} , aij (t) ∈ [0, 1]

for all t ≥ 0 and each i, j ∈ V by construction, vi ∈ L∞ for all i ∈ V by design, and

bi (t) ∈ [0, bmax] for all t ≥ 0 and each i ∈ V by construction, (3–9) implies zi (t) ∈ L∞

for each i ∈ V . Since zi (t) ∈ L∞, e2,i (t) ∈ L∞, xi (t) ∈ L∞, and g+
i (xi (t)) ∈ L∞ by

Assumption 3.2, it follows that (3–8) implies ui (t) ∈ L∞ for all i ∈ V . �

Remark 3.5. With respect to (3–21), c0 is a user-defined parameter that determines the

rate at which the leader broadcasts its state to its neighbors. Moreover, c0 is used to

uniformly lower bound the difference between consecutive broadcast events performed

by the leader away from zero. Similarly, ε is a user-defined parameter used to uniformly

lower bound the difference between consecutive broadcast events for each follower

i ∈ V away from zero.
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Remark 3.6. Based on the definition of φ1 and φ2 in (3–17), φ6 can be increased by

increasing k1,2 and k2,1 provided k1,2 and κ are selected according to (3–21). Given

E (0) , select φ6 such that E (0) ∈ SD. Observe that
√

(8c2
5 + 4δ∗) /φ6 decreases with

increasing φ6, where c5 and δ∗ are fixed. Furthermore, since µ is a non-decreasing

function, it follows that µ−1([
√
φ6/4,∞)) is non-decreasing with respect to φ6. Hence,√

(8c2
5 + 4δ∗) /φ6 <

√
2

2
inf µ−1([

√
φ6/4,∞)) can be satisfied for some φ6.

The event-trigger mechanisms in (3–19) and (3–20) are now shown to be free from

Zeno behavior.

Theorem 3.2. The difference between consecutive broadcast times generated by the

event-trigger mechanism of the leader in (3–19) is uniformly lower bounded by

t0k+1 − t0k ≥
1

bmaxθ0,max

√
c0

Nφ3

(3–30)

for all k ∈ Z≥0, where θ0,max ∈ R>0 is a user-defined parameter selected such that

‖f0 (x0 (t))‖+ ‖g0 (x0 (t))‖ ‖u0 (t)‖+ ‖d0 (t)‖ ≤ θ0,max.

Proof. See Appendix B.3. �

Theorem 3.3. The difference between consecutive broadcast times generated by the

event-trigger mechanism of follower i ∈ V in (3–20) is uniformly lower bounded by

tik+1 − tik ≥
1

k2

ln

(
k2

θi,max

√
ε

Nφ4

+ 1

)
(3–31)

for all k ∈ Z≥0, where θi,max ∈ R>0 is a user-defined parameter selected such that

‖fi (xi (t))‖+ k1 ‖zi (t)‖+ ‖di (t)‖ ≤ θi,max.

Proof. See Appendix B.4. �

3.5 Simulation Example

A simulation study is included to validate the developed approach. The simulated

MAS consists of five follower agents and a single leader agent. The initial positions

of each agent are x0 (0) = [500 10]> , x1 (0) = [465 − 51]> , x2 (0) = [566 − 52]> ,
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x3 (0) = [417 − 103]> , x4 (0) = [518 − 104]> , and x5 (0) = [619 − 105]> . The uncertain

drift dynamics5 and known control effectiveness matrix of agent i are fi(xi(t)) ,

[ā1iψ(x1i(t)) + ā2i, ā3i + ā4iψ(x2i(t))]
> ∈ R2 and

gi (xi (t)) ,

 cos (ϕi (t)) − sin (ϕi (t))

sin (ϕi (t)) cos (ϕi (t))

 ∈ R2×2,

respectively, where xi (t) , [x1i (t) x2i (t)]
> ∈ R2, āi , [ā1i ā2i ā3i ā4i]

> ∈ R4, ψ (x) ,

1
σ
√

2π
exp

(
− x2

2σ2

)
∈ R>0, and ϕi (t) , arctan

(
x2i(t)
x1i(t)

)
∈ R such that arctan (·) is the

four quadrant inverse tangent, i.e., atan2 (·) with respect to MATLAB. The uncertain

drift dynamics coefficients for each agent are ā0 , [1 1 1 1]> , ā1 , [1 1.5 3 2]> ,

ā2 , [0.5 0.5 1.9 0.7]> , ā3 , [1.5 2.1 1.2 0.5]> , ā4 , [3 1.75 1.15 3]> , and ā5 , [2 1 1 1.6]> .

The exogenous disturbance acting on all agents is random, drawn from a normal

distribution, and scaled by dmag ∈ R>0, which is subsequently defined. The relative

position vectors defining the desired formation are v1 , [−50 − 50]> , v2 , [50 − 50]> ,

v3 , [−100 − 100]> , v4 , [0 − 100]> , and v5 , [100 − 100]> . The known desired

trajectory xd : [0,∞)→ R2 of the leader is

xd (t) , 500[cos
(
2π10−2t

)
sin
(
2π10−2t

)
]>,

while the leader’s trajectory tracking error e0 : [0,∞) → R2 is defined as e0(t) ,

xd(t) − x0(t). The leader’s tracking error can be globally exponentially regulated using

the following controller:

u0 (t) , g+
0 (x0(t))(−f0(x0(t)) + ẋd(t) + k0,1e0(t) + k0,2sgn(e0(t))),

5 The leader knows its drift dynamics while the followers do not know their drift dy-
namics.
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where k0,1 ∈ R>0 and k0,2 ∈ R>0 are user-defined parameters. The simulation is 50

time units long and uses an integration time-step of 1.00× 10−3 time units. The following

parameters are used to generate the simulation results: bmax = 1.25, ϑ = 10, σ = 100,

R = 110, k0,1 = 1, k0,2 = 0.25, dmag = 0.03, c1 = 3, c2 = 1, c3 = 0.008, Λmin = 1, Λmax = 10,

ρ1 = 4, δ1 = 0.25, ρ2 = 2.008, δ2 = 0.25, κ = 105, k1,3 = 1, k2,1 = 1, k1,2 = 15.74, ε = 106,

c0 = 104, N = 5, s1 = 5, treset = 1, ∆i = 0.125 for each i ∈ {1, 2, ..., 5} , ητ = 70, ηζ = 70,

and ζmin = 0.95. The adjacency matrix of the communication graph of the followers and

the leader pinning matrix are

A =



0 0 1 1 0

0 0 0 1 1

1 0 0 1 0

1 1 1 0 1

0 1 0 1 0


and B (t) = bmax · diag (1 1 0 0 0) , respectively.

Figures 3-1 and 3-2 display the simulation results. The simulation subjected the

MAS to at most two Byzantine agents, where Follower 3 was converted to a Type II

Byzantine agent for t ∈ [10, 40] time units, and Follower 5 was converted to a Type I

Byzantine agent for t ∈ [13, 40] time units. Follower 3 does not communicate with its

neighbors during t ∈ [10, 40] . For t ∈ [10, 30] , Follower 3 was first maneuvered to

[225, 150] in an attempt to strain the network and destabilize the CMAS. For t ∈ [30, 40] ,

Follower 3 was maneuvered towards the CMAS, where it was converted back to a

cooperative follower for t > 40 time units.6

6 An adversary may corrupt a cooperative agent and cause it to abandon the CMAS.
However, it may be possible to execute countermeasures to convert the Byzantine agent
back into a cooperative agent. In such a case, it may be desirable to maneuver the co-
operative agent back into the formation formed by the remaining cooperative agents.
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The controller used to maneuver Follower 3 to [225, 150] and then back to the

CMAS is identical in form to that of the leader, where exact model knowledge was

used only for the purpose of moving the follower away from the CMAS and simulating

unanticipated behavior of an initial member of the CMAS. The communication protocol

used by Follower 5 during t ∈ [13, 40] was x5,1 (t) = −0.1 · x5 (t) , i.e., the communicated

information was negative one-tenth the true state of Follower 5. Since Follower 5

remained with the CMAS for t ∈ [13, 40] , its tracking error e1,5 (t) is similar to that of the

cooperative followers.

The cooperative followers, i.e., Followers 1, 2, and 4, satisfied the objective for

all time, even in the presence of the Byzantine adversaries. Followers 3 and 5 also

satisfied the objective during their periods of cooperation. Figure 3-1 depicts the

trust, reputation, and edge weights of the neighbors of Follower 4, which illustrates

the Byzantine behavior of Followers 3 and 5. Since Followers 1 and 2 are cooperative

agents for all time, they communicate true state information about themselves to

Follower 4, which results in maximum trust, reputation, and edge weight values for all

time. Conversely, Followers 3 and 5 are Byzantine for t ∈ [10, 40] and t ∈ [13, 40] ,

respectively, which results in their zero trust, reputation, and edge weight values with

respect to Follower 4 during their Byzantine status. The trust, reputation, and edge

weight figures for Followers 1, 2, 3, and 5 are omitted since they are similar to those

of Follower 4. Figure 3-1 shows that Follower 4 detected the Byzantine behavior of

Followers 3 and 5 at t = 10 and t = 13, respectively. As a result of the detected

Byzantine behavior, the trust that Follower 4 had in Followers 3 and 5 decreased to 0,

which caused the corresponding reputation values and edge weights to decrease to 0.

Figure 3-1 also shows that Follower 4 detected cooperative behavior from Followers 3

and 5 at t > 40 and t > 40, respectively, which caused the trust, reputation, and edge

weights of Followers 3 and 5, with respect to Follower 4, to increase to 1.
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Figure 3-2 depicts the event-times for the leader and each follower for the first

2.5 time units of the simulation, where a 0, or white space, denotes no communication

and a 1, or blue line, denotes a communication event. The first 2.5 time units of the

simulation are shown, rather than entire simulation, to better exhibit the intermittency

in communication. The average difference between consecutive event-times for the

entire simulation for the leader and Followers 1–5 are 0.0282 time units, 0.0144 time units,

0.0136 time units, 0.0016 time units, 0.0141 time units, and 0.0197 time units, respectively.

The minimum difference between consecutive event-times for the leader and Followers

1–5 are 0.028 time units, 0.002 time units, 0.002 time units, 0.001 time units, 0.003 time

units, and 0.003 time units, respectively.
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Figure 3-1. Trust, reputation, and edge weight values that Follower 4 has for its
neighbors.
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Figure 3-2. Illustration of the event-times for the leader and each follower during the first
2.5 time units of the simulation.
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CHAPTER 4
CONSENSUS OVER CLUSTERED NETWORKS WITH ASYNCHRONOUS

INTER-CLUSTER COMMUNICATION

Within this chapter, the consensus problem for a C-MAS is investigated. Given

a MAS, the agents are organized into disjoint clusters, where each cluster forms a

connected network. The agents that are within the same cluster can communicate

continuously with their neighbors. Between some cluster pairs, there exists an inter-

cluster that enables the relay of information between the two clusters. Agents that

have neighbors in clusters different from their own can communicate intermittently and

asynchronously with their different-cluster neighbors. The goal of each agent in the C-

MAS is to converge to an agreement value by sharing local information of a continuous-

time homogeneous process. Note that the intermittent communication events of the

continuous-time process are inherently hybrid. Therefore, a unique coupling between a

static consensus protocol and a hybrid consensus protocol is designed. The closed-loop

network model is presented using a hybrid systems framework. The consensus problem

is then recast into a set stability problem and sufficient conditions of the consensus set

are presented through leveraging a Lyapunov-based stability analysis.

4.1 Cluster and Inter-Cluster Subgraphs

In this section, notation for the particular graph used in this chapter is introduced.

The nodes in V can be grouped into M ∈ Z>0, M < N , disjoint clusters indexed by

[M ] and defined by the cluster set C , {V1,V2, ...,VM}, where C is a partition of V.

Specifically, C being a partition of V means Vp ⊂ V for all p ∈ [M ], Vp ∩ Vq = ∅ for each

distinct p, q ∈ [M ], and ∪p∈[M ]Vp = V. Note that a cluster can contain a single node,

i.e., |Vp| = 1. Each cluster induces a subgraph of G. The induced subgraph of cluster

p is given by G[Vp] , (Vp, E [Vp],A [Vp]), where E [Vp] , {(i, k) ∈ E : i, k ∈ Vp} and

A [Vp] ∈ R|Vp|×|Vp| is determined from E [Vp] and the edge weights in A . Let S ⊂ V. The

induced subgraph of S with respect to G, i.e., G[S], is undirected given G is undirected

and the construction of E [S]. In this work, we only consider S ⊂ V such that G[S] is
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connected. The induced inter-cluster subgraph of G between distinct clusters p and q is

given by G[Vpq] , (Vpq, E [Vpq],A [Vpq]), where Vpq , {i ∈ Vp : (i, k) ∈ E , k ∈ Vq} ∪ {i ∈

Vq : (i, k) ∈ E , k ∈ Vp}, E [Vpq] , {(i, k) ∈ E : i, k ∈ Vpq and (i, k) /∈ E [Vp] ∪ E [Vq]}, and

A [Vpq] ∈ R|Vpq |×|Vpq | is determined from E [Vpq] and the edge weights in A . Figure 4-1

shows an example of an undirected graph G with three cluster subgraphs, i.e., G[V1],

G[V2], and G[V3], and two inter-cluster subgraphs, i.e., G[V12] and G[V23]. The union of all

cluster and inter-cluster subgraphs is equal to the graph G. In this particular example,

we have that V1 ∪ V2 ∪ V3 = V, where V12 connects two nodes from V1 to a single node in

V2. Similarly, V23 connects two nodes from V3 to a single node in V2.

Figure 4-1. Example of a clustered MAS with three clusters and two inter-clusters.

To simplify the development, this chapter only focus on clustered graph structures

with at most one inter-cluster subgraph between any two distinct cluster subgraphs.

Hence, given M cluster subgraphs, there are M∗ ∈ {0, ...,M(M − 1)/2} inter-cluster
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subgraphs. The inter-cluster subgraphs can be indexed by [M∗], where every pq ∈

[M ] × [M ] uniquely corresponds to some r ∈ [M∗] through the use of an enumeration.1

Therefore, for all pq ∈ [M ] × [M ] there exists an r ∈ [M∗], where we now refer to

inter-cluster pq as inter-cluster r, i.e., Vr , Vpq. Note that G[Vpq] = G[Vr] if and only

if Vpq = Vr. Hence, given a cluster set C, the cluster subgraphs of G are denoted

by G[Vp] for p ∈ [M ], and the inter-cluster subgraphs of G are denoted by G[Vr] for

r ∈ [M∗]. By construction, the union graph composed from all cluster and inter-cluster

subgraphs is equal to G. A MAS composed of N agents that is divided into clusters

according to some cluster set C is henceforth referred to as a clustered MAS. Each

subgraph may have an adjacency matrix with size that is different from N × N . To

facilitate the subsequent analysis, we now construct an N × N augmented adjacency

matrix for each subgraph of G. The augmented adjacency matrix of G[S] is defined by

A[S] , [aik] ∈ RN×N , where aik , aik if (i, k) ∈ E [S] and aik , 0 otherwise. Hence, the

augmented adjacency matrix of cluster p is denoted by A[Vp]. Similarly, the augmented

adjacency matrix of inter-cluster r is denoted by A[Vr]. The augmented adjacency matrix

corresponding to the union of all clusters is defined by A0 ,
∑

p∈[M ] A[Vp]. The Laplacian

matrix of the union of all cluster subgraphs is defined by L0 , diag(A0 · 1N)−A0 ∈ RN×N .

The Laplacian matrix of inter-cluster r ∈ [M∗] is defined by Lr , diag(A[Vr] ·1N)−A[Vr] ∈

RN×N . It can then be shown that L = L0 +
∑

r∈[M∗] Lr.

4.2 Problem Statement

Consider a C-MAS composed of N agents in the node set V, where each agent is

assigned to one cluster for all time. Each agent computes a homogeneous process2

such that the local version of the process for ith agent evolves according to the following

1 A bijective mapping from [M ]× [M ] to [M∗].

2 Homogeneous process means that all agents in the C-MAS interact with the same
system. In the LTI system in (4–1), the A and B matrices are the same for all agents.
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continuous-time differential equation

ẋi = Axi +Bui, (4–1)

where xi : [0,∞) → Rn denotes the state, A ∈ Rn×n denotes the known state matrix,

B ∈ Rn×d denotes the known control effectiveness matrix, and ui : [0,∞) → Rd denotes

the control input.

Assumption 4.1. For all i ∈ V and t ≥ 0, agent i can measure its state, xi(t).

As indicated in Section 4.1, the underlying communication network is modeled

through a partitioning of the node set V to form disjoint clusters with inter-cluster links

leading to the following assumption.

Assumption 4.2. Let M connected cluster subgraphs and M∗ ≥ M − 1 connected

inter-cluster subgraphs be given.

In this work, the C-MAS under consideration is such that all agents in each cluster

can communicate continuously with their neighbors within the same cluster, while all

agents contained in each inter-cluster can only communicate intermittently with their

neighbors within the same inter-cluster. More precisely, for each p ∈ [M ] and i ∈ Vp,

the process state of agent i, namely xi(t), is broadcast to all agents k ∈ Ni ∩ Vp for all

t ∈ R≥0. However, for each r ∈ [M∗] and i ∈ Vr, the state of agent i is broadcast to

each agent k ∈ Ni ∩ Vr only at isolated times. Specifically, let {trw}∞w=1 be an increasing

sequence of broadcast times, where trw denotes the wth instance that the state of agent

i ∈ Vr is broadcast to all agents k ∈ Ni ∩ Vr for each i ∈ Vr. For each inter-cluster

r ∈ [M∗], let 0 < T r1 ≤ T r2 denote lower and upper bounds, respectively, for the difference

between consecutive broadcast times in {trw}∞w=1, i.e.,

T r1 ≤ trw+1 − trw ≤ T r2 (4–2)

for all w ∈ Z≥1 and tr1 ≤ T r2 . For conciseness, let N 0
i , Ni ∩ Vp such that Vp denotes the

cluster of agent i, and N q
i , Ni ∩ Vq for q ∈ [M∗]. Therefore, N 0

i contains the neighbors
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of agent i that are in the same cluster as agent i, and N q
i contains the neighbors of

agent i that are in inter-cluster q.

The objective is to design a distributed controller for each agent i ∈ V that ensures

{xi}i∈V achieves consensus through the use of the communication graph G whose

cluster subgraphs and inter-cluster subgraphs undergo continuous communication and

intermittent communication, respectively. Let the disagreement between the state of

agent i and the average state of the C-MAS be defined by ei : [0,∞)→ Rn such that

ei , xi −
1

N

∑
`∈V

x`. (4–3)

The C-MAS is said to achieve consensus if ei = ek for all i, k ∈ V. From the construction

of (4–3), for each i, k ∈ V, ei = ek ⇐⇒ xi = xk. Moreover, the difference in the state of

agents i, k ∈ V can be alternatively expressed as

ek − ei = xk − xi. (4–4)

4.3 Consensus Control Design and Hybrid System Modeling

The broadcast times of inter-cluster r are determined by discrete time instances

governed by the set of points {trw}∞w=1. Following our previous work in [61], a timer state

τr : [0,∞)→ [0, T r2 ] is defined whose hybrid dynamics are given by3

τ̇r =− 1, τr ∈ [0, T r2 ]

τ+
r ∈ [T r1 , T

r
2 ], τr = 0,

(4–5)

where 0 < T r1 ≤ T r2 are the constraints on the broadcast times given in (4–2). At each

timer reset, i.e., when τr = 0, the wth broadcast time corresponding to the agents in

G[Vr] is set equal to the current time.

3 Timers like (4–5) can also be developed for each agent to enable intermittent state
broadcasting within clusters.
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Remark 4.1. The graph G does not represent continuous communication between

adjacent agents, but rather, the underlying graph of potential communications. Figure 4-

1 represents a 3 cluster system wherein the agents communicate continuously within

their own clusters. Moreover, when τr = 0, a communication instance occurs for

inter-cluster r.

Suppose agent i is assigned to cluster p, i.e., i ∈ Vp. The information coming into

each agent may occur at drastically different time instances, namely, both continuously

and intermittently. The consensus controller of agent i is, therefore, designed as

ui , K

(
ηi +

∑
r∈[M∗]

ηi,r

)
, (4–6)

where K ∈ Rd×n is a to be designed matrix, ηi : [0,∞) → Rn defines agent i’s

control component corresponding to state information coming from cluster p, and

ηi,r : [0,∞)→ Rn defines agent i’s control component corresponding to state information

coming from inter-cluster r. With respect to agent i, the component of (4–6) that uses

the continuously available state information from same-cluster neighbors is given by the

following static controller

ηi ,
∑
k∈N 0

i

aik(xk − xi). (4–7)

Similarly, the component in (4–6) that uses the intermittently available state information

from neighbors in inter-cluster r evolves according to the sample-and-hold dynamics

given by the following hybrid system

η̇i,r = 0n, τr ∈ [0, T r2 ]

η+
i,r =

∑
k∈N r

i

aik(xk − xi), τr = 0.
(4–8)

Recall that N r
i = Ni ∩ Vr, which denotes the set of neighbors of agent i that are in

inter-cluster r. We now derive the closed-loop error system for the local consensus

error of agent i as defined in (4–3). Substituting (4–1) and (4–6) into the time derivative
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of (4–3) yields

ėi = Aei +BK

(
ηi −

1

N

∑
`∈V

η`

)
+BK

∑
r∈[M∗]

(
ηi,r −

1

N

∑
`∈V

η`,r

)
. (4–9)

To facilitate the subsequent stability analysis for the closed-loop C-MAS, let e ,

[e>1 , e
>
2 , ..., e

>
N ]> ∈ RnN denote the stacked consensus error, η , [η>1 , η

>
2 , ..., η

>
N ]> ∈ RnN

denote the cluster control components, θr , [η>1,r, η
>
2,r, ..., η

>
N,r]

> ∈ RnN denote the

control components for inter-cluster r, Θ , [θ>1 , θ
>
2 , ..., θ

>
M∗ ]

> ∈ RnNM∗ denote the control

components for all inter-clusters, and τ , [τ1, τ2, ..., τM∗ ]
> ∈ T , [0, T 1

2 ] × ... × [0, TM
∗

2 ]

denote the stacked timer states for all inter-clusters. Moreover, recall that LC ∈ RN×N

denotes the Laplacian of the complete graph on N nodes. It follows from (4–9) that the

stacked consensus error dynamics are given by

ė = (IN ⊗ A) e+
1

N
(LC ⊗BK) η +

1

N
(LC ⊗BK)

∑
r∈[M∗]

θr. (4–10)

Substituting (4–4) and (4–7) into η for all i ∈ V yields

η = − (L0 ⊗ In) e. (4–11)

Substituting (4–11) into (4–10) yields

ė = Āe+ B̄
∑
r∈[M∗]

θr, Ā , (IN ⊗ A)− 1

N
(LCL0 ⊗BK) , B̄ ,

1

N
(LC ⊗BK) . (4–12)

Note that the stacked consensus error denoted by e is naturally a continuous-time

system. Therefore, at each jump, which occurs when τr = 0 for some r ∈ [M∗], the

closed-loop dynamics of the stacked consensus error are updated as e+ = e. Next,

observe that substituting (4–8) into the time derivative of θr for all i ∈ V and r ∈ [M∗]

yields

θ̇r = 0nN . (4–13)
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At jumps, i.e., when τr = 0 for some r ∈ [M∗], the substitution of (4–4) and (4–8) into θr

for all i ∈ V and r ∈ [M∗] yields

θ+
r = − (Lr ⊗ In) e. (4–14)

To further facilitate the development, the following variables are introduced. Let

θ̃r , − (Lr ⊗ In) e− θr (4–15)

and Θ̃ ,
[
θ̃>1 , θ̃

>
2 , ..., θ̃

>
M∗

]> ∈ RnNM∗. Substituting (4–12) and (4–13) into the time

derivative of (4–15) yields

˙̃θr = − (Lr ⊗ In) Āe− (Lr ⊗ In) B̄
∑
`∈[M∗]

θ`. (4–16)

Substituting e+ = e and (4–14) into the time difference of (4–15) for r ∈ [M∗] yields

θ̃+
r = 0nN . (4–17)

Substituting (4–15) into (4–12) and (4–16) yields

ė =
(
Ā− B̄L̄

)
e− B̄

(
1>M∗ ⊗ InN

)
Θ̃, (4–18)

and

˙̃θr = − (Lr ⊗ In)
(
Ā− B̄L̄

)
e+ (Lr ⊗ In) B̄

(
1>M∗ ⊗ InN

)
Θ̃, (4–19)

respectively, where

L̄ ,
∑
`∈[M∗]

(L` ⊗ In) .

The closed-loop C-MAS hybrid dynamics denoted by H are now constructed. Let ξ ,

[e>, Θ̃>, τ>]> ∈ X denote the C-MAS state variable, where X , RnN×RnNM∗×T denotes

the state space of the hybrid system. Furthermore, let z , [e>, Θ̃>]> ∈ RnN × RnNM∗.

The flow set of the hybrid system is defined as C , X , and the flow map f : X → X is
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defined as

f(ξ) ,

 Az

−1M∗

 , (4–20)

where

A ,

 Ā− B̄L̄ −A∗

−L
(
1M∗ ⊗

(
Ā− B̄L̄

))
L (1M∗ ⊗A∗)


A∗ ,B̄

(
1>M∗ ⊗ InN

)
, L , diag (L1 ⊗ In, ..., LM∗ ⊗ In) .

Let κ1 , nN(1 + M∗), and observe that A ∈ Rκ1×κ1. The jump set is given by

D , ∪r∈[M∗]Dr, where Dr , {ξ ∈ X : τr = 0}. When τr = 0, a jump for the rth inter-

cluster occurs, where e is mapped to itself by e+ = e, θ̃r is mapped to 0nN by (4–17), and

τr is mapped to some νr ∈ [T r1 , T
r
2 ] by (4–5). For k ∈ [M∗] \ {r}, the variables e, θ̃k, and

τk evolve according to (4–18), (4–19), and (4–5), respectively. The jump map G : X ⇒ X

is defined as
G (ξ) ,

{
Gr (ξ) : ξ ∈ Dr, r ∈ [M∗]

}
,

Gr (ξ) ,


e[

θ̃>1 , ..., θ̃
>
r−1, 0

>
nN , θ̃

>
r+1, ..., θ̃

>
M∗

]>
[τ1, ..., τr−1, [T

r
1 , T

r
2 ], τr+1, ..., τM∗ ]

>

 .
(4–21)

Due to the definition of G, the solutions to the hybrid system H are inherently non-

unique. Nevertheless, using hybrid systems analysis, it will be shown that, under certain

sufficient conditions, the subsequently defined consensus set A is globally exponentially

stable. With respect to the objective, the set to stabilize is given by

A ,
{
ξ ∈ X : ∀i,k∈V ei = ek, ∀p,q∈[M∗] θ̃p = θ̃q

}
, (4–22)

for the hybrid system H with data (C, f,D,G). Using (4–8), it can be shown that if

ei = ek for all i, k ∈ V, then θ̃r = 0nN for each r ∈ [M∗]. Hence, stabilizing (4–22) is

equivalent to having the C-MAS achieve consensus.
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4.4 Stability Analysis

Before introducing the main results, two supporting lemmas are presented.

Lemma 4.1. (cf. [83, Lemma 3.5]) Let 0 < T r1 ≤ T r2 for each r ∈ [M∗]. Every φ ∈ SH

satisfies the following.

• φ is complete, i.e., dom φ is unbounded.

• For each (t, j) ∈ dom φ, ( j
N
− 1)Tmin

1 ≤ t ≤ j
N
Tmax

2 , where Tmin
1 , minr∈[M∗]{T r1 }

and Tmax
2 , maxr∈[M∗]{T r2 }.

• For all j ∈ Z≥0 such that (t(j+1)N , (j + 1)N), (tjN , jN) ∈ dom φ, t(j+1)N − tjN ∈
[Tmax

1 , Tmax
2 ].

Lemma 4.2. Assumption 4.2 is satisfied if and only if the graph G is connected.

Proof. (=⇒) By Assumption 4.2, the graph G consists of M connected clusters and

at least M − 1 connected inter-clusters, where there is at most one inter-cluster

between each pair of distinct clusters by construction. We can then build a line graph-

like structure, where the nodes and edges of a line graph on M nodes correspond

to clusters and inter-clusters, respectively. Since the line graph-like structure forms a

connected graph, we see that the union graph G is connected.

(⇐=) Recall that G is undirected by construction. Since G is connected, the graph

can be partitioned into M < N connected clusters and at least M − 1 connected inter-

clusters. Note that clusters consisting of a single node are vacuously connected. �

Next, we present useful objects that aid the stability analysis. Let U , IN − 1
N

1N1>N ∈

RN×N , where

U =
1

N



N − 1 −1 · · · −1

−1 N − 1 · · · −1

...
... . . . ...

−1 −1 · · · N − 1


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and U2 = U [84]. Recall that L ∈ RN×N denotes the Laplacian of the C-MAS. Since G

is connected by Lemma 4.2 and undirected by construction, L is symmetric and positive

semi-definite. Since L is symmetric, L is diagonalizable, where L = SDS−1 such that

S ∈ RN×N is an orthonormal eigenvector matrix and D ∈ RN×N is a diagonal eigenvalue

matrix. Let λ1, λ2, ..., λN denote the eigenvalues of L, and recall that 0 = λ1 < λ2 ≤

... ≤ λN for a connected and undirected graph G. Let si ∈ RN denote the ith eigenvector

of L that corresponds to λi and Ψ , [s2, s3, ..., sN ] ∈ RN×(N−1). Note that U = ΨΨ>

and Ψ>Ψ = IN−1 [84]. Let κ2 , n(N − 1)(1 + M∗), Ψ̄ , Ψ ⊗ In ∈ RnN×n(N−1), and

Ψ̃ , I(1+M∗) ⊗ Ψ̄ ∈ Rκ1×κ2. For z ∈ RnN(1+M∗), observe that

‖Ψ̃>z‖2 = z>Ψ̃Ψ̃>z

= z>Ψ̃Iκ2Ψ̃
>z

= z>Ψ̃Ψ̃>Ψ̃Ψ̃>z

= ‖(I1+M∗ ⊗ (U ⊗ In))z‖2.

(4–23)

Hence, ‖Ψ̃>z‖ measures the distance of z to A. Recalling that ξ = [z>, τ>]>, we

henceforth write |ξ|A = ‖Ψ̃>z‖.

Theorem 4.1. Suppose Assumptions 4.1 and 4.2 are satisfied. Given 0 < T r1 ≤ T r2 for

all r ∈ [M∗], the set A is globally exponentially stable for the hybrid system H with data

in (4–20) and (4–21) if there exists a scalar σ > 0, gain matrix K ∈ Rd×n, and symmetric

positive definite matrices P ∈ Rn(N−1)×n(N−1) and Qr ∈ Rn(N−1)×n(N−1) for each r ∈ [M∗]

such that

M(τ) , Ã>R(τ) +R(τ)Ã− R̃(τ) < 0κ2×κ2 ∀τ ∈ T , (4–24)

where Ã , Ψ̃>AΨ̃, R(τ) , diag(P,Q1e
στ1 , ..., QM∗e

στM∗ ), and R̃(τ) , diag(0 ·

P, σQ1e
στ1 , ..., σQM∗e

στM∗ ).

Proof. Inspired by [84], let the Lyapunov function V : X → R≥0 be defined as

V (ξ) , z>Ψ̃R (τ) Ψ̃>z. (4–25)

98



Let α1 , λmin(R(0M∗)) ∈ R>0 and α2 , λmax(R(T2)) ∈ R>0 denote the minimum and

maximum eigenvalues of R(τ), respectively, where T2 , [T 1
2 , T

2
2 , ..., T

M∗
2 ]> ∈ RM∗.

Recalling that |ξ|A = ‖Ψ̃>z‖ and using the definitions of α1 and α2, we can bound (4–25)

as

α1 |ξ|2A ≤ V (ξ) ≤ α2 |ξ|2A . (4–26)

During flows, the change in V is given by 〈∇V (ξ) , f (ξ)〉 for each ξ ∈ C. Hence, it

follows that

〈∇V (ξ) , f (ξ)〉 =2z>Ψ̃R (τ) Ψ̃>Az + z>Ψ̃Ṙ (τ) Ψ̃>z

=2z>Ψ̃R (τ) Ψ̃>A
(
Iκ1 − Ψ̃Ψ̃> + Ψ̃Ψ̃>

)
z + z>Ψ̃Ṙ (τ) Ψ̃>z

=z>Ψ̃
[
Ã>R (τ) +R (τ) Ã− R̃ (τ)

]
Ψ̃>z

+ 2z>Ψ̃R (τ) Ψ̃>A
(
Iκ1 − Ψ̃Ψ̃>

)
z,

(4–27)

where Ṙ(τ) = −R̃(τ). Since G is connected by Lemma 4.2, s1 = 1N is the eigenvector of

L that corresponds to the 0 eigenvalue. Since {si}Ni=1 is an orthonormal basis for RN , LC

and Lr for r ∈ [M∗] are symmetric, zero row sum matrices, and Ψ>1N = 0N−1, it follows

that

Ψ̃R (τ) Ψ̃>A
(
Iκ1 − Ψ̃Ψ̃>

)
= 0κ1×κ1 . (4–28)

Next, let ζ , − sup{λmax(M(ν)) : ν ∈ T }, where ζ > 0 since M(τ), as defined in (4–24),

is negative definite for all τ ∈ T . Using ζ and (4–28), we see that (4–27) can be upper

bounded

〈∇V (ξ), f(ξ)〉 ≤ −ζz>Ψ̃Ψ̃>z. (4–29)

Substituting |ξ|A = ‖Ψ̃>z‖ and the right inequality in (4–26) into (4–29) yields

〈∇V (ξ) , f (ξ)〉 ≤ − ζz>Ψ̃Ψ̃>z

=− ζ |ξ|2A ≤ −
ζ

α2

V (ξ) .
(4–30)
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During jumps, the change in V is given by V (g) − V (ξ) for each ξ ∈ D and g ∈ G(ξ).

Without loss of generality, suppose τq = 0 for some q ∈ [M∗]. From (4–21), it follows that

V (g)− V (ξ) =(e+)>Ψ̄P Ψ̄>(e+) +
∑
r∈[M∗]

(θ̃+
r )>Ψ̄Qre

στ+r Ψ̄>(θ̃+
r )

− e>Ψ̄P Ψ̄>e−
∑
r∈[M∗]

θ̃>r Ψ̄Qre
στrΨ̄>θ̃r

=(θ̃+
q )>Ψ̄Qqe

στ+q Ψ̄>(θ̃+
q )− θ̃>q Ψ̄Qqe

στqΨ̄>θ̃q

=− θ̃>q Ψ̄QqΨ̄
>θ̃q ≤ 0.

(4–31)

Therefore, V (g) − V (ξ) ≤ 0 for each ξ ∈ D and g ∈ G(ξ). Next, for each φ ∈ SH, select

(t, j) ∈ dom φ, and let 0 = t0 ≤ t1 ≤ ... ≤ tj+1 ≤ t satisfy

dom φ
⋂

([0, tj+1]× {0, 1, ..., j}) =

j⋃
s=0

([ts, ts+1]× {s}).

For each s ∈ {0, 1, ..., j} and for almost all r ∈ [ts, ts+1], φ(r, s) ∈ C. It can then be seen

that for each s ∈ {0, 1, ..., j} and for almost all r ∈ [ts, ts+1]

d

dr
V (φ (r, s)) ≤ − ζ

α2

V (φ (r, s)) . (4–32)

Integrating both sides of (4–32) yields

V (φ (ts+1, s)) ≤ exp
(
− ζ

α2

(ts+1 − ts)
)
V (φ (ts, s)) (4–33)

for each s ∈ {0, 1, ..., j}. Similarly, for each s ∈ {0, 1, ..., j}, φ(ts, s− 1) ∈ D, one has that

V (φ (ts, s))− V (φ (ts, s− 1)) ≤ 0 (4–34)

for all s ∈ {0, 1, ..., j}. Using (4–33) and (4–34), it follows that

V (φ(t, j)) ≤ exp
(
− ζ

α2

t

)
V (φ(0, 0)). (4–35)
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For any (t, j) ∈ dom φ, substituting (4–26) into (4–35) yields

|φ (t, j)|A ≤
√
α2

α1

exp
(
− ζ

2α2

t

)
|φ (0, 0)|A . (4–36)

Using Lemma 4.1, it follows that t = εt + (1 − ε)t ≥ εt + (1 − ε)( j
N
− 1)Tmin

1 , where

ε ∈ (0, 1). Let

α ,min

{
ζε

2α2

,
ζ (1− ε)Tmin

1

2Nα2

}
,

κ ,

√
α2

α1

exp
(
ζ (1− ε)Tmin

1

2α2

)
.

Observe that

− ζ

2α2

(
εt+ (1− ε)

(
j

N
− 1

)
Tmin

1

)
≤ −min

{
ζε

2α2

,
ζ (1− ε)Tmin

1

2Nα2

}
(t+ j) +

ζ (1− ε)Tmin
1

2α2

.

Therefore, (4–36) can be upper bounded as

|φ (t, j)|A ≤ κe−α(t+j) |φ (0, 0)|A . (4–37)

By Lemma 4.1, every maximal solution of H is complete. Hence, A is globally expo-

nential stable for H. Lastly, since (4–35) implies V is globally exponential stable, (4–25)

implies z ∈ L∞. Since z ∈ L∞, the definition of z can be used to conclude that ei ∈ L∞

and θ̃r ∈ L∞ for all i ∈ V and all r ∈ [M∗]. Therefore, ui ∈ L∞ for all i ∈ V through the

use of (4–4), (4–6)–(4–8), (4–15), and the definition of θr. �

Remark 4.2. It can be shown that the hybrid system H satisfies the hybrid basic condi-

tions.4 Moreover, since the consensus set A in (4–22) is globally exponentially stable,

and, indeed, uniformly globally asymptotically stable, it follows that the consensus set is

4 A hybrid system H = (C, f,D,G) satisfies the hybrid basic conditions if the sets C
and D are closed, the single valued mapping f : Rn → Rn is continuous, and the set val-
ued mapping G : Rn ⇒ Rn is well-posed.
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robustly practically asymptotically stable to small perturbations, see [63, Lemma 7.20]

for more information on robustness of hybrid systems.

The bilinear matrix inequality (BMI) in (4–24) must be satisfied for all τ ∈ T to

ensure the result in Theorem 4.1. Hence, given matrices P and Qr for r ∈ [M∗], one

must verify that these matrices satisfy (4–24) for infinitely many points, i.e., for each

τ ∈ T . However, one can leverage the BMI’s structure to construct an equivalent BMI

that is a convex combination of (4–24) evaluated at two subsequently defined endpoints.

Hence, satisfying (4–24) at these endpoints ensures (4–24) is satisfied for all τ ∈ T .

Before presenting the equivalent BMI, the following objects are introduced. For each

r ∈ [M∗], let the function ϑr : [0, T r2 ]→ [0, 1] be defined as

ϑr (w) ,
exp (σw)− exp (σT r2 )

1− exp (σT r2 )
. (4–38)

Also, let ε ∈ [0, 1], ν , [ν1, ..., νM∗ ]
>, ν̄ , [ε, ν>]>, T2 = [T 1

2 , T
2
2 , ..., T

M∗
2 ]>, Q̃(ν) ,

diag(Q1e
σν1 , ..., QM∗e

σνM∗ ), R(ν) , diag(ϑ1(ν1), ..., ϑM∗(νM∗)) ⊗ In(N−1), and R(ν̄) ,

diag(εIn(N−1), R(ν)).

Proposition 4.1. Let 0 < T r1 ≤ T r2 for each r ∈ [M∗]. The inequality in (4–24) holds if

there exists a scalar σ > 0 and symmetric positive definite matrices P and Qr for each

r ∈ [M∗] satisfying M(0M∗) < 0κ2×κ2 and M(T2) < 0κ2×κ2 , where

M (ν) = R (ν̄)M (0M∗) + (Iκ2 −R (ν̄))M (T2) . (4–39)

Proof. From (4–38), it follows that for each r ∈ [M∗]

exp (σw) = ϑr (w) + (1− ϑr (w)) exp (σT r2 ) . (4–40)

Using Q̃(ν), ν, and (4–40), it follows that

Q̃ (ν) = R (ν) Q̃ (0M∗) +
(
In(N−1)M∗ −R (ν)

)
Q̃ (T2) . (4–41)
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Using the definition of M(ν) from Theorem 4.1, it can be seen that

M (ν) =R (ν) Ψ̃>AΨ̃ + Ψ̃>A>Ψ̃R (ν)− R̃ (ν)

=2R (ν) Ψ̃>AΨ̃− R̃ (ν)

(4–42)

and, using the definitions of R(ν) and R̃(ν) from Theorem 4.1, one has

2R (ν) Ψ̃>AΨ̃− R̃ (ν) = 2diag
(
P, Q̃ (ν)

)
Ψ̃>AΨ̃− diag

(
0nN×nN , σQ̃ (ν)

)
. (4–43)

Substituting 1 = ε+ (1− ε), (4–41) and (4–42) into (4–43) yields (4–39). �

Remark 4.3. Using Proposition 4.1, we can satisfy the BMI in (4–24) for all τ ∈ T

provided M(0M∗) and M(T2) are negative definite.

4.5 Simulation Example

For the simulation, consider a C-MAS composed of 16 agents that is partitioned into

3 clusters and 2 inter-clusters. Each agent computes a homogeneous process that is

modeled by (4–1) and

A ,

 0 1

− k
m
− c
m

 , B ,

 0

1
m

 , (4–44)

which denote the state space representation of a spring-mass-damper system. For this

simulation, the spring constant, mass, and damping coefficient are selected as k = 1.5,

m = 1, and c = 0.7, respectively. Figure 4-2 depicts the C-MAS, where V1 , {1, 2, 3, 4, 5},

V2 , {6, 7, 8, 9, 10}, V3 , {11, 12, 13, 14, 15, 16}, V1 , {1, 3, 10}, and V2 , {9, 14}. The

green, orange, and blue nodes correspond to the cluster sets given by V1, V2, and V3,

respectively. The inter-clusters are denoted by the purple blobs, where inter-cluster 1 is

defined by V1, and inter-cluster 2 is defined by V2. The simulation was conducted with

the Hybrid Systems Toolbox in MATLAB [85]. The network communication parameters

are: T 1
1 = 0.1, T 2

1 = 0.2, T 1
2 = 1.3, T 2

2 = 1.2, and σ = 10. The controller gain matrix

was set to K = [−0.14, 0.5], which was selected using pole placement and −0.6 ± i as

desired eigenvalues. It can shown that K satisfies the BMI in (4–39), more specifically,
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it can be shown that there exist matrices P , Qr for each r ∈ [M∗] and scalar σ > 0 such

that (4–39) holds. Each element in e(0) and Θ̃(0) was randomly drawn from a uniform

distribution over [−5, 5]. Moreover, each timer was initialized such that τr(0) = T r2

for r ∈ {1, 2}. Figure 4-3 illustrates the simulation results and demonstrates that the

consensus objective is achieved. In particular, the top plot shows the norm of the

consensus error for each agent in the C-MAS. The middle plot shows the evolution of

the timer states for the two inter-clusters. The bottom plot shows the evolution of the

Lyapunov function V , which was computed with (4–25).

With respect to Figure 4-3, the first 20 time units of the simulation are presented

since the norm of the errors in the top subplot converge below 0.05 for all t ≥ 20.

In the middle subplot, once the timer state τr reaches 0, the timer state is randomly

reset by drawing a new initial condition from a uniform distribution over [T r1 , T
r
2 ]. The

asynchronous communication in the C-MAS is depicted by the distinct instances that the

inter-cluster communication timers reach 0.

In the bottom subplot, the large initial values of V are caused by the large P , Q1,

and Q2 matrices used to satisfy the bilinear matrix inequality in (4–24). The P , Q1, and

Q2 matrices are omitted since they are each a 30 × 30 matrix. The breakout window

in the bottom plot depicts the end behavior of V , which shows that the value of the

Lyapunov function tends to zero as time increases. Note that the parameters T r1 , T r2 for

r ∈ [M∗] must be selected so that both the BMI in (4–39) is satisfied and the Lyapunov

function is non-increasing.

Based on Remark 4.2, a second simulation was performed, where each agent in

the C-MAS was subjected to a sinusoidal disturbance with a magnitude of 0.05 and a

phase drawn from a uniform distribution on [0, 1]. Note that the simulation parameters

are the same as in the nominal case. Figure 4-4 outlines the simulation results, which

demonstrates that the C-MAS achieved practical consensus. The top plot shows

the norm of the consensus error for each agent in the C-MAS when subjected to a
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sinusoidal disturbance. The bottom plot shows the evolution of the timer states for the

two inter-clusters.
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Figure 4-2. Coupling topology consisting of three clusters and two inter-clusters.

105



Figure 4-3. Simulation plots of the consensus errors, timer trajectories, and Lyapunov
function for the C-MAS in a disturbance-free setting.
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Figure 4-4. Simulation plots of the consensus errors and timer trajectories for the
C-MAS while subjected to a sinusoidal disturbance.
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CHAPTER 5
EVENT/SELF-TRIGGERED MULTI-AGENT SYSTEM RENDEZVOUS WITH GRAPH

MAINTENANCE

This chapter explores the rendezvous problem for a MAS with distance-limited,

intermittent communication and sensing. A framework is provided that characterizes a

family of distributed event-triggered controllers leveraging non-singular edge-potentials

to achieve approximate rendezvous while maintaining an initially connected distance-

limited graph. The proposed framework excludes the possibility of Zeno behavior

and accommodates the development of self-triggered controllers. The combination of

continuous and impulsive dynamics results in a hybrid system, where the closed-loop

dynamics of the MAS are presented and analyzed using hybrid differential inclusions.

The approximate rendezvous problem is recast into a set stabilization problem and

sufficient conditions of the rendezvous set are obtained through a Lyapunov-based

analysis.

5.1 Graphs Revisited

In this section, the reader is reminded of notions from graph theory, and notation

that is unique to this chapter is introduced. Let V be a finite non-empty set of cardinality

N , and let n be a fixed positive integer. The configuration space over V is defined as

Conf(V) , (Rn)V . The configuration of particles in Rn is referred to as x , (xp)p∈V ∈

Conf(V). For R > 0, the R-threshold graph GR(x) on a configuration x is the undirected

graph with vertex set V and edge set ER(x) defined by setting pq ∈ ER(x) if and only

if ‖xp − xq‖ ≤ R, where pq , {p, q} for all p, q ∈ V, p 6= q. Recall, for any graph

G = (V , E), a path in G connecting a vertex p to a vertex q is a sequence of vertices

(v0 = p, . . . , vk = q) where k ∈ Z≥0 and vs−1vs ∈ E for all s = 1, 2, ..., k. The graph

G is connected, if every two vertices p, q ∈ V may be connected by a path in G. The

neighborhood Np of a vertex p ∈ V is the set of all q ∈ V with pq ∈ E . The degree of p

is dp , |Np| and ∆(G) denotes the maximum degree in G. Let A , [apq] ∈ RV×V denote

the adjacency matrix of G, where apq = 1 if and only if pq ∈ E and apq = 0 otherwise.
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Within this work, no self-loops are considered. Therefore, app , 0 for all p ∈ V. The

degree matrix ∆ of G is the diagonal matrix whose p-th diagonal entry is
∑

q∈V apq. The

Laplacian matrix of G is defined as L , ∆−A ∈ RV×V . More generally, if c = [cpq] ∈ RV×V

is a non-negative symmetric matrix, the weighted Laplacian is defined as Lc , ∆c −Ac,

where ∆c , ∆ � c and Ac , A � c, and known to be positive semidefinite. Let λi(Lc)

denote the eigenvalues of Lc in non-decreasing order, and let λi(G) , λi(L). If G is

connected then λ1(G) = 0 is a simple eigenvalue, and λ2(G), known as the Fiedler

value of G, is positive. Also, λN(Lc) coincides with the operator norm ‖Lc‖, since Lc is

self-adjoint.

5.2 Hybrid Systems Revisited

In this section, elements from the hybrid systems framework of [63] are reviewed,

and notation used in this chapter is presented. A hybrid differential inclusion H takes the

form [63]:

H :


ż ∈ F (z), z ∈ C, (flow constraint)

z+ ∈ G(z), z ∈ D, (jump constraint)
(5–1)

where F : C ⇒ Rn, C ⊂ Rn are the flow map and set; and G : D ⇒ Rn, D ⊂ Rn

are the jump map and set, respectively, and z+ indicates the value of the state after a

jump. Solutions of H evolve continuously over the flow set according to the dynamics

given by the flow map, and are allowed to execute discrete jumps over the jump set,

constrained to the sets specified by the jump map. Formally, a set A ⊂ R≥0
× Z≥0

is a

hybrid time domain, if there is a non-decreasing sequence of non-negative reals (tj)
m
j=0,

m ∈ Z≥0
∪ {∞}, t0 = 0, tm ∈ R≥0

∪ {∞}, such that A = ∪mj=1(Ij × {j − 1}), where all

the Ij, j < m are of the form [tj−1, tj], and Im is of the form1 [tm−1, tm] or [tm−1, tm) when

m < ∞. Let (tj)
m
j=0 denote the jump sequence of the time domain A. A hybrid arc φ is a

function φ : domφ→ Rn, where (1) domφ ⊂ R≥0
× Z≥0

is a hybrid time domain with jump

1 Note tm =∞ is allowed when m <∞; for m =∞ there is no tm.
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sequence (tj)
m
j=0; and (2) φ is a locally absolutely continuous function of Ij, for every j.

A solution of H is a hybrid arc φ such that, for all j > 0, (1) φ(t, j − 1) ∈ C for almost all

t ∈ [tj−1, tj], and φ̇(t, j−1) = f(φ(t, j−1)) for almost all t ∈ Ij (the flow condition); and (2)

φ(tj−1, j − 1) ∈ D and φ(tj−1, j) ∈ G(φ(tj−1, j − 1)) (the jump condition). A solution φ to H

is called maximal if φ cannot be extended, that is: if ψ is a solution with domφ ⊆ domψ,

which coincides with φ on domφ, then ψ = φ. A solution φ is called complete if domφ is

unbounded.

Definition 5.1. A solution φ of H is said to be t-complete if the sequence (tj) is un-

bounded.2

5.3 Problem Formulation and Controller Design

Consider a cooperative MAS composed of N ∈ Z>0 agents indexed by a set V, with

states xp ∈ Rn, p ∈ V. Any two agents p, q ∈ V are capable of exchanging information

with each other whenever the distance between them does not exceed R > 0. Then, the

possible connections among the agents are encoded by the R-threshold graph GR(x).

For each p ∈ V, the model of agent p is a fully actuated single integrator, ẋp = up, where

up ∈ Rn denotes a control input.

Assumption 5.1. The initial R-threshold graph, G , GR(x(0)), is connected, and every

edge pq in E , ER(x(0)) satisfies ‖xp − xq‖ < R.

Assumption 5.2. For each p ∈ V and q ∈ Np, agent p is capable of measuring xp − xq

for all t ≥ 0.

Definition 5.2. Let ν > 0. The MAS is in a state of ν-approximate rendezvous if

‖xp − xq‖ ≤ ν for all p, q ∈ V.

A distributed controller is developed for driving the MAS to ν-approximate ren-

dezvous while maintaining the initial graph structure throughout the process, in the

2 Clearly, a t-complete solution is complete.
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sense that E ⊆ ER(x(t)) holds for all t ≥ 0. The developed controller limits commu-

nications and/or sensing to edges of the graph G to remove the need for continual

monitoring of their R-neighborhood. Instead, each agent can rely on peer-to-peer com-

munication with a fixed set of neighbors that was established at time t = 0, as long as

this communication can be guaranteed. In addition, any properties of the communication

graph, such as the spectrum of LG, may be computed in advance at time t = 0.

5.3.1 Potential Functions

Inspired by [54], edge-potentials are employed to preserve the edges of configu-

rations x, which support a given graph G = (V , E) in the sense that E ⊆ ER(x). Let

r : R≥0 → R≥0 be a non-decreasing continuous function with r(0) > 0. Furthermore, let

P : R≥0 → R≥0 be given by

P (ρ) ,
∫ ρ

0

r(s)sds, ρ ∈ R≥0. (5–2)

The potential Vpq : Conf(V)→ R≥0 for each pq ∈ E is

Vpq(x) , P (‖xp − xq‖) , wpq , r (‖xp − xq‖) , (5–3)

noting Vpq = Vqp, and that w , [wpq] ∈ RV×V
≥0

is a state-dependent symmetric matrix. The

function r is specified as follows. First, ε ∈ R is selected so that R̃ , R(1− ε) satisfies

R > R̃ > 2
3
R ⇔ 1

3
> ε > 0. (5–4)

Next, let µ, ω > 0, and let r(s) be selected as

r(s) , µ ·


1, s ∈ [0, R̃]

1 + ω(s2 − R̃2), s ∈ [R̃, R]

1 + ω(R2 − R̃2), s ≥ R.

(5–5)
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After some algebra, one can obtain

ω ≥ 2 |E| (1− ε)2

R2ε2(2− ε)2
=⇒ |E|P (R̃) ≤ P (R). (5–6)

Selecting ω according to (5–6) is required for graph maintenance (see Theorem 5.1).

As in [54, Proposition 3.2], R̃ plays the role of a safe communication distance below

which the edge potential is the usual square of the distance. The goal is to prove that

the initial graph will be preserved if all its edges are initially safe. However, our design

differs from those considered in [54] in that r ramps up quadratically in the unsafe zone

[R̃, R], whereas the latter are either held constant or grow linearly there, which results

in lower bounds on the buffer: ε ≥ 1 − |E|−1/2 for constant r and ε ≥ 1 − ( 2
3|E|−1

)1/3 for

linearly growing r. In contrast, our design enables the selection of a small enough ε at

initialization.

5.3.2 Hybrid Controller and Closed-Loop Dynamics

Let X , Conf(V) × Conf(V) × [0,∞)V denote the extended configuration space of

the MAS. The controller of agent p ∈ V is designed as up , ηp, where ηp ∈ Rn, τp ∈ R are

auxiliary variables subject to the following closed-loop dynamics:

H :



ẋp = ηp,

τ̇p = 1, η̇p = 0n, Tp(ξ) > 0

τ+
p = 0, η+

p =
∑
q∈Np

wpq (xq − xp) ,Tp(ξ) = 0,

(5–7)

where:

1. ξ , [x>,η>, τ>]> ∈ X , η , (ηp)p∈V ∈ Conf(V) denotes the stacked vector of

auxiliary variables ηp, and τ , (τp)p∈V ∈ [0,∞)V is a vector of personal clocks,

each of which resets whenever the agent triggers, i.e., Tp = 0.

2. The triggers, Tp : X → R, p ∈ V are continuous functions satisfying Tp(ξ
+) > 0 for

all p ∈ V whenever Tq(ξ) = 0 for any q ∈ V,
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and where it is understood that x+
p = xp, η+

p = ηp and τ+
p = τp hold for any jump

not triggered by the jump condition of agent p. All functions of x will be regarded

as functions of ξ. Also, for any particular value of ξ, the projection of ξ to the first

component of X is denoted by x(ξ). Since the Tp are continuous, the sets

C ,
⋂
p∈V [Tp > 0] , D , C ∩

⋃
p∈V [Tp = 0] , (5–8)

—the flow and jump sets of H—are open and closed3 , respectively, with C ⊆ C ∪ D.

Both the flow and jump maps are single-valued and continuous, and solutions to the flow

equations are global and unique.

Lemma 5.1. Every initial condition φ(0, 0) ∈ C determines one and only one maximal

solution φ of the hybrid system H given in (5–7). Moreover, every maximal solution of H

is either t-complete or Zeno.

Proof. By [63, Proposition 2.10], and due to the preceding observations, maximal

solutions of H are complete. The condition on the triggers gives G(D) ⊂ D{, implying no

solution of H has a pair of consecutive jumps. �

5.3.3 MAS Control Objective

A configuration x is a rendezvous state, if xp = xq for all p, q ∈ V. The set ∆V of all

rendezvous states is a linear subspace of Conf(V). Henceforth, let x = x̃ + x⊥ denote

the orthogonal decomposition of x with x̃ ∈ ∆V and x⊥ ∈ ∆⊥V , and let ∆x , (xp − xq)pq∈E .

It can be shown that:

x̃ = 1N ⊗ 1
N

∑
p∈V xp,

1√
N
‖x⊥‖ ≤ ‖∆x‖∞ ≤

√
2‖x⊥‖. (5–9)

3 Continuous pre-images of open/closed sets are open/closed, respectively.
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Achieving rendezvous is equivalent to globally4 stabilizing the set R ,

{ξ ∈ X : ‖∆x‖∞ = 0}. Moreover, ν-approximate rendezvous is achieved whenever

‖∆x‖∞ ≤ ν. Therefore, it suffices to show that every trajectory of H satisfying Assump-

tion 5.1 is eventually contained in the set

Rν , {ξ ∈ X : ‖∆x‖∞ ≤ ν} . (5–10)

In addition, the maintenance of the initial communication graph is required. To this end,

if G = (V , E) is a connected graph, for any ρ > 0, let

Cρ(G) , {ξ ∈ X : E ⊆ Eρ(x)} , (5–11)

and note Assumption 5.1 means ξ(0) ∈ int(CR(G)). Given an initial configuration x(0)

satisfying Assumption 5.1, the initial condition ξ(0) = φ(0, 0) is set to satisfy

φ(0, 0) = (x(0), (Lw ⊗ In)x(0), 0), (5–12)

and a controller is provided—that is, the values of ε, µ, ω are determined—to guarantee

ξ(t) ∈ CR(G) for all t ≥ 0, for the corresponding maximal solution φ of H.

5.4 Graph Maintenance and t-Completeness

The edge weights wpq in (5–3) give rise to the weighted graph Laplacian matrix of

the MAS, Lw, defined in Section 5.1, using the weights wpq introduced in (5–3). Set

ζ , − (Lw ⊗ In)x− η. (5–13)

Writing ζ = (ζp)p∈V ∈ Conf(V), observe that

ζp =
∑

q∈Np
wpq (xq − xp)− ηp (5–14)

4 Over the space of configurations with connected communication graphs.
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is the error between the instantaneous consensus term over Np and the sampled

consensus term for agent p.

Definition 5.3. Let Tp : X → R, p ∈ V be a continuously differentiable function, let

σ ∈ (0, 1], and let

fp(ξ) , ‖ηp‖2 − ‖ζp‖2 + σKR̃2 , K , λ22(G)µ2

2N
. (5–15)

Tp is an admissible trigger, if Tp ≤ fp throughout X and there exist h,m > 0 such that (a)

Tp(ξ
+) ≥ h at each jump of H; and (b) d

dt
Tp ≥ −m holds along any solution of H.

Note that admissibility implies agent p must update ηp at some time earlier than dic-

tated by the condition fp ≤ 0, which is only state-dependent (and not time-dependent).

Also, the parameter σ, to be determined later, allows the user to control the degree of

rendezvous approximation (see Theorem 5.2).

Theorem 5.1. Given R̃ = R(1− ε) satisfying (5–4) and a connected graph G, if {Tp}p∈V

is a collection of admissible triggers, then every solution of H satisfying (5–12) and

initiating from CR̃(G) remains in CR(G), is t-complete, and the controllers up are bounded

for all time.

Proof. Using (5–3), define the total potential VG : X → R≥0 as

VG(ξ) ,
∑
p∈V

∑
q∈Np

Vpq(x) = 2
∑
pq∈E

Vpq(x). (5–16)

Note that VG(ξ) = 0 for ξ ∈ R and VG(ξ) > 0 otherwise. Let φ : domφ → X be a solution

of H with initial condition φ(0, 0) ∈ CR̃(G). With a slight abuse of notation, let ξ = φ(t, j)

for (t, j) ∈ domφ. First, it will be shown that V̇G(ξ) ≤ 0 whenever ‖xp − xq‖ ≥ R̃ for

some pq ∈ E . During flows, the change in VG is given by V̇G(ξ) = 〈∇VG(ξ), F (ξ)〉, where

F is the flow map of H. It is known [53, Section 7.2] that ∇VG(ξ) = 2(Lw ⊗ In)x follows

from (5–3). Therefore, substituting (5–13) yields

V̇G(ξ) = 2x>(Lw ⊗ In)>η

= −2x>
(
L2
w ⊗ In

)
x− 2x> (Lw ⊗ In) ζ.
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Splitting the leading term and applying (5–13) twice yields

V̇G(ξ) = −x>
(
L2
w ⊗ In

)
x− ‖ζ‖2 − ‖η‖2 − 2η>ζ − 2x> (Lw ⊗ In) ζ

= −x>
(
L2
w ⊗ In

)
x− ‖ζ‖2 − ‖η‖2 − 2(η + (Lw ⊗ In)x)>ζ

= −x>
(
L2
w ⊗ In

)
x− ‖η‖2 + ‖ζ‖2.

(5–17)

By (5–3) and (5–5), wpq ≥ µ for all pq ∈ E , which implies λ2(Lw) ≥ µλ2(G). Together

with (5–9), this yields

V̇G(ξ) ≤ −λ2
2 (G)µ2‖x⊥‖2 − ‖η‖2 + ‖ζ‖2

≤ −
(
NK‖∆x‖2

∞ + ‖η‖2 − ‖ζ‖2
)
.

(5–18)

Using ‖∆x‖∞ ≥ R̃, σKR̃2 ≤ KR̃2, and (5–15), one can obtain

V̇G(ξ) ≤ −
∑

p∈V(σKR̃2 + ‖ηp‖2 − ‖ζp‖2)

≤ −
∑

p∈V fp(ξ) ≤ −
∑

p∈V Tp(ξ) ≤ 0

(5–19)

by the admissibility of the Tp and since all the Tp are non-negative during flows.

The maintenance of the edges of G is now shown. Proceeding by contradiction, let

(s1, j1) ∈ domφ be a point with φ(s1, j1) /∈ CR(G), and let

(s0, j0) , sup
{

(t, j) ∈ domφ : (t, j) ≤ (s1, j1), φ(t, j) ∈ CR̃(G)
}
, (5–20)

using the order on R2 given by a ≤ b ⇔ b − a ∈ R2
≥0

. Since domφ is closed in R2

under this order, (s0, j0) ∈ domφ. Let V1 , VG(φ(s1, j1)) and V0 , VG(φ(s0, j0)). Also,

note j0 ≤ j1 and s0 ∈ [tj0 , tj0+1). Since x(φ(tj+1, j)) = x(φ(tj+1, j + 1)) for all j ≥ 0,

the expression z(t) , x(φ(t, j)) is a well-defined function of t ∈ J , [s0, s1]. Moreover,

it is C1-smooth at every t ∈ J except for the points t = tj, j0 ≤ j ≤ j1. Since VG is a

C1-function of x, the function v(t) , VG(z(t)) is C1-smooth at every t ∈ J except for the

points t = tj, j0 ≤ j ≤ j1. Therefore, V1 − V0 = v(s1)− v(s0) =
∫ s1
s0
v̇(t)dt. Since φ(t, j) /∈

CR̃(G) for t ∈ (s0, s1], the integrand is non-positive by (5–19), which results in V1 ≤ V0.

Since x evolves continuously with t and CR̃(G) is closed, one has that φ(s0, j0) ∈ CR̃(G).
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Therefore, by (5–6) and (5–16), V0 = 2
∑

pq∈E Vpq(φ(s0, j0)) ≤ 2 |E|P (R̃) ≤ 2P (R). Since

x(s1) has at least one edge of length greater than R, V0 ≤ 2P (R) < V1—contradiction.

To prove the second assertion of the theorem, the t-completeness of a maximal solution

φ is verified. By Lemma 5.1, a maximal solution φ : domφ → X of H is either eventually

continuous—in which case it is t-complete (and we are done)—or it has an infinite

sequence of jump times tj, j ∈ Z≥0. For each p ∈ V, let Jp denote the set of indices

j > 0 satisfying Tp(φ(tj, j − 1)) = 0, with the addition of the index j = 0. Fix a p ∈ V such

that Jp is infinite, and denote the hybrid jump times (tj, j− 1), j ∈ Jp as ((tpi , j
p
i − 1))∞i=1, in

increasing order. Also, let tp0 , 0. Then, by Lemma 5.1, it suffices to find δ > 0 such that

tpi+1 − t
p
i ≥ δ for all i ≥ 0. For each i ≥ 1, Tp(φ(tpi , j

p
i − 1)) = 0 and Tp(φ(tpi , j

p
i )) ≥ h by

Definition 5.3(a). Moreover, the continuity of Tp(φ(t, j)) during flows implies tpi+1 − t
p
i > 0.

Claim: δ = h/m satisfies our needs. Proceeding by contradiction, assume tpi+1 − t
p
i < δ.

Substituting ξ = φ(tpi+1, j
p
i ) into Tp, together with the continuity of Ṫp(φ(s, jpi )) over all but

finitely many s ∈ [tpi , t
p
i+1], produces

Tp(ξ) =

∫ tpi+1

tpi

Ṫp(φ(s, jpi ))ds ≥ h−m
(
tpi+1 − t

p
i

)
> 0, (5–21)

contradicting the fact that ξ is a jump point for agent p. Finally, since ‖∆x‖∞ ≤ R for all

time, one can see that wpq ≤ r(R) by (5–3), and ‖up‖ = ‖ηp‖ ≤ ∆(G)Rr(R) by (5–5), for

each pq ∈ E and p ∈ V—hence bounded. �

5.5 Stability Analysis

Theorem 5.2. Let ν > 0, R̃ = R(1 − ε) satisfy (5–4), and G be a connected graph.

Suppose 0 < β ≤ σKR̃2 and {Tp}p∈V is a collection of admissible triggers such that,

over solutions of H satisfying (5–12) and initiating from CR̃(G),

Tp + σKR̃2 ≤ fp + β (5–22)
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holds for all p ∈ V. Then, any such solution satisfies

‖∆x(t)‖2
∞ ≤

r(R)|E|
r(0)

(
‖∆x(0)‖2

∞ e
− NKt
r(R)|E| + σR̃2

)
. (5–23)

In this sense, Rν is exponentially stable5 for σ = ν2

|E|R̃2
· r(0)
r(R)

. In particular, ν ′-approximate

rendezvous is achieved for every such maximal solution, for any ν ′ > ν.

Proof. Let φ : domφ → X be a maximal solution of H with initial condition φ(0, 0) ∈

CR̃(G). By Theorem 5.1, φ is t-complete. Consider the same total potential VG(ξ) defined

in (5–16). Using (5–2), (5–3), (5–5), and (5–16), VG can be bounded as

r(0)‖∆x‖2 ≤ VG(ξ) ≤ r(R)‖∆x‖2. (5–24)

By (5–22), ‖ηp‖2 − ‖ζp‖2 ≥ −β + Tp. Then, (5–18) yields

V̇G(ξ) ≤ −NK‖∆x‖2
∞ −

∑
p∈V (−β + Tp)

≤ −NK‖∆x‖2
∞ +Nβ.

(5–25)

Combining (5–24) with ‖∆x‖ ≤
√
|E|‖∆x‖∞ implies VG(ξ) ≤ r(R) |E| ‖∆x‖2

∞. Then,

(5–25) can be upper bounded as

V̇G(ξ) ≤ − NK
r(R)|E|VG(ξ) +Nβ. (5–26)

Since VG only depends on x (5–16), and x evolves continuously under H, VG evolves

continuously as well. By Theorem 5.1, V̇G(ξ), ξ = φ(t, j) has only finitely many disconti-

nuities in any bounded sub-interval of domφ. Therefore, integrating (5–26) and recalling

that β ≤ σKR̃2 yields

VG(φ(t, j)) ≤ VG(φ(0, 0))e
− NKt
r(R)|E| + σr(R) |E| R̃2, (5–27)

5 Recalling (5–9), Equation (5–23) implies the exponential stability of the ν-
neighborhood of ∆V with respect to ‖ · ‖, in the same restricted sense.
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where using the bounds of VG in (5–24) and ‖∆x‖∞ ≤ ‖∆x‖ ≤
√
|E|‖∆x‖∞ pro-

duces (5–23) for any (t, j) ∈ dom φ. �

5.6 Trigger Design

Lemma 5.2. Let R̃, r, ω satisfy the requirements in Section 5.3.1, and let G be a con-

nected graph. If {Tp}p∈V is a collection of admissible triggers and φ is a solution of H

with φ(0, 0) ∈ CR̃(G) satisfying (5–12), then the following holds over every flow interval of

agent p:

‖ζp(φ(t, j))‖ ≤ Zτp(φ(t, j)), (5–28)

where Z , 2∆(G) (µωR2 + ∆(G)Rr(R)2).

Proof. Using the notation from the proof of Theorem 5.1, consider any t ∈ [tpi , t
p
i+1].

By (5–7), ηp is constant over the interval [tpi , t
p
i+1] × {jpi } ⊂ domφ. Furthermore,

Theorem 5.1 and Equations (5–3)–(5–5) imply ‖xp − xq‖ ≤ R and |wpq| ≤ r(R) for all

q ∈ Np, respectively. It then follows that

‖ηp‖ ≤ dpRr(R) ≤ ∆(G)Rr(R). (5–29)

Taking the time derivative of ζp over [tpi , t
p
i+1]× {jpi } yields

ζ̇p =
∑

q∈Np
ẇpq(xq − xp) +

∑
q∈Np

wpq(ηq − ηp). (5–30)

From (5–5), it follows that ẇpq(s) = 0 for s ∈ [0, R̃], and ẇpq(s) = 2µωsṡ for s ∈

[R̃, R]. Therefore, ‖ẇpq‖ ≤ 2µωR because ṡ is a unit vector. Combining these bounds

with (5–30),

‖ζ̇p‖ ≤ 2µωdpR
2 + dpr(R) · 2∆(G)Rr(R) ≤ Z, (5–31)

where ∆p is the degree of p in G and ∆(G) is the maximal degree in G. Over the interval

[tpi , t
p
i+1] × {jpi }, ζp is continuous as a function of t, and differentiable everywhere except
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t = tj, j
p
i ≤ j ≤ jpi+1. Therefore, using ‖ζp(φ(tpi , j

p
i ))‖ = 0 one may write:

‖ζp(t)‖ ≤
∫ t

tpi

‖ζ̇p(s)‖ds ≤ Z (t− tpi ) . (5–32)

Since τp = t− tpi over [tpi , t
p
i+1]× {jpi }, ‖ζp(t, j

p
i )‖ ≤ Zτp. �

Corollary 5.1. The trigger Tp = fp is admissible.

Proof. Clearly, fp(ξ+) ≥ σKR̃2. Also, by Cauchy-Schwartz,

d
dt
fp = −2ζ>p ζ̇p ≥ −4∆(G)Rr(R)Z,

where ‖ζp‖ ≤ 2∆(G)Rr(R) and ‖ζ̇p‖ ≤ Z. �

Let 0 < β ≤ σKR̃2 and γ > 0. Consider the triggers:

Tp,1(ξ) = ‖ηp‖2 − ‖ζp‖2 + α(‖ηp‖),

Tp,2(ξ) = ‖ηp‖2 − Z2τ 2
p + α(‖ηp‖),

(5–33)

where α(s) , β − β
γ
s for s ∈ [0, γ] and α(s) = 0 otherwise.

Remark 5.1. Tp,1 is state-based, while Tp,2 is a self-trigger.

Corollary 5.2. Tp,1 and Tp,2 are admissible and satisfy (5–22).

Proof. Tp,1 and Tp,2 share the same h , mins≥0(s2 + α(s)). Indeed, s2 + α(s) coincides

with s2 for s ≥ γ, so, being positive, it has a minimum. By Corollary 5.1, Tp,1 is admis-

sible because d
dt
Tp,1 = d

dt
fp. It also trivially satisfies (5–22). Finally, d

dt
Tp,2 = −2Z2τp,

where Z2τ 2
p ≤ ‖ηp‖2 + α(‖ηp‖) with ‖ηp‖ bounded by (5–29). Equation (5–29) holds for

Tp,2 because Tp,2 ≤ Tp,1 by Lemma 5.2. �

On first glance, the event trigger Tp,1 requires agent p to continuously measure

xq − xp for each q ∈ Np. This could be useful in settings where intermittent actuation

is desired and continuous measurements are inexpensive, such as with satellite

constellations where power is limited and visual measurements can be made over

large distances. For other scenarios, an alternative communication protocol can remove
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the need for continuously monitoring the neighbors’ states. Recalling that ẋp = ηp is

constant over [tpi , t
p
i+1), observe that xp(t) = ηpτp + xp(t

p
i ) for all t ∈ [tpi , t

p
i+1). Under

the assumption of instantaneous communication, it suffices for each agent q ∈ Np to

broadcast ηq and xq at each jump time of agent q. Consequently, p can compute ζp by

using the solution for xq(t) over the appropriate time interval for each q ∈ Np.

5.7 Simulation Example

Putting together the theoretical results, suppose N agents with x(0) satisfying

Assumption 5.1 are given, and ν > 0. At the initial time, G = GR(x(0)), λ2(G), and |E|

are computed. The parameter ε is selected so that R̃ > ‖∆x(0)‖∞, and ω is selected

to satisfy (5–6). For any choice of µ, γ > 0, σ is selected according to Theorem 5.2,

guaranteeing that any collection {Tp}p∈V of admissible triggers generates a controller

driving the MAS to ν ′-approximate rendezvous at an exponential rate, uniformly over

initial conditions φ(0, 0) ∈ CR̃(G) satisfying (5–12). Theorem 5.1 guarantees that no

edges of G are broken at any time for any of the above initial conditions.

Figure 5-1 shows the trajectories of a MAS with N = 9 agents in the Euclidean

plane R2, randomized initial positions denoted by ×’s, and event trigger function Tp,1

with the default choice of β = σKR̃2 for each agent. The communication radius of

each agent is R = 1. The nodes and edges of the initial graph G are represented

by the ×’s and the black-dashed lines, respectively. The graph G has |E| = 20 and

λ2(G) = 1.578. The final configuration (denoted by the •’s) is required to be in ν-

approximate rendezvous with ν = 0.1. The parameter R̃ is selected as the length of

the longest edge of G plus the machine epsilon of our computer (10−16), which yields

R̃ = 0.9392, corresponding to ε = 0.0608. Then, ω = 2541.5 and σ = 1.8863 × 10−6. With

the gain µ = 1, approximate rendezvous was achieved within 4 time units. The triggers

Tp,1 were used with β = 3.8298 × 10−13 and γ set to γ = 0.1. Note how each cusp along

an agent’s trajectory coincides with a jump time for that agent. Figure 5-2 depicts the

consensus error of each agent in the MAS, where the consensus error of agent p is
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Figure 5-1. Planar trajectories of the simulated MAS and the initial R-threshold
communication topology.

given by ep = xp − 1
N

∑
`∈V x`. All consensus errors tend to a neighborhood of the origin

with a radius of approximately 2 × 10−7. The event-times, i.e., broadcast times, of each

agent are illustrated in Figure 5-3. A blue spike represents a communication event, and

a white space represents a period of no communication. The simulation was executed in

MATLAB, using [85].
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Figure 5-2. Consensus errors of the MAS showing ν-approximate rendezvous.
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Figure 5-3. Plot of event-times for each agent in the MAS.

124



CHAPTER 6
CONCLUSIONS

The distributed control of a MAS under intermittent state feedback generates sev-

eral benefits when compared to alternative control strategies. For example, distributed

control can enable a group of cost effective and simple agents to perform complex

global behaviors by executing controllers that utilize local information. These desired

global behaviors can be readily scaled through the addition of auxiliary agents without

incurring unmanageable computational cost. Furthermore, MASs can be partitioned and

made to perform a variety of tasks simultaneously, which exemplifies their versatility.

Distributed MASs can also be made robust to multiple points of failure (e.g., lost agents

and broke communication links) provided the communication network is sufficiently

connected. The use of information only when necessary (e.g., intermittently rather

than continuously) not only benefits the scalability properties of MASs by reducing the

demands on the communication network, but using intermittent information also helps

to reduce the energy costs associated with communication. However, distributed MASs

operating under intermittent state feedback are especially vulnerable to cyber-attacks,

where the injection of inaccurate information can lead to unintended behavior. In ad-

dition, several MAS control objectives rely on a communication topology that posses

some minimal degree of connectivity for all time. Therefore, the development of control

strategies utilizing intermittent state feedback that are robust to cyber-attacks and that

can ensure the connectivity of an initially connected distance-based communication

network are well motivated.

In Chapter 1, a survey of the literature on the event-triggered control of MASs,

Byzantine-resilient network control strategies, the control of clustered MASs, and

graph maintenance control methods is presented. Chapter 1 also introduces pertinent

notation, elements from graph theory, and the hybrid systems framework of [63]. Event-

triggered control, i.e., a state-based trigger strategy, serves as the primary mechanism
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by which intermittent state feedback is created in this dissertation (see Chapters 2, 3,

and 5). Intermittent state feedback can also be generated through the use of timers,

which is shown in Chapter 4.

In Chapter 2, the approximate leader-follower consensus problem in the presence

of Byzantine adversaries for a homogeneous MAS is examined. Approximate leader-

follower consensus (also known as practical consensus) occurs when the states of a

group of followers is driven within a desired distance of the leader’s state and remain

within such a distance for all future time. Additionally, the homogeneous qualifier refers

to a MAS whose agents have identical dynamics. Distributed event- and self-triggered

controllers are developed along with a Lyapunov-based detection method that enables

followers to discern between cooperative and Byzantine neighbors. Since the agent

dynamics are assumed to be known within this chapter, model knowledge is utilized

within the Byzantine agent detector. The control strategy can remove the influence

from Byzantine agents by altering the interaction topology and enabling consensus for

all cooperative followers. Moreover, a time-based estimate for each follower’s trigger

condition is developed, which allows each follower to estimate the future time when

state information from its neighbors will be required. The STC approach alleviates the

continuous monitoring requirement of ETC and enables intermittent communication

and monitoring. Simulation results demonstrate that both ETC and STC methods

enable approximate leader-follower consensus while identifying and mitigating against

Byzantine adversaries. Results also show that increased communication leads to

better tracking of the leader for both ETC and STC. Moreover, both methods can

provide identical tracking performance, but depending on the choice of parameters, one

method can provide communication energy savings over the other. Future efforts could

focus on generalizing the result to more abstract network topologies, developing more

capable and sensitive Byzantine detection and trigger condition estimation methods,

and relaxing the network connectivity assumption for the cooperative sub-graph.
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Uncertain agent dynamics can be considered, the impact of which could lead to faster

divergence rates between the estimated and true follower position and more frequent

communication. This strategy only functions for sufficiently connected communication

networks. The assumption that the cooperative component of the communication graph

remains connected for all time implies that the communication network has a surplus of

edges that can be sacrificed without disconnecting the cooperative sub-graph. However,

it may not be possible to achieve enough redundancy to ensure the connectivity of

the cooperative component given a large number of Byzantine agents. This practical

problem motivates the development of control algorithms that can reactively create

and delete communication edges to ensure the connectivity of the cooperative sub-

graph. Furthermore, if the cooperative agents become divided into multiple isolated

but connected components due to the introduction of Byzantine agents or other cyber-

attacks, then motivation also exists to develop a control algorithm that can unite the

cooperative components.

Chapter 3 examines the formation control while leader tracking problem for a het-

erogeneous MAS consisting of agents with uncertain nonlinear control-affine dynamics.

The heterogeneous qualifier refers to distinct control-affine dynamics between agents. A

distributed event-triggered controller is developed along with a reputation-based detec-

tion method that enables the cooperative followers to discern between cooperative and

Byzantine neighbors, alter the interaction among neighbors to isolate cooperative agents

from Byzantine adversaries, and achieve the formation control and leader tracking ob-

jective. Once an agent partitions their neighbor set into cooperative and Byzantine sub-

sets through the use of the reputation strategy, the edge weights of Byzantine neighbors

are set to zero, which allows the controller to make updates solely based on information

from cooperative neighbors. The benefit of the reputation strategy, when compared to

the detector in Chapter 2, is that the use of redundant state information enables the

127



construction of a model-free Byzantine agent detector. Moreover, the decoupling be-

tween communication and interaction allows for the admittance of rehabilitated agents

into the cooperative component. Like the result in Chapter 2, the proposed strategy

is valid under the assumption of a sufficiently connected interaction graph, i.e., edges

can be severed to both isolate Byzantine agents and keep the cooperative component

connected. Simulation results are presented and show that the strategy can enable a

group of cooperative agents to achieve the objective under the use of intermittent state

feedback. Future efforts can focus on developing controllers capable of preserving the

connectivity of distance-based graphs and constructing adaptive formations. Recall

that the relative position vectors used in Chapter 3 to construct the desired formation

are fixed, which may be inappropriate in scenarios requiring variable formations, e.g.,

maneuvering within cities or other environments with obstacles. Furthermore, more

sophisticated Byzantine agent detectors that utilize asynchronous sensed and communi-

cated state or output information are motivated. In practice, communicated and sensed

information may be obtained at different times, which may prohibit a direct comparison

for use in the proposed trust model. However, direct comparisons can be made through

synchronous state estimates provided by state observes. While this chapter studies the

fundamental case of multiple Byzantine adversaries that act independently, future efforts

could examine the case where multiple Byzantine adversaries collaborate between each

other to thwart the objective. Several open questions still remain. For example, how can

accurate state information be determined in the absence of a ground-truth? Moreover,

for agents with multiple common neighbors and no available ground-truth information,

how can an agent determine its cooperative neighbor set if both the true cooperative

neighbor set and the true Byzantine neighbor set seem cooperative?

Chapter 4 studies the consensus problem for clustered MASs through the lens of

the hybrid systems framework of [63], where the objective is to drive all agent states to

a common value. In the C-MAS, each agent computes a homogeneous process with a
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distributed controller that only uses locally available state information, where each agent

can measure their state. The controller is continuously updated with state information

from neighbors in the same cluster and intermittently updated with state information

from neighbors in different clusters. The controller also renders the consensus set

exponentially stable despite the clustered graph structure, which may result in discon-

nected distanced-based communication graphs as modeled through the timer dynamics.

Moreover, the proposed hybrid system is robust to vanishing perturbations given its

satisfaction of the hybrid basic conditions. The proposed result can also accommodate

any desired partition of the vertex set given a connected interaction graph. Simulation

results for a 16-agent MAS are provided for both the unperturbed and perturbed cases.

While exponential stability is achieved in the unperturbed case, perturbations in the

state lead to a uniformly ultimately bounded result. Future works may consider linear,

nonlinear, heterogeneous, and/or uncertain process models that are subject to distur-

bances. The result employs a zero-order hold when sampling the state of neighbors

within inter-clusters, which limits the selection of the T r1 and T r2 parameters to small

values. Future efforts could leverage model knowledge or state observers to enable the

selection of larger T r1 and T r2 parameters, which may allow inter-clusters to go without

communication for longer time periods. State-based triggers or timers with variable

rates can be explored as an alternative to the fixed-rate timers used to determine the

instances of inter-cluster communication. Another line of research could be an analysis

of the proposed controller to perturbations in the timer and how to robustify the controller

if necessary. The result also relies on the ability of each agent to measure their state,

which is not possible in many cases. Hence, the development of an output feedback

extension is also motivated.

In Chapter 5, distributed controllers with intermittent distance-limited communication

were developed for the rendezvous problem. Applying the hybrid differential inclusions

framework of [63] enables an especially simple and systematic approach to the analysis
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of the closed-loop system, tying together personal clocks, triggering conditions, stability,

and topological properties of solutions. This results in a family of controllers which

yield complete, Zeno-free solutions while maintaining the initial graph structure and

keeping the prescribed approximate rendezvous set exponentially stable with respect

to continuous time. In contrast with [54], where the growth of the edge potentials is

insufficient for providing a graph maintenance guarantee for all initial configurations with

a connected communication graph, and where this guarantee shrinks as the number of

agents grows, the proposed design fits any such configuration with a controller capable

of maintaining the initial graph. Another contribution of this result is that it provides a

framework for the design of event- and self-triggered controllers capable of achieving

approximate rendezvous while ensuring the maintenance of an initially connected graph.

Rather than provide specific trigger functions with adjustable parameters like in several

other works, this result identifies properties the trigger function must satisfy to ensure

graph maintenance and stability. A simulation for a 9-agent MAS is provided and shows

that approximate rendezvous is achieved while preserving the connectivity of the initially

connected distance-based graph. Future research may address less conservative

triggers, more complex agent dynamics, heterogeneous networks, and exogenous

disturbances. Accounting for perturbations—not only in the state, but in the triggers as

well—is especially important in the context of the current construction, since it does not

satisfy the hybrid basic conditions. Other control objectives that rely on a connected

distance-based communication graph can be explored, such as the synchronization

of a MAS to a time-varying trajectory, formation control, containment control, and their

appropriate combinations. Another line of work would be the study of potential functions

that can be either repulsive or attractive depending on the argument, and how to employ

these potentials in a distributed event-triggered controller to facilitate edge maintenance

with collision avoidance for MASs. Interestingly, an event trigger mechanism can be

combined with model knowledge to obtain a self-trigger, which can be thought of as a
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timer. Hence, the use of state-based trigger mechanisms to design timers or vice versa

can also be examined.

Clearly, each chapter has several lines of expansion. Nevertheless, there are

open problems that can benefit from the combination or advancement of the proposed

results. One open problem is how to combine distributed cyber-attack detectors with

the potential functions used for edge maintenance. As shown in Chapters 2, 3, and

5, cooperative agents can achieve a control objective with adversarial agents in the

network and preserve the edges of a distance-limited graph by manipulating the edge

weights. Currently, it is unclear if the two strategies can be directly stitched together,

e.g., taking the Hadamard product between the weight matrices of the trust/reputation

values and the edge tension values, without encountering challenges. Nonetheless,

the ability to maintain a distance-limited graph while isolating adversarial neighbors

has profound practical applications, especially in mobile MASs operating in contested

environments.

Another open problem is the coordination of MASs in feedback denied environ-

ments. All of the results in this dissertation rely on each agent being able to measure

their state, and this may not be possible everywhere, e.g., underwater domains. One

way to facilitate MAS objectives in these challenging spaces would be to leverage clus-

tered MASs, where one cluster can continuously operate in the feedback denied space

while another cluster ferries state information between feedback-available and feedback-

unavailable regions. Another strategy would be to have a cluster of agents form a fixed

grid that extends from a feedback-available region to the feedback-unavailable region.

The agents in the grid can then compute their location relative to a desired origin in a

distributed way to build a local positioning system. A second cluster can then operate

under the MAS grid, where state feedback can be obtained through radio commu-

nication with the grid agents (essentially combing solutions from the coverage and

exploration problems).
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APPENDIX A
PROOFS OF SUPPORTING LEMMAS IN CHAPTER 2

A.1 Proof of Lemma 2.1

Proof. Assume the hypothesis of Lemma 2.1, and fix t1 ≥ 0. By Assumptions 2.5

and 2.6, H (t1) is a diagonally dominant matrix, where each row of H (t1) is non-

zero. By Assumptions 2.4 and 2.5, H (t1) contains a strictly diagonally dominant

row, i.e., |Hii (t1)| >
∑

j∈V,j 6=i
|Hij (t1)| for some i ∈ V . Claim: if H (t1) is a diagonally

dominant matrix with a strictly diagonally dominant row, then Hsym (t1) is a symmetric,

diagonally dominant matrix with a strictly diagonally dominant row. Suppose the claim

is true. Therefore, Hsym (t1) is a symmetric, diagonally dominant matrix with a strictly

diagonally dominant row. Since IN + |Hsym (t1)| is a symmetric, strictly diagonally

dominant matrix, IN + |Hsym (t1)| is positive definite by the Gershgorin Disk Theorem

in [53, Theorem 3.9.]. Let {λi}Ni=1 ⊂ R>0 denote the eigenvalues of IN + |Hsym (t1)| .

Since λi ∈ R>0 for all i ∈ V , and the eigenvalues of (IN + |Hsym (t1)|)N−1 are
{
λN−1
i

}N
i=1

,

λN−1
i ∈ R>0 for each i ∈ V . Since (IN + |Hsym (t1)|)N−1 is a symmetric matrix with

positive eigenvalues, (IN + |Hsym (t1)|)N−1 is positive definite. Hence, Hsym (t1) is

irreducible by [86, Theorem 6.2.24.]. Since Hsym (t1) is an irreducible, diagonally

dominant matrix with a strictly diagonally dominant row, Hsym (t1) is irreducibly diagonally

dominant by [86, Definition 6.2.25.]. Since Hsym (t1) is irreducibly diagonally dominant,

Hsym (t1) is non-singular [86, Corollary 6.2.27.], i.e., λmin (Hsym (t1)) > 0. Since t1 is

arbitrary, λmin (Hsym (t)) > 0 for all t ≥ 0. Since {λmin (Hsym (t)) : ∀t ≥ 0} is a finite set,

λmin (Hmin) , min {λmin (Hsym (t))} ∈ R>0 is well defined.

Proof of Claim: Let H (t1) be a diagonally dominant matrix, i.e., row diagonally

dominant, where |Hii (t1)| ≥
∑
j 6=i
|Hij (t1)| for all i ∈ V . Then, H (t1)T is a column

diagonally dominant matrix, where |Hii (t1)| ≥
∑
j 6=i
|Hji (t1)| for all i ∈ V . Recall that
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Hsym (t1) = 1
2

(
H (t1) +H (t1)T

)
. Then, for fixed i ∈ V , it follows that

∑
j 6=i

|Hsym,ij| =
∑
j 6=i

∣∣∣∣12 (Hij (t1) +Hji (t1))

∣∣∣∣
=

1

2

∑
j 6=i

|Hij (t1) +Hji (t1)|

≤ 1

2

∑
j 6=i

(|Hij (t1)|+ |Hji (t1)|)

≤ |Hii (t1)|

= |Hsym,ii (t)| .

Since
∑
j 6=i
|Hsym,ij| ≤ |Hsym,ii (t)| for each i ∈ V , Hsym (t1) is diagonally dominant. The

existence of a strictly diagonally dominant row/column follows by a similar argument. �

A.2 Proof of Lemma 2.2

Proof. Let t ≥ 0. Given (2–12) and K = BTP, it follows that

‖ui (t)‖ ≤ Smax

(
BTP

)
‖zi (t)‖+ Smax

(
BTP

)
‖e2,i (t)‖ . (A–1)

Provided the self-trigger in (2–44) is satisfied for all t ≥ 0, φ2 ‖e2,i (t)‖2 − θ
N
≤ 0 for all

t ≥ 0 by Theorem 2.3, where

‖e2,i (t)‖ ≤

√
θ

Nφ2

. (A–2)

By (2–22), it follows that

‖z (t)‖ ≤ max {‖H (t) � Im‖} (‖e2 (t)‖+ ‖e1 (t)‖) . (A–3)

Since ‖e1 (t)‖ ≤ β1 + β2e
−β3t for all t ≥ 0 by Theorem 2.1,

‖e1 (t)‖ ≤ β1 + β2. (A–4)

Substituting (A–2) into ‖e2 (t)‖2 =
∑
i∈V
‖e2,i (t)‖2 implies

‖e2 (t)‖ ≤

√
θ

φ2

. (A–5)
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Since ‖zi (t)‖ ≤ ‖z (t)‖ , (A–3) implies

‖zi (t)‖ ≤ max {‖H (t) � Im‖} (‖e2 (t)‖+ ‖e1 (t)‖) (A–6)

Substituting (A–2), (A–4), (A–5), and (A–6) into (A–1) yields (2–43). �

A.3 Proof of Lemma 2.3

Proof. Consider the candidate Lyapunov function V0 : Rm → R≥0 defined as

V0 (e0 (t)) ,
1

2
eT0 (t) e0 (t) . (A–7)

Substituting (2–1) and (2–51) into the time-derivative of (2–50) yields

ė0 (t) = −k0e0 (t) . (A–8)

Substituting (A–8) into the time-derivative of (A–7) yields

V̇0 (e0 (t)) = −k0e
T
0 (t) e0 (t) , (A–9)

where substituting (A–7) into (A–9) yields

V̇0 (e0 (t)) = −2k0V0 (e0 (t)) . (A–10)

Solving (A–10) yields V0 (e0 (t)) = V0 (e0 (0)) e−2k0t. Since V0 (e0 (t)) is radially unbounded

with an unrestricted domain, (2–50) is globally exponentially regulated. Since V0 (e0 (t))

is positive definite and V̇0 (e0 (t)) is negative definite, provided k0 > 0, V0 (e0 (t)) ∈ L∞.

Since V0 (e0 (t)) ∈ L∞, e0 (t) ∈ L∞. Since xd (t) ∈ L∞, x0 (t) ∈ L∞. Since xd (t) ∈ L∞,

ẋd (t) ∈ L∞, and x0 (t) ∈ L∞, we see that u0 (t) ∈ L∞. �
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APPENDIX B
PROOFS OF SUPPORTING LEMMAS AND THEOREMS IN CHAPTER 3

B.1 Proof of Lemma 3.1

Proof. Let H , {‖H (t)⊗ In‖ : t ≥ 0} . Fix t1 ≥ 0, and suppose C (t1) = V , G (t1)

is complete, and B (t) = bmax · IN . Then, ‖H (t)⊗ In‖F is maximum at t1, where

Λmax ,
√
n
(
N (N − 1 + bmax)2 +N2 −N

)
= ‖H (t1)⊗ In‖F . Since ‖H (t)⊗ In‖ ≤

‖H (t)⊗ In‖F ≤ Λmax for all t ≥ 0, H is a non-empty set that is bounded above.

Therefore, Λmax ≥ sup {H} . �

B.2 Proof of Lemma 3.2

Proof. Fix t2 ≥ 0, and suppose that at time t2 the MAS consists of NC (t2) ∈ Z≥0

cooperative followers and NB (t2) ∈ Z≥0 Byzantine adversaries, where NC (t2)+NB (t2) =

N. Using Assumptions 3.4 and 3.7, the trust model in (3–4), the reputation model

in (3–5), and the edge weight policy in (3–6), the connectivity matrix H (t2) can be

expressed as the block matrix

H (t2) =


HCC (t2) HCB (t2)

HBC (t2) HBB (t2)

 ,

where HCC (t2) ∈ RNC(t2)×NC(t2) is a diagonally dominant matrix with positive diagonal

entries by construction, HBB (t2) ∈ RNB(t2)×NB(t2), HBC (t2) ∈ RNB(t2)×NC(t2), and

HCB (t2) ∈ RNC(t2)×NB(t2). Note that H (t2) = P (t2)H (t2)P−1 (t2) , where H (t2) is

permutation-similar to H (t2) , and P (t2) is an orthogonal permutation matrix. Since

HCC (t2) is irreducibly diagonally dominant by Assumption 3.8, HCC (t2) is non-singular,

i.e., HCC (t2) is invertible [86, Corollary 6.2.27].1

1 Every graph Laplacian is diagonally dominant because it has zero row sums. For
connected graphs, their Laplacians are irreducible. Adding the Laplacian of a connected
graph to a diagonal matrix with at least one positive entry makes at least one row strictly
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Next, we show that the eigenvalues of HCC (t2) have positive real parts.

Since P (t2) is orthogonal, P (t2) is invertible, where P−1 (t2) = P> (t2) . Let

E1 , (P (t2)⊗ In)E1 ∈ RnN , where E1 , [E>1,C , E
>
1,B]> ∈ RnN such

that E1,C , [e>1,1 (t2) , e>1,2 (t2) , ..., e>1,NC(t2) (t2)]> ∈ RnNC(t2) and E1,B ,

[e>1,NC(t2)+1 (t2) , e>1,NC(t2)+2 (t2) , ..., e>1,N (t2)]> = 0nNB(t2) by convention. Substituting H (t2)

and E1 into E>1 (H (t2)⊗ In)E1 yields E>1 (H (t2)⊗ In)E1 = E>1,C (HCC (t2)⊗ In)E1,C .

Let Hsym (t2) , 1
2

(
HCC (t2) +H>CC (t2)

)
and Hskew (t2) , 1

2

(
HCC (t2)−H>CC (t2)

)
,

where Hsym (t2) and Hskew (t2) are symmetric and skew-symmetric matrices, re-

spectively, by construction. Moreover, HCC (t2) = Hsym (t2) + Hskew (t2) . Since

Hskew ⊗ In is a skew-symmetric matrix, E>1,C (Hskew (t2)⊗ In)E1,C = 0 and

E>1,C (HCC (t2)⊗ In)E1,C = E>1,C (Hsym (t2)⊗ In)E1,C . Since HCC (t2) is a diagonally

dominant matrix with positive diagonal entries, the real part of the eigenvalues of

HCC (t2) are non-negative by the Gershgorin Disk Theorem in [53, Theorem 3.9.]. More-

over, since the real part of the eigenvalues of HCC (t2) are non-negative and HCC (t2) is

invertible, the real part of the eigenvalues of HCC (t2) are positive.

We next show that the symmetric component of HCC (t2) is positive definite.

Since HCC (t2) is invertible, for all non-zero w ∈ RNC(t2) HCC (t2)w 6= 0NC(t2) and

H>CC (t2)w 6= 0NC(t2). Moreover, HCC (t2)w + H>CC (t2)w 6= 0NC(t2) since HCC (t2) +

H>CC (t2) 6= 0NC(t2)×NC(t2), i.e., HCC (t2) is not skew-symmetric. It then follows that

Hsym (t2)w = 1
2

(
HCC (t2)w +H>CC (t2)w

)
6= 0NC(t2) for all non-zero w ∈ RNC(t2).

Hence, Hsym (t2) has the trivial null space and 0 fails to be an eigenvalue of Hsym (t2) .

Furthermore, Hsym (t2) is a diagonally dominant matrix by construction with non-negative

eigenvalues by the Gershgorin Disk Theorem. Since Hsym (t2) is a symmetric matrix with

positive real eigenvalues, Hsym (t2) is positive definite.

diagonally dominant. Hence, summing a connected graph Laplacian with the leader
pinning matrix yields an irreducibly diagonally dominant matrix.
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We next show E>1 (H (t)⊗ In)E1 ≥ Λmin ‖E1‖2 for all t ≥ 0, where

Λmin ∈ R>0. By the Rayleigh quotient, it follows that E>1,C (HCC (t2)⊗ In)E1,C ≥

λmin (Hsym (t2)⊗ In)E>1,CE1,C . Since E>1,BE1,B = 0, E>1,C (HCC (t2)⊗ In)E1,C ≥

λmin (Hsym (t2)⊗ In)E
>
1 E1. Since E>1 (H (t2)⊗ In)E1 = E>1,C (HCC (t2)⊗ In)E1,C ,

E>1,C (HCC (t2)⊗ In)E1,C ≥ λmin (Hsym (t2)⊗ In)E
>
1 E1, and E

>
1 E1 = E>1 E1,

E>1 (H (t2)⊗ In)E1 ≥ λmin (Hsym (t2)⊗ In)E>1 E1. Since t2 was arbitrary,

E>1 (H (t)⊗ In)E1 ≥ λmin (Hsym (t)⊗ In) ‖E1‖2 for all t ≥ 0. Let λmin (Hsym) ,

{λmin (Hsym (t)⊗ In) : t ≥ 0} ⊂ (0,∞) . Since λmin (Hsym (t)⊗ In) > 0 for all t ≥ 0

and λmin (Hsym) 6= ∅, λmin (Hsym) is a non-empty set that is bounded below. Hence,

Λmin , inf (λmin (Hsym)) ∈ R>0. �

B.3 Proof of Theorem 3.2

Proof. Let t ≥ t0k ≥ 0. Substituting (3–1) and (3–7) into the time-derivative of (3–3)

yields ė2,0 (t)
a.e.
= −f0 (x0 (t)) − g0 (x0 (t))u0 (t) − d0 (t) . By Assumption 3.3, ‖d0 (t)‖ ≤

d0,max. Recall that ‖x0 (t)‖ ≤ x0,max and ‖u0 (t)‖ ≤ u0,max by Assumption 3.6. Since

‖x0 (t)‖ ≤ x0,max, Assumptions 3.1 and 3.2 imply that ‖f0 (x0 (t))‖ ≤ f0,max for some

f0,max ∈ R>0 and ‖g0 (x0 (t))‖ ≤ g0,max for some g0,max ∈ R>0, respectively. It then

follows that ‖ė2,0 (t)‖ ≤ θ0,max, where θ0,max ≥ f0,max + g0,maxu0,max + d0,max ∈ R>0.

Observe that d
dt
‖e2,0 (t)‖ =

e>2,0(t)ė2,0(t)

‖e2,0(t)‖

a.e.

≤ ‖ė2,0 (t)‖ . Since d
dt
‖e2,0 (t)‖

a.e.

≤ ‖ė2,0 (t)‖

and ‖ė2,0 (t)‖ ≤ θ0,max, it follows that d
dt
‖e2,0 (t)‖

a.e.

≤ θ0,max, whose solution over [t0k,∞)

is ‖e2,0 (t)‖ ≤ θ0,max (t− t0k) since ‖e2,i (t
0
k)‖ = 0. Hence, (3–19) and ‖e2,0 (t)‖ ≤

θ0,max (t− t0k) imply (3–30). �

B.4 Proof of Theorem 3.3

Proof. Let t ≥ tik ≥ 0 and i ∈ V . Substituting (3–1), (3–7), and (3–8) into the time-

derivative of (3–3) yields ė2,i (t)
a.e.
= −fi (xi (t))− k1zi (t)− k2e2,i (t)− di (t) . By Assumption

3.3, ‖di (t)‖ ≤ di,max. Recall that xi (t) ∈ L∞ and zi (t) ∈ L∞ from the proof of Theorem

3.1. Therefore, there exists xi,max ∈ R>0 and zi,max ∈ R>0 such that ‖xi (t)‖ ≤ xi,max

and ‖zi (t)‖ ≤ zi,max, respectively. Since ‖xi (t)‖ ≤ xi,max, Assumption 3.1 implies that

137



‖fi (xi (t))‖ ≤ fi,max for some fi,max ∈ R>0. It then follows that ‖ė2,i (t)‖ ≤ k2 ‖e2,i (t)‖ +

θi,max, where θi,max ≥ fi,max + k1zi,max + di,max ∈ R>0. Let υi : [tik,∞) → R≥0 satisfy

υ̇i (t) = k2υi (t) + θi,max with initial condition υi (tik) = ‖e2,i (t
i
k)‖ . Then, υi (tik) = 0

and υi (t) =
θi,max

k2

(
ek2(t−t

i
k) − 1

)
. Observe that d

dt
‖e2,i (t)‖ =

e>2,i(t)ė2,i(t)

‖e2,i(t)‖

a.e.

≤ ‖ė2,i (t)‖ .

Since d
dt
‖e2,i (t)‖

a.e.

≤ ‖ė2,i (t)‖ and ‖ė2,i (t)‖ ≤ k2 ‖e2,i (t)‖ + θi,max, it follows that

d
dt
‖e2,i (t)‖

a.e.

≤ k2 ‖e2,i (t)‖ + θi,max. Using the solution of d
dt
‖e2,i (t)‖

a.e.

≤ k2 ‖e2,i (t)‖ + θi,max

and υi (t) =
θi,max

k2

(
ek2(t−t

i
k) − 1

)
, we see that ‖e2,i (t)‖ ≤ υi (t) for all t ∈ [tik,∞) . Since

‖e2,i (t)‖ ≤ υi (t) and υi (t) =
θi,max

k2

(
ek2(t−t

i
k) − 1

)
, (3–20) yields (3–31). �
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APPENDIX C
CONTROL ALGORITHM FOR CHAPTER 3

C.1 Algorithm that Summarizes the Control Strategy of Chapter 3: Part I

Algorithm C.1 Control Algorithm for Follower i: Part I
1: Select Λmax > 0 and Λmin > 0 according to Lemmas 1 and 2, respectively.
2: Select x0 (0), xi (0), x̂i (0), and vi for all i ∈ V.
3: Set N = |V|. Select bmax > 0.
4: Select κ, c0, ε, k1,3, k2,1, ρ1, ρ2, δ1, δ2, and k1,2 according to (3-21) and E (0) ∈ SD.
5: Compute k1 = 1

Λmin

(
k1,1 +

ρ21
δ1

)
, k2 = k2,1 +

ρ22
δ2

, and k1,1 = k1,2 + k1,3.
6: Compute φ1 through φ6 according to (3-17).
7: Set τij (0) = 1 and ζij (0) = 1 for all i, j ∈ V.
8: Select s1 > 0, ζmin ∈ [0, 1], treset > 0, ητ > 0, and ηζ ≥ 0.
9: Select ϑ > 0, r ∈ (0, R), and ∆i > 0 for all i ∈ V.

10: Set k (i) = 0 and ti0 = 0 for all i ∈ V ∪ {0}.
11: Set aij (t) = 1 for all j ∈ Ni (0).
12: Set x̂j (t) = xj

(
tjk(j)

)
for all j ∈ Ni (0) ∪ {i}.

13: if 0 ∈ Ni (0) then
14: Set x̂0 (t) = x0

(
t0k(0)

)
. Set bi (t) = bmax.

15: end if
16: while true do
17: Compute ζij (t) according to (3-5) for each j ∈ Ni (t).
18: Compute aij (t) according to (3-6) for each j ∈ Ni (t).
19: Compute zi (t) according to (3-9).
20: Compute e2,i (t) = x̂i (t)− xi (t).
21: Compute ui (t) = g+

i (xi (t)) (k1zi (t) + k2e2,i (t)).
22: if φ4 ‖e2,i (t)‖2 ≥ φ5 ‖zi (t)‖2 + ε

N
then

23: Set k (i) = k (i) + 1. Set tik(i) = t.

24: Set x̂i (t) = xi

(
tik(i)

)
.

25: Broadcast xi
(
tik(i)

)
to all j ∈ Ni (t).

26: Broadcast ζij
(
tik(i)

)
to all j ∈ Ni (t).

27: end if
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C.2 Algorithm that Summarizes the Control Strategy of Chapter 3: Part II

Algorithm C.2 Control Algorithm for Follower i: Part II
28: if agent j ∈ Ni (t) ∪ {0} broadcasts then
29: Set k (j) = k (j) + 1. Set tjk(j) = t.

30: Receive xj,1
(
tjk(j)

)
. Set x̂j (t) = xj,1

(
tjk(j)

)
.

31: Measure xj,2
(
tjk(j)

)
.

32: Receive ζjp
(
tjk(j)

)
for each p ∈ Nj (t).

33: if ωij
(
tjk(j)

)
≤ r and ∆tjk(j) ≤ ∆j then

34: Compute Ψij

(
tjk(j)

)
according to (3-4) for each

35: tjk(j) ∈ Sj.
36: else
37: Set Ψij

(
tjk(j)

)
= ϑ.

38: end if
39: Set Sj =

{
tjk(j) : t− treset ≤ tjk(j) < t

}
.

40: Store
{

Ψij

(
tjk(j)

)
: tjk(j) ∈ Sj

}
.

41: Compute τij (t) = 1
|Sj |

∑
tj
k(j)
∈Sj

e
−s1Ψij

(
tj
k(j)

)
.

42: end if
43: end while
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