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A Switched Systems Approach to Image-Based Localization of
Targets That Temporarily Leave the Camera Field of View

Anup Parikh, Teng-Hu Cheng, Ryan Licitra, and Warren E. Dixon

Abstract— Image sensors have widespread use in many robotics
applications and, in particular, in target tracking. While existing
methods assume continuous image feedback, the novelty of this
brief stems from the development of dwell time conditions to
guarantee convergence of state estimates to an ultimate bound for
a class of image-based observers in the presence of intermittent
measurements. A Lyapunov analysis for the switched system
is performed to develop convergence conditions based on the
minimum amount of time the object must be visible and on
the maximum amount of time the object may remain outside
the camera view. Experimental results are included to verify the
theoretical results and elucidate real-world performance.

Index Terms— Computer vision, estimation, range sensing,
switched systems, visual tracking.

I. INTRODUCTION

CAMERAS have widespread use in many robotics appli-
cations. However, since the imaging process involves a

projection of the 3-D scene onto a 2-D imaging plane, resulting
in the loss of depth measurements, additional information
and processing is required to recover the 3-D coordinates
of a target. The depth information can be recovered from
multiple views of the target. A typical approach is stereoscopy;
however, since all applications exploiting multiple views to
recover depth rely on parallax, the operating range for accurate
depth recovery from a stereo vision system is limited by the
baseline separation between the cameras. In many applica-
tions, geometric constraints limit the baseline (e.g., mounting
a stereo system on a vehicle), and hence the operating range.
Sufficient parallax can be generated by moving a single camera
over large distances. This approach is known as structure from
motion (SfM) [1].

Online or causal methods typically develop a dynamical
system based on the kinematics of the relative position vector
between the camera and the target and use dynamical system
analysis techniques (e.g., Lyapunov methods) to analyze the
evolution of an estimation error signal. In [2]–[8], observers
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are developed to solve the SfM problem for a stationary
target viewed by a moving camera. Similar results have been
developed for the reverse case where the camera is stationary
while the target is moving, but with known motion [9]–[14].
The results in [15] and [16] are developed for situations where
both the target and camera are moving, though with constraints
on the unknown target motion relative to the camera.

An underlying assumption in all the aforementioned causal
methods is that measurements are continuously available,
whereas the development in this brief focuses on causal image-
based estimation methods in the presence of intermittent sens-
ing. The estimation error convergence conditions presented in
this brief make no assumption on the object motion except
that the linear and angular velocities of the target and camera
are bounded and, therefore, are applicable to any exponential
online method.

In many realistic scenarios, measurements may not be
continuously available due to failures in feature tracking due
to feature occlusions or features leaving the camera field of
view (FOV). In a typical scenario, the estimator is reinitialized
with the previous state estimate when the feature is reacquired;
however, as shown in [17], switching into a stable system
is not sufficient to ensure overall stability of the system,
i.e., the estimates may not converge. Moreover, the estimation
error dynamics do not converge when the measurements are
not available and in fact grow with a bound based on the
tangent function as shown in the stability analysis of this
brief, and therefore results such as [18] and [19] cannot be
used to show overall stability. A contribution of this brief
is in the development of the dwell time and reverse dwell
time (i.e., minimum and maximum time before switching)
requirements for estimator error convergence for uncertain
nonlinear dynamics, which exhibit finite escape instabilities.

Robust feature tracking methods have been developed to
compensate for scenarios with temporary occlusions. For
example, a technique for learning a model of feature motion
and using the model to predict feature motion when the
object is not visible is developed in [20] and [21]. Similar
approaches are developed in [22], where autoregressive mod-
els are used for the feature motion and in [23] and [24],
where Kalman or particle filters are used for feature motion
prediction. In [25]–[27], visual context (i.e., other features
around the feature of interest) is used for feature prediction
and reacquisition. All of these methods focus on tracking
features on the image plane, and must be used with an SfM
technique to continuously estimate the 3-D target Euclidean
coordinates in the presence of intermittent measurements,
but there is no guarantee that the combination will produce
a convergent estimate. In contrast, the 3-D coordinates are
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estimated in this result, and stability conditions are provided
to ensure estimator convergence.

A number of filters have been developed for control
and fault detections that are robust to intermittent measure-
ments [28]–[37]. In many of these results [29], [32]–[36],
[38]–[43], the measurement loss is modeled with a random
variable with a known probability distribution, and only the
expected value of the estimation error can be shown to
converge. In some results [29], [33], [35], [38], [39], faulty
measurements are incorporated in the state estimates, since the
measurement loss is assumed to be imperceptible. The results
in this brief do not assume the knowledge of the probability
distribution used to generate the switching signal, or that such
a probability distribution even exists, and faulty measurements
are not incorporated into the estimate, since the loss of
feature tracking can typically be detected in machine vision
applications.

The developments in this brief are made without regard
to the cause of measurement unavailability so as to preserve
generality. In some cases, measurement unavailability may be
arbitrary. In these cases, the stability conditions and perfor-
mance metrics developed in this brief are useful in determining
if enough measurements have been acquired to achieve a
desired ultimate bound.

For vehicular systems with motion constraints, guidance and
control objectives may be severely restricted if the agent has to
move so that the target remains in the FOV [44]–[48]. In such
scenarios, the availability of measurements can be controlled.
The sufficient dwell time conditions developed in this brief aid
in determining when the sensor can be positioned to break the
line-of-sight and the maximum time before the target needs to
be reacquired.

This brief contrasts with our previous results in [49]. In [49],
a predictor is used to continuously estimate the states when
the target is not visible; however, this requires knowledge of
the target velocities or at least a motion model of the target.
In this brief, target velocity information is not required to be
known when image measurements are unavailable, leading to
different dwell time conditions. This brief also adds value over
our preliminary developments in [50]. Compared with [50],
the performance of the developed method is examined through
experimental results. Moreover, this brief illustrates how a
common observer design that only estimates partial states can
be extended to full state estimation and therefore can be used
while the target is in view.

II. KINEMATIC MOTION MODEL

The perspective state dynamics ẋ = g(t, x), where g(t, x) :
[0,∞) × R

3 → R
3 is a nonlinear function that nonlinearly

depends on the partially measurable states can be expressed as

ẋ = L + Mx + x NT x (1)

where L, N ∈ R
3, M ∈ R

3×3 are defined as L(t) �
[−ω2(t), ω1(t), 0]T , N(t) � [−ω2(t), ω1(t), vc3(t) −
vq3(t)]T

M(t) �

⎡
⎣

0 ω3(t) (vq1(t) − vc1(t))
−ω3(t) 0 (vq2(t) − vc2(t))

0 0 0

⎤
⎦

vq(t) � [vq1(t) vq2(t) vq3(t)]T ∈ R
3 denotes the linear

velocities of the target, vc(t) � [vc1(t) vc2(t) vc3(t)]T ∈ R
3

denotes the linear velocities of the camera, and ω(t) �
[ω1(t) ω2(t) ω3(t)]T ∈ R

3 denotes the angular velocity of the
camera. As is common in the structure estimation literature,
the states of the system are defined as x = [x1, x2, x3]T =
[(X/Z), (Y/Z), (1/Z)]T ∈ R

3, where X , Y , and Z ∈ R

denote the Euclidean coordinates of the target position relative
to the camera position, to facilitate the analysis [8]–[10], [13],
[51]–[53]. See [54] for the explicit development of (1).

Assumption 1: The state x is bounded, i.e., x ∈ X , where
X ⊂ R

3 is a compact set.
Remark 1: Assumptions on state boundedness are required

to ensure that the state estimates remain bounded when they
converge. This is analogous to assuming boundedness of
desired trajectories in tracking control problems. Bounds on
the states can be ensured based on the physical constraints on
the imaging system during the periods in which the target
is in view of the camera. For image formation, the target
must remain in front of the camera principle point by at
least an arbitrarily small distance, ε ∈ R. This provides an
arbitrarily small lower bound on Z and therefore an arbitrarily
large upper bound on x3. Similarly, a target at an infinite
distance (Z = ∞) provides a natural lower bound of zero
on x3. Also, the bound on the camera FOV and the bound
on Z provide an effective bound on X and Y , therefore
bounding x1 and x2. During the periods in which the target
is not in view, these physical constraints no longer apply.
However, Assumption 1 implies that the target does not exhibit
finite escape during the unobservable periods. This restricts
the relative motion of the target with respect to the camera,
i.e., the target cannot move behind the camera, even during the
unobservable periods, else the state x3 will pass through ∞.

Assumption 2: Bounds for the camera and target velocities
exist and are known, i.e., supt |υqi (t)| ≤ ῡqi , supt |υci (t)| ≤
ῡci , and supt |ωi (t)| ≤ ω̄i∀i ∈ {1, 2, 3}, where v̄qi , v̄ci , ω̄i ∈ R

are known nonnegative constants.
Remark 2: Conservative bounds on the target velocities can

easily be established. For example, the velocities of observed
vehicular systems can readily be upper bounded with some
domain knowledge.

To facilitate the subsequent stability analysis, the nonlinear
function in (1) can be bounded as

‖ẋ‖ ≤ ‖L‖ + ‖M‖‖x‖2 + ‖N‖‖x‖2
2 (2)

where ‖ · ‖ � supt‖ · ‖2, and ‖ · ‖2 refers to the (induced)
Euclidean norm of the vector (matrix) (·). From Assumption 2,
‖L‖, ‖M‖, and ‖N‖ are known constants.

Using projective geometry, the image coordinates of the
feature point, p = [u v 1]T ∈ R

3, where u, v ∈ R,
are related to the normalized Euclidean coordinates, m �
[(X/Z) (Y/Z) 1]T ∈ R

3, by p = Am, where A∈ R
3×3 is

the known, invertible camera intrinsic parameter matrix [55].
Since A is invertible, the states x1 and x2 are measurable.

III. STRUCTURE ESTIMATION OBJECTIVE

The objective in this brief is to estimate the relative
coordinates of the target with respect to the camera despite
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intermittent measurements. This objective can be accom-
plished by estimating the state x and then using [X Y Z ]T =
[(x1/x3) (x2/x3) (1/x3)] to recover the relative Euclidean
coordinates. To quantify this structure estimation objective, let
the state estimate error, e ∈ R

3, be defined as

e = x − x̂ (3)

where x̂ ∈ R
3 denotes the state estimate provided by an

observer. The evolution of e is defined by the family of systems

ė = f p(t, x, x̂) (4)

where f p : [0,∞) × R
3 × R

3 → R
3, p ∈ {s, u}, s

is an index referring to the system in which the target is
observable and u is an index referring to the system in which
the target is unobservable. When the target is in view, the
states x1 and x2 are measurable, and the closed-loop error
dynamics are given by fs = g(t, x) − ˙̂x , where ˙̂x is defined
by an observer. However, when the target is out of the camera
FOV, the state estimates cannot be updated (i.e., ˙̂x = 0), and
the error dynamics are given by

fu = g(t, x). (5)

Assumption 3: An observer for the state x has been devel-
oped such that, when the states x1 and x2 are measur-
able, the state estimation error is exponentially convergent,
i.e., ‖e(t)‖ ≤ k‖e(t0)‖ exp[−λon(t − t0)] for some positive
constants λon, k ∈ R.

Remark 3: Exponentially convergent observers for the
image-based structure estimation are available from results
such as [8], [10], [11], [16], [56], and [57]. Any condi-
tions required for implementation and to ensure convergence,
e.g., gain conditions, measurement availability assumptions,
camera motion requirements, and so on, are also inherited
within our approach.

IV. STABILITY ANALYSIS

In the following development, the switching signal σ :
[0,∞) → {s, u} indicates the active subsystem. Also, let
t ON
n ∈ R denote the time of the nth instance at which the

target enters the camera FOV and t OFF
n ∈ R denote the

time of the nth instance at which the target exits the camera
FOV, where n ∈ N. The dwell time in the nth activation of
subsystems s and u is denoted by �t ON

n � t OFF
n − t ON

n ∈ R

and �t OFF
n � t ON

n+1 − t OFF
n ∈ R, respectively. Finally, �t ON

min �
infn∈N{�t ON

n } ∈ R and �t OFF
max � supn∈N{�t OFF

n } ∈ R denote
the minimum dwell time in subsystem s and maximum dwell
time in subsystem u, respectively, for all n.

Theorem 1: The switched system generated by (4) and
switching signal σ is asymptotically regulated to an invariant
set, provided that the switching signal and the initial condition
satisfy the following sufficient dwell time conditions:

�t OFF
max <

π

2β
(6)

�t ON
min ≥ − 1

λs
ln

1

μ2 (7)

1 − μ2 exp
( − λs�t ON

min

)

2μ exp
(
−λs

2 �t ON
min

) > tan
(
β�t OFF

max

)
(8)

c2‖e(0)‖2 < d̄ (9)

where β, λs , μ, d̄ , c2 ∈ R are known positive bounding
constants.

Proof: The existence of an exponentially tracking state
observer implies the existence of a Lyapunov function
Vs : [0,∞) × R

3 → R that satisfies

c1‖e‖2 ≤ Vs(t, e) ≤ c2‖e‖2 (10)
∂Vs

∂ t
+ ∂Vs

∂e
(ė) ≤ −c3‖e‖2 (11)

for some positive scalar constants c1, c2, c3∈ R, during
the periods in which the target is observable [58, Th. 4.14].
From (10) and (11), it is clear that

V̇s ≤ −λs Vs (12)

when the target is in view, where λs = (c3/c2).
Consider a Lyapunov-like function Vu : [0,∞) × R

3 → R

defined as

Vu � c5eT e (13)

where c5 ∈ R is selected so that c1 ≤ c5 ≤ c2. From (10)
and (13), it is clear that

Vp ≤ c2

c1
Vq , ∀p, q ∈ {s, u}, : p 
= q (14)

that is for any value of e, the maps Vs and Vu are within
a factor μ � (c2/c1) ∈ R of each other. Taking the time
derivative of Vu and substituting (2), (4), and (5) yields

V̇u ≤ 2c5(c6‖e‖ + c7‖e‖2 + c8‖e‖3) (15)

where c6, c7, c8 ∈ R denote known positive constants based
on the upper bounds on the camera and target velocities
and an upper bound on ‖x̂‖ from Assumption 1. From (13),
‖e‖ can be upper bounded by (Vu/c5)

1/2, resulting in

V̇u ≤ β
(
V 2

u + 1
)

(16)

where β is a known, bounded, positive constant.
Let the function W : [0,∞) → R be defined so that W (t) �

Vσ(t)(t, e(t)). From (12) and (16)

Ẇ (t) ≤
{

−λs W (t) t ∈ [
t ON
n , t OFF

n

)
β(W 2(t) + 1) t ∈ [

t OFF
n , t ON

n+1

) , ∀n. (17)

The second inequality in (17) indicates that W can grow
unbounded in finite time when the target is unobservable.
However, from the first inequality, W is regulated to zero
when the target is observable. This suggests that if the target
is observed for a long enough duration and the target is out
of the FOV for a short enough duration, the net change in W
will be negative over a cycle where observability is lost and
regained, and consequently the estimation error will decrease.

Utilizing the Comparison Lemma in [58, Lemma 3.4], (17)
can be integrated, yielding

W (t) ≤
{

W s
n (t) t ∈ [

t ON
n , t OFF

n

)
W u

n (t) t ∈ [
t OFF
n , t ON

n+1

) , ∀n (18)
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where the functions W s
n : [t ON

n , t OFF
n ) → R and W u

n :
[t OFF

n , t ON
n+1) → R are defined as W s

n (t) � W ON
n exp(−λs

(t − t ON
n )) and W u

n (t) � tan(β(t − t OFF
n ) + arctan(W OFF

n )),
respectively, W ON

n denotes W (t ON
n ), and W OFF

n denotes
W (t OFF

n ). From (14), the discontinuities in W are related
by W (t OFF

n ) ≤ μW (t OFF−
n ) and W (t ON

n+1) ≤ μW (t ON−
n+1 ),

where1 W (t OFF−
n ) � limt↗t OFF

n
W (t) and W (t ON−

n+1 ) �
limt↗t ON

n+1
W (t). Therefore, the change in W over a cycle

of losing and regaining observability is W ON
n+1 ≤ μ tan

(β�t OFF
n + arctan(μW ON

n e−λs�t ON
n )),∀n. Considering the

worst case scenario of minimum time of observability and
maximum unobservability W ON

n+1 ≤ μ tan(β�t OFF
max + arctan

(μW ON
n e−λs�t ON

min)),∀n, which can be rewritten using a trigono-
metric identity as W ON

n+1 ≤ μ(A + BW ON
n )/(1 − ABW ON

n ),
where A = tan(β�t OFF

max) and B = μ exp(−λs�t ON
min).

The elements of the sequence {W ON
n } are upper bounded as

W ON
n ≤ zn,∀n, where the sequence {zn} is defined as

zn+1 = μ
A + Bzn

1 − ABzn
(19)

with z0 = W ON
0 . Since the elements of the sequence {W ON

n } are
lower bounded by zero due to the definition of W , the squeeze
theorem [59, Th. 3.19] can be used to show that {W ON

n }
converges to a set upper bounded by limn→∞zn . The sequence
{zn} will converge if it is lower bounded and monotonically
decreases. The condition in (6) and the following condition
arise from the requirement that zn remain upper bounded over
every iteration from n to n + 1:

ABzn < 1. (20)

For decaying convergence, the sequence is monotonically
decreasing for all n if zn+1 ≤ zn , resulting in the condition

ABz2
n − (1 − μB)zn + μA ≤ 0. (21)

Since A and B are positive for all positive values of �t ON
min and

�t OFF
max, the inequality in (21) can only be satisfied for various

values of zn if 1 − μB ≥ 0, resulting in (7). Note that since
μ ≥ 1, the left-hand side of (7) is always greater than or equal
to zero.

Since the left-hand side of (21) is a convex parabola,
the condition d ≤ zn < d̄ must also be satisfied in addition
to the condition in (7), to satisfy the inequality in (21), where
d and d̄ are solutions to the quadratic equation

ABz2
n − (1 − μB)zn + μA = 0 (22)

and are given by

d � 1 − μB − √
(1 − μB)2 − 4μA2 B

2AB
, (23)

d̄ � 1 − μB + √
(1 − μB)2 − 4μA2 B

2AB
. (24)

The roots, d and d̄ , are real and distinct if (1 − μB)2 −
4μA2 B > 0, which implies (8). If the conditions in (6)–(8) are

1The notation limt↗t∗W (t) refers to the one-sided limit of W (t)
as t approaches t∗ from below (i.e., the left-handed limit given
in [59, Definition 4.25]).

satisfied and if the initial conditions satisfy (20), the sequence
is monotonically decreasing. Since the function φ : R → R,
φ(z) � μ(A + Bz)/(1 − ABz), where z is a dummy vari-
able representing the argument of φ, is an increasing func-
tion on the interval (−∞, (1/AB)], and d and d̄ are both
upper bounded by (1/AB), zn ∈ [d, d̄] ⇒ φ(d) ≤
φ(zn) ⇒ d ≤ zn+1. Consequently, if the initial condition
z0 is in the interval [d, d̄), the sequence is lower bounded
and monotonically decreasing and therefore converges. The
limit of the sequence is given by L � limn→∞zn . Using
the definition of the sequence in (19), limn→∞zn+1 =
μ(A + Blimn→∞zn)/(1 − ABlimn→∞zn) ⇒ L = μ(A +
B L)/(1 − AB L), which results in an equation similar to (22)
with solutions L = d and L = d̄ . However, since zn

monotonically decreases in the interval [d, d̄), if z0 ∈ [d, d̄),
the sequence {zn} converges to the lesser solution, i.e., d and
not d̄ .

A similar procedure can be used to show that zn monoton-
ically increases outside the interval [d, d̄]. Again, since φ
is an increasing function, zn ∈ [0, d] ⇒ φ(zn) ≤
φ(d) ⇒ zn+1 ≤ d . Therefore, if z0 ∈ [0, d], {zn}
monotonically increases and is bounded by d . Applying the
limit as above, it can be shown that {zn} then converges to d .
Thus, if z0 ∈ [0, d̄) [and therefore automatically satisfies (20)],
the elements of the sequence {zn} continue to satisfy (20)
and the sequence converges to d . Consequently, the sequence
{W ON

n } converges via the squeeze theorem [59, Th. 3.19] to
the interval 0 ≤ limn→∞W ON

n ≤ d. From (18) and the
definitions of W s

n and W u
n , it is clear that W (t) ≤ W ON

n ,∀t ∈
[t ON

n , t ON
n+1),∀n if conditions (6)–(8) are satisfied. Therefore,

lim supt→∞ W (t) ≤ d . Using (10), (13), and the definition
of W , the estimation error converges to the ultimate bound
lim supt→∞‖e(t)‖2 ≤ (d/c1).

Remark 4: The observer initial condition, x̂(0), and the
state bounds from Assumption 1 can be used to bound the
initial error to check the condition in (9) without any addi-
tional information. However, satisfying this condition using
this initial error bound may require an overly large d̄ and
therefore overly conservative forward and reverse dwell times
(i.e., �t ON

min and �t OFF
max). Any additional domain knowledge that

can be used to restrict ‖e(0)‖ is helpful in allowing a larger
set of dwell times.

Remark 5: The stability conditions in (7) and (8) are func-
tions of the error decay rate, λs . The implication of increasing
the decay rate of the Lyapunov-like function, i.e., increasing
the observer gains, is that the target does not have to remain
in the FOV for as long to reach the same ultimate bound.
The size of the ultimate bound can also be decreased, either
by increasing the dwell time in the observable region or
increasing λs . However, this is only effective up to a limit.
Reexamining (23) and using L’Hôpital’s rule, in the limit
as B → 0 (i.e., λs → ∞ or �t ON

min → ∞), d → μA,
which is equivalent to the growth in W during the period
in which the target is out of the camera FOV in the case
when the estimation error is initially zero. Similarly, from (24),
d̄ → ∞ as B → 0, allowing an arbitrarily large initial
error.
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V. EXPERIMENTS

Experiments were performed to verify the theoretical
results. The overall goal of the experiment was to simulate the
scenario of tracking the Euclidean position of a cooperative
mobile vehicle in a GPS-denied environment via a camera.
For example, a common scenario in GPS-denied environments
could be one where the object of interest is a cooperative
ground vehicle, which is being observed by a high-altitude
aerial vehicle with an active GPS signal [60], [61], or when
multiple cooperative agents are each observing each other to
reduce the overall position uncertainty growth rate [62]–[65].
Specifically, the objective was to demonstrate convergence to
an ultimate bound of the relative position estimation errors
despite intermittent measurements if a class of image-based
observers is used when the mobile vehicle is visible, and
a zero-order hold of the position estimate is used when the
mobile vehicle is not visible. An IDS UI-1580SE camera with
2-pixel binning enabled and a lens with a 90° FOV was used
to capture 1280 × 960 pixel resolution images at a rate of
approximately 15 frames/s. A Clearpath Robotics TurtleBot 2
with a Kobuki base was utilized as a GPS-denied mobile
vehicle simulant. An augmented version of the observer in [8]
provided range estimates while the mobile robot was visi-
ble (details are given in the Appendix). A fiducial marker
with a corresponding tracking software library (see [66]) was
used to repeatably track the image feature pixel coordinates
and the 3-D orientation of the mobile robot while it was in
view. Although the library is capable of utilizing marker scale
information to reconstruct the fully scaled relative Euclidean
position between the camera and the marker, the scale infor-
mation was not necessary for implementation, and was not
used in the experiment. The optic flow signals (i.e., derivatives
of the measurable states) required for the observer were
approximated via finite difference.

A NaturalPoint, Inc. OptiTrack motion capture system was
used to record the ground truth pose of the camera and
target at a rate of 360 Hz. The pose provided by the motion
capture system was also used to estimate the linear and angular
velocities of the camera necessary for the range observer,
where the current camera velocity estimates were taken to
be the slope of the linear regression of the 20 most recent
pose data points. The wheel encoders and rate gyroscope
onboard the mobile robot provided estimates of the linear
and angular velocity of the robot, expressed in the robot body
coordinate system, for input into the range observer. Velocities
of both the camera and target are necessary to resolve the
well known speed-depth scale ambiguity in vision systems
[55, Ch. 5.4.4], and these quantities would be available in
a real-world implementation of the scenario considered in
this experiment. When the robot was in the camera FOV,
the fiducial marker tracking algorithm orientation estimate
was used to rotate the linear and angular velocities of the
robot into the camera frame, FC . When the robot was outside
the camera FOV, the relative orientation between the camera
and robot was estimated via dead-reckoning with the onboard
rate gyroscope. For simplicity, the camera was mounted on a
stationary tripod, while the TurtleBot was driven via remote

Fig. 1. Evolution of the state estimates during the experiment. Vertical black
lines denote switching times. The first vertical line represents the time when
the robot is no longer visible, and a zero-order hold is initiated with the last
state estimate from the estimator. The second vertical line represents the time
when the robot is in view again and the estimator is restarted with the previous
state estimate.

Fig. 2. Evolution of the estimation error. Vertical black lines denote switching
times. Note the logarithmic scale.

control in an unstructured path. The view from the camera can
be seen at https://youtu.be/av4OdjOQ4uU.

The results of the experiment are shown in Figs. 1 and 2.
From the results, it is clear that the estimation errors remain
bounded, as expected based on the analysis in Section IV.

For this experiment, the minimum time the target was in the
FOV and the maximum time the target was outside the FOV
was �t ON

min = 0.95 s and �t OFF
max = 8.7 s, respectively. The target

and camera velocities resulted in a bounding constant β = 4.2.
Based on the minimum dwell time and bounding constants,
conditions (6) and (8) dictate that ultimate boundedness of
the estimation error is only ensured if �t OFF

max < 0.11s, which
would result in an ultimate error of 3.2 m−1 rather than
approximately 1.0 m−1 observed in Fig. 2.

The conservative nature of the Lyapunov analysis was
further exemplified by a second set of experiments, performed
to examine how the duration of time that measurements are
unavailable (i.e., �t OFF

n ) affects the ultimate estimation error.
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Fig. 3. Evolution of the estimation error for measurement unavailability
dwell times of 0.5–2.5 s. Each plot shows three experiments for the listed
dwell time.

A number of experiments were performed with �t OFF
n rang-

ing from 0.5 to 2.5 s, in increments of 0.5 s. During
these experiments, �t ON

n was held constant at 4 s, and the
Turtlebot was sent constant forward and angular velocity
commands of 0.4 m/s and 0.7 rad/s, respectively, resulting
in an approximately circular path. For these target velocities,
conditions (6) and (8) dictate that �t OFF

max < 1.59 s. The
experiment was performed three times for each set of dwell
times. The evolution of the norm of the estimation error for
all three runs and across all dwell times is shown in Fig. 3,
with the growth of the estimation norm after each period of
measurement unavailability shown in Fig. 4 against �t OFF

n .
Compared to the bound based on the trigonometric tangent
function that was used in the stability analysis, the estimation
error in the experiments does not seem to grow unbounded for
finite dwell times.

The conservative convergence conditions and ultimate
bounds stem from the trigonometric tangent bound of the error
growth when the target is not in view. The tangent function
exhibits finite escape (i.e., the function approaches infinity
for finite inputs), hence additional restrictions are required on
�t OFF

max, and �t ON
min must be comparatively much larger since

the estimation error only decays at an exponential rate when
the target is in view. The tangent bound itself is a result of the
nonlinearities in the system. The bound on the target position

Fig. 4. Growth in the estimation error during each period of measurement
unavailability.

is based on a worst case scenario, which can be represented as
a sphere that grows with time based on the maximum target
velocity bound. When that sphere intersect the imaging plane,
the target Z coordinate reaches zero, and therefore the states
approach infinity.

The convergence conditions may be slightly relaxed by
modifying the stability analysis to consider k cycles of the
target entering and leaving view, and requiring that a sequence
of W at every kth cycle monotonically decrease. However, this
approach would have very limited utility as the condition (6)
would still be required due to the finite escape behavior.

VI. CONCLUSION

This brief focuses on analyzing the stability of a class
of image-based range observers in the presence of intermit-
tent measurements. It is shown that in the simple case of
implementing a ZOH when measurements are not available,
the overall estimation error converges to an ultimate bound,
provided a set of dwell time conditions are satisfied. The dwell
time conditions were developed by bounding the growth of a
Lyapunov-like function during periods in which measurements
are not available with the trigonometric tangent function, and
analyzing a bounding sequence of the Lyapunov-like functions
at the switching instances. Although simplistic, a ZOH is use-
ful in cases where limited target information is available (only
bounds on the target velocity is needed, rather than real time
measurements of the target velocities, or a motion model of
the target). This approach also more accurately reflects the
estimator signal when implementing any exponential image-
based observers with image measurements at a finite frame
rate. Future work will investigate adaptive methods to learn a
model of the target motion online, which can be used in con-
junction with a predictor to improve estimation performance
when the target is not in view, and relax dwell time conditions.

APPENDIX

In [8], an observer is designed for the unmeasurable
state, x3, whereas it is assumed the estimates for the first
two states, x1 and x2, are directly measurable. If this design
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were directly implemented, the state estimates may discontin-
uously jump whenever the target comes into view, violating
the continuity assumption of Theorem 1. By using filtered
measurements for the complete state estimate, the continuity
assumption can be satisfied. The observer used in the exper-
iments described in Section V is a modified version of the
observer in [8] and is defined by the update laws

˙̂x1 = h1 x̂3 + p1 + k1e1
˙̂x2 = h2 x̂3 + p2 + k2e2

˙̂x3 = −b3x̂2
3 + (x1ω2 − x2ω1)x̂3 − k3

(
h2

1 + h2
2

)
x̂3

+ k3h1(ẋ1 − p1) + k3h2(ẋ2 − p2) + h1e1 + h2e2

where the error signals, e � [e1 e2 e3]T ∈ R
3, are defined as

e � x − x̂ , the velocity signal is defined as b � vq − vc ∈ R
3,

k1, k2, k3 ∈ R are positive constants, and the auxiliary signals
h1, h2, p1, p2 ∈ R are defined as in [8]. Using the Lyapunov
function candidate V = (1/2)e2

1 + (1/2)e2
2 + (1/2)e2

3 it can
be shown that V̇ ≤ −k1e2

1 − k2e2
2 − k4e2

3 for some positive
constant k4 ∈ R, using the same bounding arguments and
gain conditions as in [8]. Thus, the augmented observer is
exponentially convergent.
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