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Event-Triggered Control of Multiagent Systems for Fixed and
Time-Varying Network Topologies

Teng-Hu Cheng, Zhen Kan, Justin R. Klotz, John M. Shea, and Warren E. Dixon

Abstract—A decentralized controller that uses event-triggered
communication scheduling is developed for the leader-follower
consensus problem under fixed and switching communication
topologies. To eliminate continuous interagent communication,
state estimates of neighboring agents are designed for control feed-
back and are updated via communication to reset growing estimate
errors. The communication times are based on an event-triggered
approach and are adapted based on the trade-off between the con-
trol system performance and the desire to minimize the amount
of communication. An important aspect of the developed event
trigger strategy is that communication is not required to determine
when a state update is needed. Since the control strategy produces
switched dynamics, analysis is provided to show that Zeno behav-
ior is avoided by developing a positive constant lower bound on
the minimum inter-event interval. A Lyapunov-based convergence
analysis is also provided to indicate bounded convergence of the
developed control methodology.

Index Terms—Event-triggered control, limited communica-
tion, multi-agent systems, networked control, systems switching
topologies.

|. INTRODUCTION

Networks of autonomous agents are often tasked with collaborative
objectives. To achieve such collaborative goals, each agent typically
requires knowledge of the dynamics of neighboring agents, where the
states of network neighbors are assumed to be continuously available
(cf., [1]-[4]). Continuous communication of state information facil-
itates the ability to configure the network topology; however, such
feedback has an associated cost (e.g., bandwidth consumption, trans-
mit power, large signature that can be detected/monitored).
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Intermittent feedback strategies have been investigated to relax the
requirements of continuous state feedback from the network. For in-
stance, event-triggered feedback strategies are developed in [S]-[17],
in which control inputs are updated via communication from neigh-
bors only when a triggering condition is met. Typically, the triggering
condition is met when the ratio of the norm of some error exceeds
a predefined threshold. A dynamic event-trigger mechanism was re-
cently developed in [18] to enhance system stability by introducing an
internal dynamic variable; however, verifying the triggering condition
requires continuous communication. But the approach is not designed
for network systems, and verifying the triggering condition also re-
quires continuous communication. Variable communication delay was
considered in [19] using an event-based control strategy for networked
embedded systems, but whether and how this can be extended to mul-
tiagent network systems is unclear.

Some earlier results that apply event-triggered strategies to multi-
agent systems include [7] and [8]. However, the potential bandwidth
minimizing advantages are compromised because verifying the event
triggering condition requires constant communication. These results
were later extended to directed and undirected graphs in [9] and [10],
but in these works the triggering condition requires a priori knowledge
of the Fiedler value and the final consensus value. These requirements
were relaxed in [11] and [12] by designing a new trigger function us-
ing the sum of relative states from neighbors. In [13], a time-based
triggering function (i.e., a time-dependent threshold) is introduced,
and a similar time-varying threshold is applied in [14] for a directed
time-varying communication topology. Advanced event-triggered ap-
proaches for fixed network topologies were designed in [20], [21], and
[21] to eliminate the need for continuous communication for verifying
triggering events, and the state disagreement was proven to be bounded
with guaranteed interevent times. The consensus problem with com-
munication delay was also considered, and solutions were developed
in [22]. However, the strategies in [7]-[14], [20]-[22] solve the leader-
less average consensus problem. The more challenging leader-follower
consensus control problem is investigated in [23], but the leader state is
assumed to be stationary, which limits applicability; additionally, con-
stant neighbor communication is used to detect the trigger condition,
which mitigates the benefits of the event-triggered control strategy. An
event-triggered control method was developed in [24] for a network of
nonlinear dynamical systems, where the considered network is switch-
ing and the edge weights are time-varying. However, computing the
event at which the controller is updated requires continuous communi-
cation, which may limit its applicability in networks with intermittent
communication.

In practice, unpredictable physical constraints (e.g., random
sensor/device failure, obstacles/interference in a complex environment)
can cause intermittent communication[16], [25]-[27]. When interagent
communication is absent, the unavailability of the recent states from
neighboring agents can impose significant control design challenges
for network systems with collaborative objectives, since most control
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strategies assume constant information exchange between agents. Ad-
ditionally, since intermittent communication can result in switching net-
work topologies, designing trigger functions with respect to switching
network topologies can be challenging. Motivated to design a uniform
trigger condition for agents under arbitrarily switching topologies, a
uniform control matrix is developed in [28] by jointly using Riccati in-
equalities associated with dynamics of the follower agents and network
topologies, which facilitates the design of a uniform trigger condition
for the agents and ensures a uniform convergence rate of the track-
ing error under arbitrarily switching graphs. Riccati inequalities were
also used to facilitate the convergence analysis in [29], although not
for developing an event-triggered controller to reduce interagent com-
munication. An event-triggered control approach considering limited
communication for leader—follower consensus with fixed and switch-
ing topologies was developed in [30]; however, the trigger function
requires neighboring information via continuous communication.

The methods developed in this paper eliminate the need for contin-
uous communication, and thereby reduce the required communication
bandwidth by using an open-loop estimate of the neighbor’s state.
An advantage of the open-loop estimate is that no interagent commu-
nication is required between triggering events. The challenge is that
open-loop state estimation can be unstable, resulting in a failure to
achieve the cooperative network objective. To overcome such chal-
lenges, an event triggering strategy that provides sufficient intermittent
feedback is developed to ensure leader—follower consensus. Specifi-
cally, the estimates of the neighbors’ states are used as a substitute for
the neighbor’s true states, resulting in less interagent communication.
We analyze the interplay between the control gains and the dynam-
ics of the estimate error to obtain a trigger function that determines
the next required estimate update without using inter-agent communi-
cation. A Lyapunov-based analysis is provided that ensures bounded
leader—follower consensus.

Il. PRELIMINARIES AND PROBLEM STATEMENT
A. Algebraic Graph Theory Preliminaries

A directed graph G consists of a finite node set V and an edge
set £, where £ C (V x V). An edge, denoted as (7, i), implies that
node ¢ can obtain information from node j, but not vice versa. On the
contrary, the graph G is undirected if (i, j) € £ implies (7, i) € &,
and vice versa. The neighbor set of agent i is defined as N £
(JeVI(. )& j#i}.

A directed path is a sequence of edges that connect consecutive
vertices in a directed graph. An undirected path of the undirected graph
is defined analogously. An undirected graph is connected if there exists
an undirected path between any two distinct nodes in the graph. An
adjacency matrix A = [a;;] € RY*V of the directed graph is given by
a;; > 0if (4, 7) € £, and a;; = 0 otherwise. For the undirected graph,
a;; = aj;. For both the directed and undirected graph, a;; = 0 and
a;; = 1if (j, i) € £. The Laplacian matrix of the graph G is defined
as L= [l;;] € RN*N where l;; = 33, a;; and l;; = —a,;, where

i # j.

B. Agent Dynamics

Consider N follower agents, defined as V 2 {1, 2,..., N}, witha
network topology modeled by an undirected graph G = (V, £). Let G
denote a directed graph with the node set VV U {0} and the edge set that
contains all edges in £ and the edges connecting leader agent 0 and
follower agent j € V. The dynamics of the followers and the leader are

described by
i‘i = Al',,' -+ Bui (1)
i‘o = AJI[) (2)

where z; € R” and u; € R™ denote the state and control input of
follower agent ¢ € V, respectively, x, € R™ denotes the leader’s state,
A € R" ™ is a state matrix, and B € R™*™ is a full column rank
matrix.

Remark 1: A disturbance £ € R" can also be added to the leader’s
dynamics as &y = Az + &, where ||¢]| < € and € € R is a positive
constant. Furthermore, given the same trigger condition, introducing
the noise does not cause system instability even though the followers
keep using the same controller.

Assumption 1: The dynamics of the follower agents are control-
lable, i.e., the pair (A, B) is stabilizable.

Assumption 2: The leader trajectory, xy, is bounded (i.e., IM <
00 3 ||z (8)|| < M, V).

Definition 1: A directed graph is connected if each follower has a
directed path from the leader.

C. Control Objective

The objective is to achieve bounded leader—follower consensus un-
der the constraint that feedback from neighboring follower agents is
only intermittently available. To quantify the control objective, let the
leader—follower tracking error for agent i be defined as &; £ z; — x
€ R" and ¢ denotes the stacked form of ¢;.

Ill. LEADER—FOLLOWER CONSENSUS UNDER FIXED TOPOLOGIES

Consider N follower agents with a fixed network topology that
satisfies the following two assumptions.

Assumption 3: G is connected and at least one follower is connected
to the leader.

Assumption 4: The followers that are connected to the leader can
continuously receive information from the leader.

Note that the communication between followers is undirected, and
the communication from the leader to the subset of the followers is
directed.

A. Intermittent Feedback Approach

Based on the subsequent convergence analysis, a decentralized
event-triggered controller for agent ¢ € V' is designed to reduce
follower-to-follower communication as

5= (&5 — &)+ di(zo — &) )
JEN;

where K € R”*" is a control gain, 2, € R” is the relative state esti-
mate, Z;, Z; € R" are state estimates defined in the subsequent analy-
sis, and d; = 1 if agent ¢ is connected to the leader, d; = 0 otherwise.
In (3), the control gain K can be designed as [28]

K= B"P ©)
where P € R"*" satisfies the following Riccati inequality:
PA+ A" P —26,,;,PBB" P + 6,1, 1, < 0. (6)

In (6), 0min € R.( denotes the minimum eigenvalue of H 2L+
D ¢ RV*N  where L is a previously defined Laplacian matrix, and
D € RV*N s defined as D £ diag (dy, ds, ..., dy ). The minimum
eigenvalue d,,;, is positive because H is a positive definite matrix based
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on Assumption 3 and [31, Lemma 1]. In (4), the computation of Z; only
requires @; (i.e., the estimate of agent i’s state) and &, j € N;, (i.e.,
the estimates of the neighboring followers’ states), instead of using
their true states z;, j € AV;, via continuous communication. When the
leader is a neighbor, the true state x, is used since the leader state is
available according to Assumption 4. The estimate Z; in (4) evolves
according to the dynamics

&) (t) = Aty (1), € NG t € [t],1],) M
B (1) == (1) ®)
fork =0, 1, 2, ..., where &; is an open-loop estimate that flows along

the leader drift dynamics during ¢ € [t{C , 11 )» where feedback is used
to reset the estimate at the discrete times ti ,for j € N;, where ti is the
event-triggered time. Although agent 7 does not communicate the esti-
mate Z;, agent ¢ maintains z; for implementation in (4). The estimate
Z; is updated continuously with the dynamics in (7) and discretely at
time instances described in (8). Therefore, u; is a piecewise continu-
ous signal, where communication is required when state information
is transmitted to, or received from, neighboring agents for estimate up-
dates; otherwise, u; flows continuously during the interevent intervals.

B. Dynamics of Estimate Error

The controller in (3) and (4) uses feedback of agent i’s true state
and the estimated state. This strategy facilitates the development of a
triggering condition that does not rely on communication with neigh-
boring agents. Specifically, the mismatch between the true state and
the open-loop estimate state defined as the estimate error e; € R" as

e 2 & —w, i€V, tE [t t,,) ©)

is used in the subsequent event-triggered design. Using (1), (3), and
(7), the stack form of the time-derivative of (9) can be expressed as

¢= (IN ®(A—BK))€+ (H® BK)e + (H © BK)e, (10)

where ¢ € R™Y is defined as ¢ £ [ef, el ..., e} ]”, ® denotes the

Kronecker product, and ¢ € R” N

C. Closed-Loop Error System

Using (9), a nonimplementable form' (to facilitate the subsequent
analysis) of (3) can be expressed as
ui =Ky [(x;— )+ (e; —e)]
JEN;
—FKdL (l‘o—ﬂ?;)—Kdzez-i‘Kez (11)

Substituting (11) into the open-loop dynamics in (1) and using the
definition of ¢; yields a stack form of the closed-loop consensus error
system:

é= (Iy®A)e— (H®BK)e - ((H—IN)®BK>6. (12)

To facilitate the subsequent analysis, a relationship between ¢ and 2 is
developed, where 2 £ 2, 25, ..., 2y]" € R*V is defined as
FE(HIL) Iy @z — (13)

where & 2 [&), 9, ..., &x]" € R"™Y,and 1y is the ones vector with
denoted dimension. Using the relationship

€ =m —xg = (& —e;) — X

IThe expression in (11) is nonimplementable because e 4 is unavailable with-
out continuous interagent communication.

5367
the useful expression
F—(Iy ®mp)=c+e 14)
can be obtained. Combining (13) and (14) yields
e=—(H'®IL)z-e (15)
where 2 is governed by the dynamics
(=(Iy ®A)3, (16)

where (2) and (7) were used.

D. Convergence Analysis

In this section, leader—follower consensus with the event-triggered
controller designed in (3) is examined using a Lyapunov-based analysis.
To facilitate the subsequent convergence analysis, an event time ¢} is
explicitly defined as follows.

Definition 2: An event time ¢ for the follower agent i € V is de-
fined as

t = min {t >t

wmmﬁzﬁwmwﬁ+8} (17
fork=0,1,2..., where ¢; € R. is a positive constant defined as

(71 - %)

~ Bl eeR
Y2 + 730 -

C; =

is a positive constant, and 3 € R.  satisfies

V3
B> —
"

(18)

where ;, 7 = 1, 2, 3, are positive constants defined as

lfYI é 61 )"min (H_z)

[I>

Yo = Smax ((H —Iy) ® (2PBB” P)> —

1

—H! ®2§1[ﬂ>

where, based on the structure of 7, and 73, 72 # 0 and 3 # 0,
0 € R.y satisfies 0 < 0; < din, and Ayiy () and Syayx(-) denote
the minimum eigenvalue and the maximum singular value of a matrix
argument, respectively.

Remark 2: A cost for the event-triggered method, compared to dis-
tributed networks that assume continuous communication, is that some
knowledge of the graph Laplacian is required. Specifically, the trigger-
ing condition in (17) only requires spectral knowledge (i.e., the min-
imum eigenvalue A,,;, (-) and the maximum singular value Sy, .x (-))
of the Laplacian matrix. While the exact Laplacian may not always
be available, various results (e.g., [32]-[34]) can be used to derive
the bound of such spectral knowledge based on limited knowledge of
the Laplacian. A priori information about the network (i.e., the set of
possible switching topologies) can also be utilized to facilitate the de-
velopment of the spectral knowledge bound. This idea is analogous to
assuming knowledge of a disturbance bound in classic control prob-
lems, where the exact disturbance is unknown.

Theorem 1: Provided agents receive feedback at the event times ¢},
defined in (17), then the controller designed in (3) and (4) ensures that
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the network system achieves bounded leader—follower consensus as

e ®)] < ¢ N3 520 7

as t— oco.

19)

Proof: Consider a Lyapunov function candidate V : R"Y — R as
Va2l (Iy®P)e (20)

where P is a symmetric positive-definite matrix satisfying (6). Using
(5) and (12), the time derivative of (20) can be expressed as

V=c"[Iy® (PA+A"P) - H® (2PBB' P)] ¢

—¢" [(H—1Iy)® (2PBB" P)]e. (1)

Since H is symmetric and positive definite, (6) can be used to upper
bound (21) as

V < —bume’e—e’ [(H-1Iy)® (2PBB' P)]e.  (22)

Using (15), (22) can be upper bounded by
V< -6zl (H?*®L):-d6ee—20e" (H'®1I,)%
+e' [(H—1Iy)H ' ® (2PBB" P)] 2
+e [(H—1Iyv)® (2PBB" P)e
— 0T e

(23)

where 0y, = 01 + 02 for 61, d» € R.(. By using the inequality
aTy< i =) + 35 lly[|”, (23) can be upper bounded by

V< = 21 + 2 (5l g ) e el

— 8y’ e

< - [(m - %) 1507 = (o +728) flea

9%

(0 +18) €] ~ BTN (n+uhE @4
where ~;, Vi = 1,2, 3 are positive constants defined in Definition 2.
Provided feedback is available at each event time ¢} as defined in (17)
then the inequality in (24) can be upper bounded as

V< 66T et N (v +738) e, (25)

Given (20) and (25), the inequality in (19) can be obtained.

Based on (20) and (25), € € L. Based on the definition of ¢ and
Assumption 2, it is straightforward to show that x; € L. Since &;
follows the same dynamics as the leader according to (7), xg € L
implies Z; € L. Therefore, the fact that 2, € £, from (4) can be
used to show u; € L. [ |

Remark 3: A cost function, J € R, consisting of the tracking error
and number of communication events can be defined as

1 o0
J = MZ <Nc1 +/0 e?Qe,-)

ey

(26)

where N., € N represents the number of communication events for
agent i over the time window of 7' € R.(, and @ € R"*" denotes
the positive definite weighting matrix of the tracking error. This cost
function can be used for arbitrating between convergence rate and
number of communication events through simulation trials based on
the user’s preference.

E. Minimal Interevent Interval

The event times defined in (17) indicate the maximum time between
events allowed to ensure bounded convergence given the open-loop
estimate in (3) and (4). The development in this section determines
the positive lower-bound on the minimum interevent interval. If the
event time intervals were zero, communication would need to occur
infinitely fast (i.e., Zeno behavior). To prove Zeno behavior is avoided,
the subsequent development establishes a positive lower bound on
t). — t; ., thereby establishing the worse-case maximum communica-
tion rate that needs to be available.

Theorem 2: The event time defined in (17) ensures that the mini-
mum interevent interval 7 £ ¢j | — ti € R. is lower bounded by

In (5 + 1)
T> —t—" 27)
|A—BK]|
where ¢ € R.( is defined as ¢ = HI‘EII?(IH(H %;, %; is the upper bound of

|IZ: ||, which is proven to be bounded in Theorem 1.
Proof: Taking time derivative on both sides of (9) and using (7) and
(3), the dynamics of é; can be obtained as

which can be upper bounded as
< A= BKlly + ||BK|% (28)

wherey : [0, c0) — R isanon-negative, piecewise continuous func-
tion, which is differentiable in the interevent interval and is defined as

y(t—th) 2 fle; (1)) fort € [t #.,) (29)

for k=0,1,2.... Based on (28),
¢ : [0, 0o) — Ry, satisfying

a non-negative function

¢ =4~ BEK|¢+|IBK|Z, ¢(0) =y (30)
can be lower bounded by y as
y < ¢, fort € [0, 7) 31)

where yy € R is the initial condition of y, which is O since e (£ ) = 0
fork =0, 1, 2.... An analytical solution to (30) with initial condition
¢ (0) = 0 can be solved as

¢ (t) = c (el FEI 1) (32)

where c is defined in Theorem 2. Using the trigger condition defined
in (17) along with (31) and (32) with t — 7 yields

o2 (eHA—BKHT _ 1)2 > C?H21”2 +e. (33)

Since the first term of RHS in (33) is positive, (33) can be further
bounded by

& (elABEI _1)" > 2, (34)

The lower bound of 7 defined in (27) can be obtained by solving (34).

Remark 4: This lower bound implies that Zeno behavior is ex-
cluded. However, there is a tradeoft between the minimum interevent
interval and the error convergence rate. A higher value of the control
gain K can yield a smaller value of 7, which increases the convergence
rate, and vice versa.

IV. LEADER—FOLLOWER CONSENSUS UNDER
SWITCHING TOPOLOGIES

In this section, an event-triggered-based decentralized control ap-
proach is developed to extend the results developed in Section III to
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achieve leader—follower consensus under switching network topolo-
gies. To address the switching topologies, the following definition and
assumptions are made.

A. Déefinitions and Assumptions

The time-varying interaction topology of the /V followers described
in (1) can be modeled by a switched undirected graph G,, where
the piecewise constant switching signal o : [0, co) — P indicates an
underlying graph from a finite set ? = {1, 2, ..., M} at time ¢, such
that {G, : p € P} includes all graphs in {U;>0G}.

Similarly, the time-varying interaction topology of the leader—
follower system described in (1)—(2) is modeled by a directed switching
graph denoted as G, which consists of the node set V U {0} and the
edge set that contains all edges in G, and the edges connecting node 0
and the followers that have a directed edge from the leader.

Assumption 5: QP is connected for each p € P.

Assumption 6: The switching signal ¢ has a finite number of
switches in a finite-time interval. Specifically, o switches at ¢, and is
invariant during a nonvanishing interval [t,, t,.1),¢ =0, 1, ..., with
th=0,0<Q <ty 1 —t, <T, where Q,T € R are positive con-
stants, and (2 is a nonvanishing dwelltime. Additionally, the switching
sequence of o is arbitrary.

B. Controller Design

In the previous section, the decentralized controller received inter-
mittent feedback at discrete points determined from an error-based
triggering condition. In this section, events that trigger communication
also include switches in the topology.

Motivated by the development in the previous section and the subse-
quent convergence analysis, a decentralized event-triggered controller
for agent ¢ € V is designed with the same structure as in (3) and (4),
where NV, is a time-varying neighbor set, and the estimate Z; evolves
according to the dynamics

& (t) =z (th) (35)
T;=Aij, t€ [th, th,,), j€{i}UN; (36)
- tyy i fi ighb
i 7 1s a new neighbor
tp = { t‘/i . otherwise 37)

for £, k=0, 1, 2..., where Z; is an open-loop estimate that flows
along the leader dynamics during ¢ € [t’é, t’E +1)» where feedback is
used to reset the estimate at the discrete time ¢, for j € N;.In (37), ¢,
is the time when G, switches. Although agent i does not communicate
the estimate Z;, agent ¢« maintains 2, for implementation. The estimate
Z; is updated continuously with the dynamics in (36) and discretely at
time instances described in (35). Therefore, u; is a piecewise contin-
uous signal, where communication is required when any new one-hop
neighbor is connected or when state information is transmitted to, or
received from, neighboring agents for estimate updates; otherwise, u;
flows during the interevent intervals.

Remark 5: In (37), since the link between two follower neighbors
is undirected, j € N; implies ¢ € A;. That is, mutual communication
is conducted at ¢, if j € N is a new neighbor.

C. Estimate Error Dynamics

Following the same procedure developed in (9), the dynamics of the
estimate error of the switched system can be expressed as

¢ = (IN ®(A— BK))e +(H, ® BK)e+ (H, ® BK)e (38)

where o is the switching signal defined in Section IV-A. To facilitate
the subsequent stability analysis, a symmetric positive definite matrix
P is solved from the following Riccati inequalities:

PA+A"P—25,PBB"P+6,I, <0 YpeP (39
where K is the control gain defined in (5) with the P matrix solved
from the Riccati inequalities in (39). In (39), §, € R. ¢ is the minimum
eigenvalue of H), and is a positive constant based on Assumption 5 and
[31]. To facilitate proving the consensus convergence of the switched
system with an arbitrary switching sequence, a minimum value of a
finite set composed of ¢, , denoted by 0,1y, is defined as

Spmin 2 min {6, |peP}. (40)

D. Closed-Loop Error System

Following the development in (12), the stack form of the closed-loop
consensus error system for the switched system can be expressed as

é=(Iy®A)e—(H, ® BK)e — ((Hp, —Iy)® BK)e 1)
where € is defined as

e=—(H,'®IL)2—e¢ (42)

where £ is governed by the dynamics defined in (16).

E. Convergence Analysis

Since communication can fail in an unpredictable manner, a con-
vergence analysis for the switched system with an arbitrary switching
sequence is required. To this end, the objective in this section is to
prove the existence of a common Lyapunov function which considers
an arbitrary switching signal o.

Definition 3: An event-triggered time ¢, for the switched system
is defined as in (17), where the positive constants k;, i = 1, 2, 3 are
associated with the switched system parameters and are redefined as

171 é m'71)1 {6m 1 )\min (HI;2) } (43)

pe

Yy £ max {Sma,x ((Hp —Iy)® (QPBBTP)) - 5’"1} @4

peEP

1 _ .
,ma;({smax ((Hp — IN)le ® (2PBBfP)

2 pe

BE]

7Hp71 & 251711171,) } (45)

where 6,1 € R satisfies 0 < d,,1 < Oy such that v > 0 and
v3 > 0.

Theorem 3: Provided agents receive feedback at the event times
ti; defined in (37), then the controller using the same structure as (3)
and (4) ensures that the network system in (1) and (2) modeled by
the switching graph G, achieves bounded leader—follower consensus
defined

(46)

as t— oo.

N (v + 7383) € Amax (P)
”E (t)H S \/ (sz)hmin (P)

Proof: Consider acommon Lyapunov function candidate V' defined
as in (20) with the P matrix defined in (39). Following the proof of
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Theorem 1, the following inequality can be developed

V<=3 [(5 - 2 ) el - 0+ 0 e
1%

+(’72 +73B) 62:| 76771,25TE+N (72 +73[))) 62 (47)

where 01, = 01 + Omo for d,,1, 0,,2 € Ruy, and ¢, is included
in 71, 72, and 75 defined in Definition 3. If the trigger condition in (17)
is satisfied and (3 is selected according to (18), then (47) and (20) can
be used to show (46). |

F. Minimal Interevent Interval

Based on Assumption 6, graph switches never cause Zeno behavior
(i.e., Q < ty+1 —ty). Therefore, only the following three intervals
smaller than y are analyzed.

Case 1: Consider any interevent interval [t,{ , t,’( +1). Where

0< t{; 1= t{ < ). This interval is proven to be lower bounded by
Theorem 4.

Case 2: Consider any interevent interval [¢,, ti, o). for0 < t{, 1
t, < 2. By (37), a new neighbor agent j € A; has a mutual com-
munication at ¢,, at which time e; is reset to zero. Therefore, ¢, can
be considered as the instant t',’;,, which implies Case land Case 2 are
equivalent.

Case 3: Consider any interevent interval [t], t,), for 0 < t, — t]
< . Then, the next cycle must be [, ti 1) since t,i 41 comes earlier
than ¢, . Therefore, proving a positive lower bound of the interval
[ty, t] +1) implies no Zeno execution since infinite switches cannot
happen in the finite interval. Moreover, finding the lower bound of
[t,, 1}, ) is equivalent to proving Case 2.

Theorem 4: The event-triggered time defined in (17) that the mini-
mum interevent interval 7 £ ¢ . | —ti € R. is lower bounded by

- ln(§+1)
T> —c
~ A= BK]||

Proof: The proof is similar to the proof of Theorem 2 and is thus
omitted.

V. DISCUSSION

A decentralized event-triggered control scheme for leader—follower
network consensus under fixed and time-varying network topologies
is developed to reduce communication with neighboring agents while
ensuring the stability of the system. The estimate-based decentralized
controller along with the decentralized trigger function reduces
the number of interagent communications and prevents potential
communication channel overload. A Lyapunov-based stability analysis
indicates that the network system achieves bounded leader—follower
consensus under this event-triggered control scheme in the presence of
noise. Moreover, the trigger function is proven to never exhibit Zeno
behavior. Based on our previous result in [35], additional research will
focus on event-triggered leader—follower consensus for a network of
heterogeneous agents.
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