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Decentralized Synchronization of Uncertain
Nonlinear Systems With a Reputation Algorithm

Justin R. Klotz , Anup Parikh, Teng-Hu Cheng , and Warren E. Dixon, Fellow, IEEE

Abstract—Decentralized synchronization approaches generally
assume that communication of state information between neigh-
boring agents is completely accurate. However, just one agent’s
communication of inaccurate information to neighbors can signif-
icantly degrade the performance of the entire network. To help
abate this problem, we present a decentralized controller for a
leader-follower framework which uses local information to vet
neighbors and change consensus weights accordingly. Because up-
dates of the consensus weights produce a switched system, switch-
ing control theory techniques are used to develop a dwell-time
that must elapse between agents’ successive weight updates. A
Lyapunov-based stability analysis is presented which develops suf-
ficient conditions for approximate convergence of follower agents’
states to a leader agent’s time-varying state. Simulation results are
provided to demonstrate the performance of the developed tech-
niques.

Index Terms—Networks of autonomous agents, distributed
algorithms/control, nonlinear systems, switched control.

I. INTRODUCTION

D ECENTRALIZED control refers to the cooperation of
multiple agents in a network to accomplish a collective

task. Networked agents can represent autonomous robotic sys-
tems, such as mobile ground robots, unmanned aerial vehicles
(UAVs), autonomous underwater vehicles (AUVs), and space-
craft. Compared to centralized control, in which a central agent
communicates with all other systems to compute control poli-
cies, decentralized control is characterized by local interactions,
in which agents coordinate with only a subset of the network
to accomplish a network-wide task. The distribution of control
policy generation benefits from mitigated computational and
bandwidth demand, robustness to communication link failure,
and robustness to unexpected agent failure. However, decen-
tralized control suffers from a greater vulnerability to misbe-
havior of an affected agent. As opposed to centralized control,

Manuscript received July 25, 2016; accepted October 2, 2016. Date of publi-
cation October 13, 2016; date of current version March 16, 2018. This work was
supported in part by NSF Awards 1161260, 1217908, and the AFRL Mathemati-
cal Modeling and Optimization Institute. Any opinions, findings and conclusions
or recommendations expressed in this material are those of the authors and do
not necessarily reflect the views of the sponsoring agency. Recommended by
Associate Editor H. Ishii.

J. R. Klotz and W. E. Dixon are with the Department of Mechanical and
Aerospace Engineering, University of Florida, Gainesville FL 32611-6250
USA (e-mail: jklotz@ufl.edu; wdixon@ufl.edu).

A. Parikh is with Sandia National Laboratories, Albuquerque NM 87185
USA (e-mail: anuppari@gmail.com).

T.-H. Cheng is with the Department of Mechanical Engineering, National
Chiao Tung University, Hsinchu Taiwan 300 (e-mail: tenghu@nctu.edu.tw).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TCNS.2016.2617623

in which a central agent can vet any agent in comparison with
the rest of the network, decentralized control exhibits less sit-
uational awareness in the sense that an agent is only exposed
to the actions of its neighbors. Thus, there are fewer checks
and balances to discriminate inaccurate information or malevo-
lent behavior, which motivates the development of decentralized
methods which evaluate a level of trust for network neighbors.

There are multiple methods for an autonomous vehicle to de-
termine its position, orientation, and velocity, including using
GPS, an inertial measurement unit (IMU), and simultaneous
localization and mapping (SLAM). However, self-localization
may produce inaccurate results. For example, a UAV might
poorly estimate its own state as a result of corruption of an IMU,
GPS spoofing, GPS jamming (and subsequent use of a less accu-
rate IMU), inaccurate onboard SLAM due to a lack of landscape
features, or IMU/GPS/SLAM measurement noise. In addition,
heterogeneity in the hardware of the robotic platforms can nat-
urally lead to disparity in the accuracy of agents’ estimates of
their own states. Thus, if communication is used in a team of
autonomous systems to share state information, care should be
taken when using a neighbor’s communicated state in a control
policy, especially in the context of decentralized interactions.

Another method to obtain information about agents in the
network is neighbor sensing, e.g., use of a camera or radar.
Neighbor sensing can provide the relative position of neighbor-
ing vehicles; however, it is very reliant on a direct line-of-sight
(LOS) between the vehicles. For example, ground vehicles may
temporarily lose LOS when navigating around obstructions. In
addition, agents may need to distribute neighbor sensing time
between multiple neighbors. For example, if a ground vehicle
can observe two neighboring vehicles in dissimilar locations
with a camera but cannot observe both neighbors at the same
time due to a narrow camera field of view, the camera may need
to rotate to share observation time between neighbors.

This work considers a decentralized network control scenario
in which agents use both communication and neighbor sensing
to interact. The communication is assumed to be continuously
available, but have possible inaccuracies due to poor self local-
ization. The sensor measurements are assumed to provide accu-
rate relative position information, but only occur intermittently.
Because the sensor measurements are modeled as intermittent,
and therefore may not be frequent enough to be implemented in
closed-loop control, they are used to vet communicated infor-
mation so that an agent can rely more on information from more
reliable neighbors. A trust algorithm is developed in which each
agent quantitatively evaluates the trust of each neighbor based on
the discrepancy between communicated and sensed information.
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The trust values are used in a reputation algorithm, in which
agents communicate about a mutually shared neighbor to col-
laboratively obtain a reputation. Each agent’s contribution to the
reputation algorithm is weighted by that neighbor’s own repu-
tation. The result of the reputation algorithm is used to update
consensus weights which affect the relative weighting in use of a
neighbor’s communicated information compared to other neigh-
bors’, if an agent has multiple neighbors. Note that, although
communication and neighbor sensing are used to characterize
these two different types of feedback, the approach in this paper
applies to any two types of feedback which share the character-
istics given here to communication and neighbor sensing.

In this work, the objective for each agent is to perform syn-
chronization (cf. [1]–[5]) to the trajectory of a network leader.
The follower agents interact in a network modeled by a strongly
connected, directed graph, and the leader agent interacts with
only a subset of the follower agents. In comparison with other
literature, the recent results in [6]–[8] propose reputation algo-
rithms for networked agents performing decentralized control;
however, no convergence analysis is given to guarantee achieve-
ment of the control objective with regard to the physical states
of the networked systems. One of the difficulties in performing a
convergence analysis for a reputation algorithm combined with
a decentralized controller is that consensus weight updates can
cause discontinuities in the control policy, making the network a
switched system, and requiring a dwell-time between updates to
the consensus weights (cf. [9]). Furthermore, because consen-
sus weights generally take any value between 0 and 1, there are
an infinite number of possible consensus weight combinations
in the network, which makes a switched system-based approach
difficult: a common Lyapunov function or bounds on a candi-
date switched Lyapunov function may be difficult to obtain. The
insightful work in [9] develops conditions for convergence for
a network of agents with single integrator dynamics performing
decentralized control with a reputation algorithm. However, the
reputation algorithm in [9] inherently requires the control objec-
tive to be convergence of all agents’ states to a fixed point, which
is more restrictive than the general leader-synchronization prob-
lem. Additionally, the work in [9] relies on the existence of a
dwell-time between consensus weight updates, but an approach
to compute a sufficient dwell-time is not discussed. The devel-
opment in [10] avoids the effects of discontinuities by updating
consensus weights smoothly in time based on continuously up-
dated trust values in a network of agents with single integrator
dynamics. However, the effects on the performance of the dy-
namical systems due to varying the consensus weights in time
is not addressed. Additionally, the controller in [10] only pro-
vides network convergence of the agents’ states to a single point,
which is a function of the trust values, initial conditions of the
agents’ states, and the network configuration. The method de-
veloped in this paper provides a new decentralized reputation
algorithm and controller for synchronization to a time-varying
leader trajectory with an associated convergence analysis and
sufficient gain conditions for a network of agents with nonlin-
ear second-order dynamics. Additionally, based on the conver-
gence analysis, this work discusses a method to compute a suf-
ficient minimum dwell-time for the switched network system.

Simulation results are provided to demonstrate the performance
of the developed reputation algorithm, decentralized controller,
and network topology-dependent dwell-time.

II. PROBLEM FORMULATION

A. Graph Theory Notation

Consider a leader-follower network composed of a single
leader and a finite number F ∈ Z>0 of follower agents. The
interaction topology for the follower agents is modeled with
a directed graph GF = {VF , EF}, where VF = {1, . . . ,F} is
the set of enumerated nodes representing the follower agents,
and EF ⊆ VF × VF is the set of edges which denote interaction
links. The follower graph GF is modeled such that the network
topology is static, i.e., VF and EF do not vary in time. The edge
(j, i) belongs to EF if agent i ∈ VF receives information from
agent j ∈ VF , and (i, i) /∈ EF for all i ∈ VF . The set of neigh-
boring follower agents NFi of an agent i ∈ VF is defined as
NFi � {j ∈ VF | (j, i) ∈ EF}. Interaction links are weighted
with the values in the adjacency matrix A � [aij ] ∈ RF×F ,
where the edge weights aij : R→ R>0 are time-varying and
satisfy aij > 0 if (j, i) ∈ EF and aij = 0 otherwise. The Lapla-
cian matrixLF ∈ RF×F of graphGF is defined asLF � D −A,
where D � diag {d1, . . . , dF} ∈ RF×F is the degree matrix
with di �

∑
j∈NFi aij . The directed graph which includes the

leader agent is constructed as G = {VF ∪ L, EF ∪ EL}, whereL
denotes the leader agent and the edge (L, i) belongs to EL if fol-
lower agent i ∈ VF receives information from the leader. The
constant leader-connectivity (i.e., pinning) matrix B ∈ RF×F

is defined as the diagonal matrixB � diag {b1 , . . . , bF}, where
bi > 0 if (L, i) ∈ EL and bi = 0 otherwise. The following as-
sumption specifies the class of networks considered in this paper,
where the term “strongly connected” indicates that there exists
a sequence of directed edges between any two nodes.

Assumption 1: The graph GF is strongly connected and at
least one agent is connected to the leader.

B. Dynamic Models and Properties

Let the dynamics of each follower agent i ∈ VF be modeled
with uncertain second-order nonlinear dynamics as

ẍi = fi (xi, ẋi) + ui (1)

where xi ∈ Rm is the state, fi : Rm ×Rm → Rm denotes the
uncertain, first-order differentiable, nonlinear drift dynamics,
and ui ∈ Rm is the control input to be designed. The time-
varying trajectory of the leader state is denoted by xL : R→
Rm , which is communicated to at least one of the follower
agents. The following assumptions concerning the follower
agents’ dynamics and the leader trajectory are made to sim-
plify the analysis.

Assumption 2: The leader state trajectory is sufficiently
smooth such that xL , ẋL , ẍL are bounded.

Note that the dynamics in (1) can be represented in Euler-
Lagrange form if the inertia matrix is known and used in the
controller. The inertia matrix is omitted from the dynamics to
simplify the subsequent analysis.
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C. Neighbor Communication and Sensing

Neighboring follower agents use both communication and
sensing to interact with each other. Communication of
continuous estimates of the state information (xj , ẋj ) of agent
j ∈ VF is available to its neighbor i ∈ NFj at all times; how-
ever, the communicated state estimates may be inaccurate due to
imperfect knowledge of the agent’s own state in the global coor-
dinate system (i.e., the act of communication itself is not respon-
sible for inaccuracy of communicated information). For exam-
ple, a UAV in a network may transmit an inaccurate estimate of
its own position due to imperfect navigation. However, intermit-
tent neighbor sensing of an agent j ∈ VF by a neighbor i ∈ NFj
provides accurate relative position information (xj − xi) at iso-
lated points in time. For example, an agent may be able to
observe neighbors using a camera, but may only determine the
relative position intermittently due to occlusions, low hardware
refresh rates, etc. As a consequence, neighbor sensing may not
be frequent enough for stability in a control algorithm which
uses neighbor sensing alone. Thus, each agent must use both
continuous, possibly inaccurate neighbor communication and
accurate, intermittent neighbor sensing to accomplish a control
objective. Because the intermittent neighbor sensing is accurate,
it may be used to vet and intelligently use the communicated
state information. Let x̂i , ˙̂xi denote the estimates of xi, ẋi com-
puted by agent i ∈ VF . The following assumptions concerning
the communicated state information are made to facilitate the
following analysis, where ‖·‖ denotes the Euclidean norm.

Assumption 3: The difference between the estimated state
information x̂i , ˙̂xi and the actual state information xi, ẋi is
bounded for each follower agent i ∈ VF , i.e., there exist known
positive constants bx, bẋ ∈ R such that ‖x̂i − xi‖ ≤ bx and∥
∥
∥ ˙̂xi − ẋi

∥
∥
∥ ≤ bẋ for each i ∈ VF and all time.

Assumption 4: State estimates communicated from the
leader agent are accurate.

As seen in the following section, Assumption 4 is critical to
achieving close synchronization with the leader. Whereas it may
be difficult to guarantee perfect state communication for each
agent, it is plausible to guarantee Assumption 4 by outfitting
only the leader agent with more robust localization equipment
or monitoring by personnel.

D. Control Objective

Similar to traditional synchronization approaches (cf. [1]–
[4]), the objective is to drive the states of the networked
agents towards the state of the network leader such that
lim supt→∞ ‖xi (t)− xL (t)‖ ≤ ε with a small ε through ad-
vantageous use of the communicated and sensed information.

III. CONTROLLER DEVELOPMENT

Before the developed control policy is presented, its con-
stituent trust metric, reputation algorithm, edge weight update
policy, and error signals are presented.

A. Trust Metric

Each agent i ∈ VF assigns a trust value, σij ∈ [0, 1], to each
neighbor j ∈ NFi , where 0 corresponds to no trust and 1 cor-

responds to high trust. The trust value is computed using com-
municated information x̂j , internal information x̂i , and sensed
relative position information xj − xi from time instances when
sensor measurements are available. Let t1ij , t

2
ij , . . . ∈ R denote

the time instances in which agent i obtains a sensor measure-
ment of xj − xi , let t̄ ∈ R denote a positive number, and let
Sij (t) �

{
tlij | (l ∈ Z>0) ∧

(
t− t̄ ≤ tlij ≤ t

)}
denote the set

of neighbor sensing time instances which have occurred after
t− t̄ up until the current time.1 The use of t̄ is motivated by
expiring relevancy of old neighbor sensing data and mitigation
of computational burden in determining a trust value (cf. [11]).
There are numerous options in selecting a trust metric (see the
survey in [12]), and any trust metric which maps into (0, 1] and
has a positive lower bound for a bounded input is appropriate
for the analysis developed in this paper. In this work, a trust
metric is designed as

σij �
{

1 |Sij | = 0
1
|Si j |
∑

tli j ∈Si j e
−s‖x̃i j (tli j )−ˆ̃xi j (tli j )‖ otherwise

(2)

where s ∈ R is a positive tuning parameter, x̃ij � xj − xi
is the relative position obtained via neighbor sensing, and
ˆ̃xij � x̂j − x̂i is the relative position obtained via communi-
cation of the state estimate x̂j and the internal position estimate
x̂i maintained by agent i.2 In (2), a trust value of 1 is computed
if there are no recent sensor measurements (i.e., Sij (t) is an
empty set). If there are recent sensor measurements, the term

e−s‖x̃i j (tli j )−ˆ̃xi j (tli j )‖ maps the discrepancy between the esti-
mated relative position and the actual relative position to (0, 1].
The result is then averaged with the corresponding values for
the other sensor measurements to obtain the overall trust value.
Note that x̃ij and ˆ̃xij may differ due to an inaccurate estimate
of x̂i , i.e., an agent’s trust of a neighbor may be affected by an
inaccurate estimate of its own state. Future work may investi-
gate methods to better estimate an agent’s own state based on
neighbor feedback.

B. Reputation Algorithm

The trust values, σij , described in the preceding section are
not used directly to update consensus weights; rather, trust val-
ues are used to help develop an overall reputation of a neigh-
bor. Each follower agent i ∈ VF maintains a reputation value3

ζij : Π2|NFi ∩NFj |+2
l=1 R→ R for every neighbor j ∈ NFi based

on trust of neighbor j and recommendations from mutual neigh-
bors, where the reputation is updated using trust values and
recommendations as

ζ̇ij =
∑

n∈NFi ∩NFj
ηζ iζin (ζnj − ζij ) + ησi (σij − ζij ) (3)

with the initial condition ζij (0) = 1, where a higher reputa-
tion corresponds to higher reliability, and ηζ i , ησi ∈ R>0 are

1 Recall that sensor measurements occur at isolated points in time, i.e.,Sij (t)
is a finite set for all t ∈ R.

2 Similar to [11], the summation in (2) can be weighted by how much time
has elapsed since the measurements took place, if relevant for the intended
application.

3 In this context, the symbol Π denotes the indicated number of Cartesian
products.
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tunable gains that weigh how much recommended information
(i.e., ζnj ) is relied upon compared to directly observed infor-
mation (i.e., σij ). The first term in (3) contributes towards the
reputation update by agent i for agent j based on the reputation
of j held by mutual neighbors n ∈ NFi ∩NFj via communi-
cation. The contribution of a mutual neighbor to the reputation
update is weighted by the reputation of that agent, as seen in the
multiplication by ζin . Thus, an agent which has a low reputation
has less significant impact in recommendation of a reputation
value. The second term in (3) directly uses the observation-
based trust value to update reputation. A simple analysis shows
that, for each connection (j, i) ∈ EF , the reputation value ζij is
bounded such that ζij ∈ [σ∗, 1] for all t ∈ R, where σ∗ ∈ R is a
bounding constant such that σij ≥ σ∗ for all t ∈ R, and σ∗ > 0
by Assumption 3. Also, note that a reputation value ζij can be
communicated accurately; whereas an agent may communicate
inaccurate state estimate information x̂i , ˙̂xi due to imperfectly
knowing its own state, each agent is able to transmit reputation
values without error.

Remark 1: Compared to [6], when an agent computes a
neighbor’s reputation, the reputation algorithm in (3) incor-
porates that agent’s trust of that neighbor. Compared to [7]
and [10], this reputation algorithm weights neighbor recom-
mendations by their reputations and can weigh how much rec-
ommended information is relied upon compared to directly
observed information. Compared to [8], this algorithm incorpo-
rates dynamic trust measurements into the agents’ reputations.
Finally, the trust algorithm in [9] is based on rejection of ex-
treme state values, is only designed for the consensus of agents’
states towards a fixed point, and does not perform propagation
of trust values.

C. Edge Weight Updates and Timing

Edge weights are often used to describe relative levels of influ-
ence of an agent’s neighbors on its control policy. The reputation
values, ζij , are used to update edge weight values, aij , which
quantify how much influence a neighbor has in the subsequently
developed decentralized control policy. However, changes to the
edge weight values in the control policy can affect the stability
of the closed-loop system. To control the effects of the edge
weight updates on the systems’ feedback, and based on the sub-
sequent convergence analysis, the edge weights are updated at
discrete times in predefined time intervals. Thus, the adjacency
matrixA and the Laplacian matrixLF are functions of time, i.e.,
A : R→ RF×F andLF : R→ RF×F , where the adjacency ma-
trix is initialized such that aij (0) = 1

|NFi | if (j, i) ∈ EF , i.e., all
follower-to-follower connections are equally weighted at t = 0.
However, if the edge weights are updated too rapidly, then
the resulting frequent discontinuities in the switched closed-
loop system may cause instability (cf. [13, Chapter 2]). Thus,
a dwell-time (cf. [13, Chapter 3]), τd ∈ R>0 , is subsequently
developed to describe the minimum amount of time that must
elapse before an agent i ∈ VF can update its edge weight values,
{aij | j ∈ NFi}, since its last update (or the initial time), and is
computed before the control implementation. Implementation
of the dwell-time is decentralized in the sense that an agent may

update its edge weights at different times from other neighbors
as long as the elapsed time between successive updates of that
agent’s own weights is not shorter than the dwell-time. The
network topology-dependent minimum dwell-time is given in
Section VI and is based on the subsequent convergence analysis.

Let t1di , t
2
di , . . . ∈ R denote the times at which agent i ∈

VF updates its edge weight values {aij | j ∈ NFi}, where
tl+1
di − tldi ≥ τd for all l ∈ Z>0 . The edge weights stay con-

stant between updates and the reputation values are mapped to
the edge weight values at each update time as

aij
(
tldi
)

=
ζij
(
tldi
)

∑
n∈NFi ζin

(
tldi
) , l ∈ Z>0 (4)

where the reputation values are normalized in (4) so that∑
j∈NFi aij = 1. Note that since ζij ≥ σ∗ for all (j, i) ∈ EF

and t ∈ R, there exists a constant a∗ ∈ R such that 0 < a∗ < 1
and aij ∈ [a∗, 1] for all (j, i) ∈ EF and t ∈ R.

D. Error Signals

The neighborhood error signal in decentralized control tra-
ditionally has the form

∑
j∈NFi aij (xj − xi) + bi (xL − xi).

However, since accurate state information is not always avail-
able to each agent, a decentralized neighbor-based error signal
is developed using the edge weight updates in (4) and commu-
nicated information as

êi �
∑

j∈NFi
aij (x̂j − x̂i) + bi (xL − x̂i) . (5)

In (5), the first term provides communication-based feedback
for comparison to neighboring follower agents and the second
term provides communication-based feedback for comparison
to the leader agent, if that connection exists. Hence, instead
of imposing discontinuities on the error signal by using the
accurate sensed relative state whenever a sensor measurement is
available, the strategy is to use the communicated information
for feedback and update the edge weights aij based on the
discrepancy between the communicated and sensed information,
as described in Section III-B. The edge weights are updated so
that neighbors which seem to provide more accurate information
have a greater impact on the synchronization performance.

Because second-order dynamics are considered, an auxiliary
error signal is analogously defined as

r̂i �
∑

j∈NFi
aij

(
˙̂xj − ˙̂xi

)
+ bi

(
ẋL − ˙̂xi

)
+ λêi (6)

where λ ∈ R is a constant positive tuning parameter.

E. Decentralized Controller

The auxiliary error signal in (6) is used to design a piecewise
continuous decentralized controller as

ui = kr̂i (7)

where k ∈ R is a constant positive control gain. The following
section demonstrates how the discrepancies between commu-
nicated and sensed information are advantageously used in the
control method in (7).



438 IEEE TRANSACTIONS ON CONTROL OF NETWORK SYSTEMS, VOL. 5, NO. 1, MARCH 2018

IV. CLOSED-LOOP ERROR SYSTEM

To facilitate analysis of the stability of the closed-loop system,
the operator P : RF×F → RF×F is defined as the (positive def-
inite and symmetric) solution to the continuous algebraic Lya-
punov Equation (CALE) such that MT P (M) + P (M)M =
−IF for a Hurwitz matrix M ∈ RF×F , where I indicates the
identity matrix of the denoted dimension.

Lemma 1: If Assumption 1 is satisfied, then the matrix
−LF −B is Hurwitz.

Proof: See the Appendix. �
For convenience, the vectors xi, x̂i , and xL are stacked

such thatX �
[
xT1 , . . . , x

T
F
]T ∈ RFm , X̂ �

[
x̂T1 , . . . , x̂

T
F
]T ∈

RFm , XL �
[
xTL , . . . , x

T
L

]T ∈ RFm . To facilitate the descrip-
tion of the agents’ progress towards synchronization, the error
signalsE � XL −X ∈ RFm andR � Ė + λE ∈ RFm are in-
troduced. Using the dynamics in (1), the controller in (7), and
the definitions of E and R, the closed-loop dynamics can be
represented as

Ṙ = ẌL − F
(
X, Ẋ

)
+ λĖ − k ((LF +B)⊗ Im )R

+ k ((LF +B)⊗ Im )
( ˙̂
X − Ẋ + λ

(
X̂ −X

))
(8)

where F �
[
fT1 , . . . , f

T
F
]T ∈ RFm and the second line in (8)

isolates the effects of inaccurate state estimation on the closed-
loop system. After some algebraic manipulation, (8) can be
expressed as

Ṙ = Nd + Ñ − k ((LF +B)⊗ Im )R

− (P (−LF −B)⊗ Im )−1 E

+ k ((LF +B)⊗ Im )
( ˙̂
X − Ẋ + λ

(
X̂ −X

))
(9)

where the functions Nd : Π3
l=1RFm → RFm and

Ñ : Π6
l=1RFm → RFm are defined as Nd � ẌL −

F
(
XL, ẊL

)
and Ñ � F

(
XL, ẊL

)
− F

(
X, Ẋ

)
+ λĖ +

(P (−LF −B)⊗ Im )−1 E. Terms are segregated into Nd and
Ñ such that ‖Nd‖ can be upper-bounded through Assumption 2

by a constant and
∥
∥
∥Ñ
∥
∥
∥ can be upper-bounded by a function

of the error signals E and R through a Mean Value Theorem-
based approach, where the matrix (P (−LF −B))−1 is upper
bounded by a constant, as shown in the following section.
Accordingly, let the known constant N̄d ∈ R be defined such
that

sup
t∈R
‖Nd‖ ≤ N̄d . (10)

Additionally, because the drift dynamics are first-order differ-
entiable, by [14, Lemma 5], there exists a strictly increasing,
radially unbounded function ρ : R→ R which facilitates an

upper bound for
∥
∥
∥Ñ
∥
∥
∥ as

∥
∥
∥Ñ
∥
∥
∥ ≤ ρ (‖Z‖) ‖Z‖ (11)

where the composite vector Z ∈ R2Fm is defined as Z �
[
ET ,RT

]T
.

V. CONVERGENCE ANALYSIS

Some additional expressions are introduced to facili-
tate the convergence analysis. Let the set P be de-

fined as P �
{

P (−LF −B) | aij ∈ [a∗, 1] ,
∑

j∈NFi aij =

1,∀ (j, i) ∈ EF
}

, which is the set of solutions for the CALE

for every possible value of the matrix−LF −B under the edge
weight update law in (4). Because P is a bounded set, there exist
positive constants p∗, p̄∗ ∈ R defined as p∗ � infP ∈P λ (P ) and

p̄∗ � supP ∈P λ̄ (P ), where λ (·) , λ̄ (·) denote the minimum and
maximum eigenvalues, respectively. These constants are used
to define a minimum sufficient dwell-time, τ ∗d ∈ R, which is
designed for use in the convergence theorem as

τ ∗d � ln (μ∗)
ψ

max{p̄∗,1} − β∗

where the positive constants ψ, μ∗ ∈ R are defined as ψ �
1
2 min

{
λ, k4
}

and μ∗ � max{p̄∗,1}
min{p∗,1} , and β∗ ∈ R is a selectable

positive constant which satisfies 0 < β∗ < ψ
max{p̄∗,1} . As shown

in the following convergence analysis, there is a tradeoff in the
selection of β∗ between convergence rate and how rapidly the
agents may update their edge weights.

To further facilitate the subsequent analysis, let the open and
connected set D be defined as D �

{
Z ∈ R2Fm | ‖Z‖ < χ∗

}
,

where χ∗ � inf
(

ρ−1
([

1
p̄∗

√
kψ
3 ,∞

)))

∈ R and the inverse

image ρ−1 (Θ) ⊂ R for a set Θ ⊂ R is defined as ρ−1 (Θ) �
{ξ ∈ R | ρ (ξ) ∈ Θ}. The set of stabilizing initial conditions is
a subset of D and is defined as

S �
{

Z ∈ R2Fm | ‖Z‖ < χ∗

μ∗

}

. (12)

Finally, the constant parameter L̄B ∈ R is defined as L̄B �√
|EF |+ F +

∑
i∈VF b

2
i to upper bound ‖LF (t) +B‖ for any

combination of allowed edge weights, since ‖LF (t) +B‖ ≤
‖LF (t) +B‖F ≤ L̄B for all t ∈ R by the triangle inequality
and the fact that 0 < aij ≤ 1, aii = 0 for all i, j ∈ VF , where
‖·‖F denotes the Frobenius norm.

The following theorem describes sufficient conditions for the
approximate convergence of the follower agents’ states towards
the leader’s state under the decentralized control policy in (7).

Theorem 1: For every follower agent i ∈ VF , the decentral-
ized controller in (7) using the edge weight update policy in (4)
provides uniformly ultimately bounded leader synchronization
for a network of agents with nonlinear dynamics described in (1)
and neighbor communication and sensing feedback described in
Section II-C for all initial conditions Z (0) ∈ S in the sense that
lim supt→∞ ‖xi (t)− xL (t)‖ ≤ ε for some ε ∈ R>0 , provided
that Assumptions 1–4 are satisfied, the user-selected dwell-time
τd satisfies τd ≥ τ ∗d , and the state estimate errors are sufficiently
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small such that there exists a selection for the gain k which
satisfies the inequality

3
(
p̄∗N̄d

)2

k
+ 3k

(
p̄∗L̄B (bẋ + λbx)

)2
<

ψχ∗

μ∗max {p̄∗, 1} .
(13)

Remark 2: The inequality in (13) can be satisfied for suffi-
ciently small estimate error upper bounds bx, bẋ ; however, as in-
tuition would indicate, stability is not guaranteed for arbitrarily
large estimate error upper bounds. Future research may over-
come this restriction by developing an algorithm which severs
neighbor connections if the apparent error in the communicated
state estimates exceeds a threshold, i.e., aij �= 0 if and only
if (j, i) ∈ EF and σij > σT , where σT ∈ (0, 1) is a threshold
parameter.

Proof: Let the set
{
t0d , t

1
d , . . .

}
be defined as the union of

the switching instances by each agent, including the initial
time, such that tl+1

d > tld for all l ∈ Z≥0 . Additionally, let
the mapping Λ : [0,∞)→ Z≥0 be defined such that Λ (t) is
the number of switches that have occurred until time t, i.e.,
Λ (t) � arg minl∈Z≥0

{
t− tld | t− tld ≥ 0

}
. A candidate mul-

tiple Lyapunov function, VL : D ×R→ R is defined as

VL (Z, t) � WΛ(t) (Z)

where the function Wl : D → R belongs to a family of
Lyapunov-like functions {Wl | l ∈ Z≥0} defined as Wl (Z) �
1
2E

T E + 1
2R

T
(P (−LF

(
tld
)−B)⊗ Im

)
R, which satisfies

the inequalities

1
2

min
{
p∗, 1

} ‖Z‖2 ≤Wl (Z) ≤ 1
2

max {p̄∗, 1} ‖Z‖2 (14)

for all Z ∈ R2Fm and l ∈ Z≥0 . Using the closed-loop error
system in (9), the derivative of VL can be expressed as

V̇L = ET (R− λE) +RT
(
P
(
−LF

(
t
Λ(t)
d

)
−B

)
⊗ Im

)

·
(
Nd + Ñ −

(
P
(
−LF

(
t
Λ(t)
d

)
−B

)
⊗ Im

)−1
E

+ k
((
−LF

(
t
Λ(t)
d

)
−B

)
⊗ Im

)
R

+ k
((
LF
(
t
Λ(t)
d

)
+B

)
⊗ Im

)

·
( ˙̂
X − Ẋ + λ

(
X̂ −X

)))

for all t ∈ [tld , tl+1
d

)
. After using the definitions of p∗, p̄∗, and

L̄B , the relationship

kRT (P (−LF −B) (−LF −B)⊗ Im )R

=
k

2
RT
[
(P (−LF −B) (−LF −B))⊗ Im

+
(
(−LF −B)T P (−LF −B)

)
⊗ Im

]
R

= −k
2
‖R‖2

the bounding expressions in (10) and (11), canceling terms, and
using the negative feedback ofR to perform nonlinear damping,

V̇L can be upper-bounded as

V̇L ≤ − λ ‖E‖2 − k

4
‖R‖2 +

3 (p̄∗ρ (‖Z‖) ‖Z‖)2

k

+
3
(
p̄∗N̄d

)2

k
+ 3k

(
p̄∗L̄B (bẋ + λbx)

)2

for all t ∈ [tld , tl+1
d

)
, where bx and bẋ are defined in

Assumption 3. By using the definition of the auxiliary con-
stant ψ, Assumption 3, and the triangle inequality, V̇L is then
upper-bounded as

V̇L ≤ −ψ ‖Z‖2 −
(

ψ − 3 (p̄∗ρ (‖Z‖))2

k

)

‖Z‖2 + ε1

for all t ∈ [tld , tl+1
d

)
, where the constant ε1 ∈ R is defined as

ε1 � 3(p̄∗N̄d )2

k + 3k
(
p̄∗L̄B (bẋ + λbx)

)2
. Provided the initial

condition satisfies Z (0) ∈ S, then

V̇L ≤ −ψ ‖Z‖2 + ε1

for all t ∈ [tld , tl+1
d

)
. By using the right-side inequality in (14),

the upper bound of V̇L can be expressed as

V̇L ≤ − ψ

max {p̄∗, 1}VL ∀ VL ≥ max {p̄∗, 1}
ψ

ε1 (15)

for all t ∈ [tld , tl+1
d

)
. Using the comparison lemma (cf. [15,

Lemma 3.4]) with the inequality in (15), VL can be shown to be
upper-bounded as

VL (Z, t) ≤ max
{

e−
ψ

m a x {p̄ ∗ , 1 } (t−tld )VL
(
Z
(
tld
)
, tld
)
,

max {p̄∗, 1}
ψ

ε1

}

(16)

for all t ∈ [tld , tl+1
d

)
. By using (16), the ultimate bound of

the trajectory of VL can be determined by considering the
following three cases, where the constant ε2 ∈ R is defined
as ε2 � max{p̄∗,1}

ψ ε1 (where ψ is a previously defined gain-

dependent term), andBr ⊂ R2Fm denotes a closed ball of radius
r ∈ R>0 centered about the origin.

V. Case 1

The trajectory of VL has not entered Bε2 .
Consider that at time t′ ∈ [tld , tl+1

d

)
, {VL (Z, t) | t ≤ t′} ∩

Bε2 = ∅. The inequality in (16) can be conservatively upper-
bounded to account for the effects of switches as

VL (Z (t′) , t′) ≤ e−
ψ (t ′−t ld )
m a x {p̄ ∗ , 1 }μ∗Wl−1

(
Z
(
tld
))

≤ e−
ψ (t ′−t ld )
m a x {p̄ ∗ , 1 }μ∗e−

ψ (t ld −t l−1
d )

m a x {p̄ ∗ , 1 } Wl−1
(
Z
(
tl−1
d

))

≤ · · ·

≤ e− ψ t ′
m a x {p̄ ∗ , 1 } (μ∗)l W0 (Z (0)) . (17)
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By use of a minimum dwell-time, (17) may be upper-bounded
as

VL (Z (t′) , t′) ≤ e−β ∗t ′W0 (Z (0)) (18)

if the dwell-time between switching events is greater than or
equal to τ ∗d . Given (16) and (18), it is clear that use of a dwell-
time τd ≥ τ ∗d guarantees that VL is upper-bounded by an expo-
nential decay from the initial condition VL (Z (0) , 0) towards
Bε2 for any t′ ∈ [tld , tl+1

d

)
such that {VL (Z, t) | t ≤ t′} ∩

Bε2 = ∅.

V. Case 2

The trajectory of VL has reached, or started in, the ball Bε2 ,
and no switch has occurred since entering Bε2 .

Consider that VL (Z (t′) , t′) ∈ Bε2 at a time t′ ∈ [tld , tl+1
d

)
.

Then by (16), VL (Z, t) ∈ Bε2 for all t ∈ [tld , tl+1
d

)
.

V. Case 3

The trajectory of VL was in the ball Bε2 , and then a switch
occurred.

Consider that the trajectory of VL was inside the ball Bε2 the
instant before a switch occurred at time tld . The Lyapunov func-
tion VL can only increase so much such that VL

(
Z
(
tld
)
, tld
) ∈

Bμ∗ε2 by the definition of μ∗, i.e.,
Wl (Z(tld ),tld )
Wl−1 (Z(tld ),tld )

≤ μ∗. Us-

ing the definition of the dwell-time τ ∗d , it can be shown that
Wl

(
Z
(
tld + τ ∗d

)
, tld + τ ∗d

) ≤ ε2 , i.e., the trajectory of VL re-
enters the ball Bε2 before the next switching instance.

Thus, Cases 1–3 together imply that lim supt→∞ VL (Z, t) ≤
μ∗ε2 , where the inequality in (13) guarantees that
Bμ∗ε2 is contained within the set D. Therefore,

lim supt→∞ ‖Z (t)‖ ≤
√

2μ∗ε2

min{p∗,1} by the inequali-

ties in (14). Since ‖xi − xL‖ ≤ ‖E‖ ≤ ‖Z‖ for every
i ∈ VF , we have that lim supt→∞ ‖xi (t)− xL (t)‖ ≤ ε �

μ∗
√

2
ψ

(
3(p̄∗N̄d )2

k + 3k
(
p̄∗L̄B (bẋ + λbx)

)2
)

. An analysis of

the closed-loop system shows that the decentralized controller
is bounded for all time. �

Remark 3: The expression for the bound of the steady-state
convergence error above, ε, demonstrates the effect that gain k
has on the convergence error. While the bound on the effects of
disturbances from the dynamics can be lowered by increasing
the gain k (similar to many robust control results), the bound
on the effect of inaccurate estimates of neighbors’ states is ex-
acerbated when increasing the gain k. This is due to how the
difference between the state and the state estimate is effectively
multiplied by the gain k in the control law in (7). Hence, there
may be a selection of k that balances these two effects to mini-
mize the convergence error ε, and may be the subject of future
research. Furthermore, the expression for the ultimate bound ε
will increase with greater volatility in the follower agent dy-
namics or leader trajectory (due to N̄d ), inaccuracies between
the state and state estimate (due to bx and bẋ ), and topology type
(due to p̄∗, L̄B , and μ∗). With bounds on the leader trajectory
(e.g., planned UAV surveillance area), a bounding expression

for the follower agent dynamics, bounds on state estimate in-
accuracies (e.g., anticipated bounds on navigation errors), and
knowledge of the topology type, the convergence error bound
ε may be computed using the bounding techniques described
in Section VI. Note that ε represents a conservative estimate
of the leader-follower state convergence error, where the bound
L̄B is especially conservative and may be improved by alternate
methods to bound ‖LF (t) +B‖. Future efforts may yield an
alternative control strategy which can reduce ε to be arbitrarily
small.

Remark 4: The minimum dwell-time used to ensure stabil-
ity refers to the time that must elapse between any agents’
updates. To accomplish this without requiring centralized com-
munication during control implementation, the agents can be
pre-programmed with a set of times in which they are allowed
to update their consensus weights using a previously computed
minimum dwell-time. Section VI addresses how to compute the
minimum dwell-time.

Because general nonlinear drift dynamics are considered in
Theorem 1, a stabilizing set of initial conditions has to be de-
fined, where the generality of the considered dynamics leads
to a stabilizing set of initial conditions and a gain condition
that can be difficult to interpret and compute. For clarity in
presentation, the following corollary uses a similar proof tech-
nique to provide a less conservative result for when globally
Lipschitz dynamics (for example, linear dynamics) are consid-
ered instead of general nonlinear dynamics. Let Λ ∈ R≥0 be
defined as the global Lipschitz constant of fi for all i ∈ VF
such that ‖fi (yi)− fi (yL )‖ ≤ Λ ‖yi − yL‖ for any values of

yi, yL ∈ Rm , where yi �
[
xTi ẋTi

]T
, yL �

[
xTL ẋTL

]T
such

that the two arguments of fi are stacked into one argument.
Corollary 1: For every follower agent i ∈ VF , the decentral-

ized controller in (7) using the edge weight update policy in (4)
provides uniformly ultimately bounded leader synchronization
for a network of agents with globally Lipschitz drift dynamics in
the form of (1) with global Lipschitz constant Λ, and neighbor
communication and sensing feedback described in Section II-C
in the sense that lim supt→∞ ‖xi (t)− xL (t)‖ ≤ ε′ with ε′ �
μ∗
√

2
ψ ′

(
2p̄∗2
k supt∈R (‖ẍL‖+ maxi∈VF ‖fi (xL , ẋL )‖)2 + 2k

(
p̄∗L̄B (bẋ + λbx)

)2
) 1

2
and ψ′ � min

{
λ− 2

k (p̄∗ (Λ (1 + λ)

+ λ2
)

+ 1
)2

, k
8 − p̄∗ (Λ + λ)

}
, for any initial conditions

of the agents’ states, provided that Assumptions 1–4
are satisfied, the dwell-time τd satisfies τd ≥ τ ∗d , and
the gain k is selected sufficiently large such that

k > max
{

2
λ

(
p̄∗
(
Λ (1 + λ) + λ2

)
+ 1
)2
, 8p̄∗ (Λ + λ)

}
.

Remark 5: Similar to the steady-state convergence error
bound given in Theorem 1, increasing the gain k diminishes
the bound on the effects of volatility of the follower agents’
dynamics and the leader’s trajectory; however, the bound on
the effect of inaccurate estimates of neighbors’ states is exacer-
bated when increasing the gain k. While this is only an upper
bound on the convergence error, the result suggests that there
may be an optimal selection for the gain k. The discussion in
Remark 3 regarding the effects of the leader trajectory, agent
dynamics, state estimate inaccuracies, and topology type on the
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convergence error ε′ similarly apply here, where the effects of
the agent dynamics on the convergence error are easier to com-
pute due to being globally Lipschitz, i.e., a linear bound can
easily be applied. Note that the above conditions are simplified
under the assumption of no drift dynamics, i.e., fi ≡ 0 for all
i ∈ VF , and thus Λ = 0.

VI. SATISFACTION OF SUFFICIENT CONDITIONS

In this section, bounds are computed for p∗ and p̄∗ so that
the size of S can be lower-bounded with known information,
(13) can be verified, and a value for τd can be computed which
satisfies τd ≥ τ ∗d (a sufficient condition for convergence in The-
orem 1) before the decentralized controller is implemented.

A. A Lower Bound of p∗

Using [16, Theorem 3], p∗ can be lower-bounded
as p∗ ≥ infM ∈LB

1
2
√

λ̄(M T M )
, where the set LB is de-

fined as the set of all possible values for the matrix

−LF −B as LB �
{
−LF −B | aij ∈ [a∗, 1] ,

∑
j∈NFi aij =

1,∀ (j, i) ∈ EF
}

. Because
√

λ̄ (MTM) = ‖M‖ ≤ ‖M‖F for

all M ∈ RF×F , we have that p∗ ≥ infM ∈LB

1
2‖M ‖F ≥

1
2L̄B .

Thus, a parameter p ∈ R can be used to lower bound p∗ us-

ing known information as p∗ ≥ p � 1
2
√
|EF |+F+

∑
i∈VF b

2
i

.

B. An Upper Bound of p̄∗

Due to the sensitivity of the CALE (cf. [17, Theorem 8.3.3]),
it is difficult to find an analytical upper bound for the norm of the
solution of the CALE for an arbitrarily large space of Hurwitz
matrices (cf. [18]). An upper bound can easily be computed if
the Hurwitz matrix argument is also negative definite (cf. [19]),
but the matrix−LF −B may not be negative definite. However,
a bound on the perturbation of the solution to the CALE due to
a perturbation of the matrix argument can be developed using
[17, Theorem 8.3.3] as

‖ΔP (M)‖
‖P (M) + ΔP (M)‖ ≤ 2 ‖ΔM‖ ‖P (M)‖ (19)

where ΔP (M) denotes the perturbation of the solu-
tion of the CALE for a perturbation of the argu-
ment, ΔM , such that (M + ΔM)T (P (M) + ΔP (M)) +
(P (M) + ΔP (M)) (M + ΔM) = −IF , where M,M +
ΔM are Hurwitz matrices. Using (19) and the triangle inequal-
ity, a local bound for the perturbation of the solution of the
CALE for a given Hurwitz matrix M can be developed as

‖ΔP (M)‖ ≤ 2 ‖ΔM‖ ‖P (M)‖2
1− 2 ‖ΔM‖ ‖P (M)‖ (20)

for all ΔM such that M + ΔM is Hurwitz and ‖ΔM‖ <
1

2‖P(M )‖ . Thus, a natural approach to develop an upper bound for
p̄∗ is to iteratively sample in the set P , compute an upper bound
for the variation of the solution of the CALE in a neighborhood
about each sampled point in P , continue until the union of
the considered neighborhoods covers the space P , and use the

Algorithm: 1. Upper bound of p̄∗

v ← 2
p̄← maxM ∈Lv

1
1−ϕ ‖P (M)‖

while minM ∈Lv

ϕ
2‖P(M )‖ <

√
2
(

1−a
v−1

)

v ← v + 1
p̄← maxM ∈Lv

1
1−ϕ ‖P (M)‖

end while

largest upper bound for the solution of the CALE to upper bound
p̄∗. To see that this is possible, consider the following lemma. Let
a ∈ R be a positive known lower bound ofa∗, which can be com-
puted with (2), (4), and bx from Assumption 3. Let the set L̄B

be defined as L̄B � {−LF −B | aij ∈ [a, 1] ∀ (j, i) ∈ EF},
which is a superset of LB and contains only Hurwitz ma-
trices by Lemma 1. Note that the set P is contained within
the set

{P (M) |M ∈ L̄B

}
. Additionally, let the set oper-

ator Δ be defined as Δ (M) �
{
M + ΔM | (M ∈ L̄B

) ∧
(
ΔM ∈ RF×F : ‖ΔM‖ ≤ ϕ

2‖P(M )‖
)}

, where ϕ ∈ R satisfies
0 < ϕ < 1.

Lemma 2: For any finite selection of matrices
{M1 , . . . ,Mw} ∈ L̄B , w ∈ Z>0 , which satisfies
∪n∈{1,...,w}Δ (Mn ) ⊇ L̄B , p̄∗ is bounded above by
p̄∗ ≤ maxn∈{1,...,w} 1

1−ϕ ‖P (Mn )‖.
Proof: See the Appendix. �
Thus, an algorithm to upper bound p̄∗ can be developed which

populates the space L̄B with finitely many {M1 , . . . ,Mw}
until ∪n∈{1,...,w}Δ (Mn ) covers L̄B . The following simple,
finite-duration algorithm accomplishes this by creating a uni-
form mesh of points in (and on the border of) the set
L̄B which is refined until the smallest radius of the closed
balls {Δ (M1) , . . . ,Δ (Mw )} is greater than or equal to the
maximum distance between adjacent points in the uniform
mesh, thereby covering the set L̄B . Let the set Cv be de-
fined as a uniform spacing of v ∈ Z>0 (v ≥ 2) points be-

tween a and 1 inclusively such that Cv �
{
α1 , . . . , αv | αi =

a+ (i−1)(1−a)
v−1

}
, let Lv be defined as the finite set Lv �

{−LF −B | aij ∈ Cv ∀ (j, i) ∈ EF}, and let p̄ ∈ R denote an
upper bound of p̄∗.

The while statement condition in Algorithm 1 is developed us-
ing an upper bound on the distance (in the sense of the Euclidean
norm) between adjacent points in Lv . Adjacent points in the set
Lv differ by a matrix L̃v ∈ RF×F which has ± 1−a

v−1 in an off-

diagonal entry and± 1−a
v−1 on the diagonal entry of the same row.

The distance between adjacent points in Lv can then be upper-

bounded as
∥
∥
∥L̃v

∥
∥
∥ ≤

∥
∥
∥L̃v

∥
∥
∥
F
≤
√

2
(

1−a
v−1

)2
. Also, note that a

larger selection of the parameter ϕ can decrease the number of
iterations in Algorithm 1, but this may result in a more conser-
vative upper bound for p̄∗. While this algorithm theoretically
terminates in finite operations, it may require too many opera-
tions to be feasibly run for a large-sized network. Algorithm 1
is only shown for proof of concept; for actual implementation, a
more sophisticated optimization routine may be developed from
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Fig. 1. Network topology.

Algorithm 1, or a more traditional optimization technique can
be used to approximate p̄∗ or max

{P (M) |M ∈ L̄B

}
.

C. Computation of Sufficient Conditions

With the bounding constants p and p̄ that satisfy p ≤
p∗ and p̄ ≥ p̄∗, the size of the set of stabilizing ini-
tial conditions S can be lower bounded and satisfac-
tion of (13) and τd ≥ τ ∗d can be guaranteed. Specifically,
a conservative estimate S ⊆ S can be computed as S �{
Z ∈ R2Fm | ‖Z‖ < χ

μ

}
, where the constants χ, μ ∈ R are

defined as χ � inf
(

ρ−1
([

1
p̄

√
kψ
3 ,∞

)))

∈ R and μ �
max{p̄ ,1}
min{p,1} . Additionally, (13) is satisfied if the computable in-

equality
3(p̄N̄d )2

k + 3k
(
p̄L̄B (bẋ + λbx)

)2
< ψχ

μ max{p̄ ,1} is sat-

isfied. Finally, τd can be selected such that τd = ln(μ)
ψ

m a x {p̄ , 1 } −β
,

where the tuning parameter β ∈ R is selected such that 0 <
β < ψ

max{p̄ ,1} . The inequality τd ≥ τ ∗d is clearly satisfied if β∗

is assigned as β∗ = β. As with β∗, the selection of β involves
a trade-off between convergence rate and the frequency of an
agent’s edge weight updates.

The estimates p and p̄ may also be used to satisfy the
gain condition and approximate the convergence error given in
Corollary 1. Note that the methods used to compute the bounds
p and p̄ in Sections VI-A and VI-B produce conservative esti-
mates. More sophisticated optimization approaches may yield
less conservative bounds and take less computational resources.

VII. SIMULATION

While the preceding theory guarantees approximate synchro-
nization using the developed reputation-based synchronization
method provided that the given sufficient conditions are met, it
does not theoretically demonstrate improved convergence time
or ultimate synchronization error compared to other methods.
A simulation study is performed in this section to compare
the performance of the developed reputation-based technique
against another reputation-based control technique. The perfor-
mance of the consensus weight update law given in (2)–(4)
with the controller in (7) is demonstrated using the four-agent
network depicted in Fig. 1 and the heterogeneous nonlinear

dynamics ẍi = −υi ‖ẋi‖2
[

cos (θi)
sin (θi)

]

+ ui , which represents a

simplified model of a vehicle affected by drag, where the vec-
tor υ =

[
5.0 5.5 4.5 4.0

]T
represents the agents’ constant

drag coefficients, and θi represents the heading of agent i, which
can be computed using atan2(ẋi,2 , ẋi,1). The only nonzero

pinning gain is selected as b1 = 3 and the control gains are
selected as k = 60, λ = 20. The tuning parameter s and con-
stant t̄, used in the trust metric in (2), are selected as s = 1 and
t̄ = 10 s. The gains used in the reputation algorithm in (3) are
selected as ηζ i = 10, ησi = 0.1 for all i ∈ VF . The simulation
is meant to model a real-world scenario in that it is anticipated
that the trust values will be lower-bounded as σij ≥ 0.2 for all
i ∈ VF , j ∈ NFi , which, as previously mentioned, implies that
ζij ≥ 0.2 for all i ∈ VF , j ∈ NFi . The MATLAB optimization
routine fmincon is executed to obtain estimates of p∗ and p̄∗

using the gains k and λ, the network topology depicted in Fig. 1,
the pinning gain b1 , and the bounds 0.2 ≤ ζij ≤ 1, resulting in
the estimates p = 0.119 and p̄ = 8.28. The dwell-time for the
consensus weight updates is then computed as τd = 2.4 s us-
ing the assignment β = 0.001 2ψ

max{p̄ ,1} . The agents’ onboard
sensor equipment is modeled to have a frequency of 20 Hz,
where at each sensor measurement an agent has a 50% chance
of sensing a neighbor. Only one neighbor can be observed in
a single sensor measurement, and the neighbor seen is a ran-
dom selection, where each neighbor is equally likely to be seen.
The onboard position estimates are modeled to be affected by
an offset such that x̂i = xi + Δxi , where Δx1 =

[
1 1

]T
,

Δx2 =
[−1 −1

]T
, Δx3 =

[
0.5 sin (t)

]T
, and Δx4 =⎧

⎪⎨

⎪⎩

[
−0.5 −0.5

]T
if t < 60

(90 + 30 sin (7t))
[
1 1

]T
if t ≥ 60

. Thus, agents 1-4

have very accurate (but not perfect) estimates of their posi-
tion from 0-60 s. After 60 s, the position estimate maintained by
agent 4 becomes very inaccurate, which may be due to onboard
localization sensor failure, for example. The onboard veloc-
ity estimates are similarly affected as ˙̂xi = ẋi + d

dt (Δxi). The
network-wide objective is to track the leader state trajectory,
which evolves as xL =

[
sin (t) 0.5 cos (t)

]T
.

To demonstrate the benefit of updating the consensus weights
based on reputation, consensus weights are updated after the
closed-loop system has come to steady-state. The first update
occurs at 120 s and the agents’ updates are staggered in time in
intervals of τd . The benefit of the consensus weight updates is
shown in the plot of the leader-tracking error in Fig. 2, where
the leader-tracking error of agent 4 is high due to its very in-
accurate state estimate, and is therefore omitted. The tracking
error of agent 1 is less affected by the inaccurate position and
velocity estimates of agent 4 since agent 1 is directly connected
to the leader; however, the effects of agent 4 percolate through
the network and severely worsen the tracking performance of
agents 2 and 3, as shown in Fig. 2. The deleterious effects of
agent 4 are mitigated by the trust measurements, neighbor rep-
utations, and consensus weight updates, shown in Figs. 3–5.
Upon achieving steady-state using consensus weight updates,
the leader-tracking errors return to values similar to those ob-
tained when agent 4 had very accurate position estimates.

Note that the trust values went below the anticipated lower
bound of 0.2, where the lower bound 0.2 was used to compute
the update dwell-time. However, the closed-loop system is still
stable, which emphasizes the fact that the given conditions are
only sufficient, and lower dwell-times than τd may also provide
stability.
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Fig. 2. Leader-tracking error.

Fig. 3. Trust measurements.

Fig. 4. Neighbor reputations.

Fig. 5. Dynamically updated consensus (adjacency) weights.

Fig. 6. Neighbor reputations produced by the alternative reputation algorithm
in (21).

The benefit of weighting the contributions of neighbor recom-
mendations based on their reputations, seen by the multiplica-
tion by ζin in (3), is demonstrated by performing the simulation
again without the multiplicative term ζin in (3). The resulting
reputation algorithm that omits ζin , shown in (21), resembles
the reputation algorithm given in [10], where ζ ′ij denotes the
alternative reputation measure obtained with the algorithm in
(21).

ζ̇ ′ij =
∑

n∈NFi ∩NFj
ηζ i
(
ζ ′nj − ζ ′ij

)
+ ησi

(
σij − ζ ′ij

)
(21)

The simulation results show that, compared to the results ob-
tained using the reputation algorithm in (3), the reputation al-
gorithm in (21) produces 19.7% worse leader-tracking perfor-
mance in terms of the RMS leader tracking error magnitudes
summed across each agent (i.e.,

∑
i∈{1,2,3} rms ‖xL − xi‖)

from 160 to 180 seconds (i.e., steady state, after updates
to the consensus weights began). The neighbor reputations
for this second simulation are shown in Fig. 6, where the
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reputations of well-localized agents, ζ21 , ζ32 , ζ13 , are lower
compared to the results produced by the reputation algorithm
in (3). The reputations are diminished because the recommen-
dation by agent 4 is not weighted by the reputation of agent 4,
unlike in the algorithm in (3).

VIII. CONCLUSION

A decentralized controller and reputation algorithm which
updates consensus weights were developed for approximate
synchronization to the leader agent’s state, where the reputa-
tion algorithm uses the discrepancy between unreliable com-
municated information and intermittent neighbor sensing data
of a neighbor agent in collaboration with mutual neighbors.
The leader-follower network topology is modeled as strongly-
connected and static, but the updates of consensus weights
produce a switched system. Approximate synchronization is
ensured through a Lyapunov-based stability analysis and tech-
niques from switching control theory, which help develop a
dwell-time for the follower agents’ consensus weight updates.
Whereas most switched control approaches develop a dwell-
time based on a finite number of possible structures for the
closed-loop dynamics, the dwell-time discussed in this work is
based on bounds of the minimum and maximum eigenvalues of
the solution to the CALE over a space of Hurwitz matrices due
to the infinite number of possible combinations of the network
consensus weights; to the authors’ knowledge, this technique is
novel.

Some exciting results may be extended from this research. In
particular, these developments can be extended to devise more
sophisticated context-dependent reputation algorithms, an aug-
mentation to the decentralized controller which decides when to
sever neighbor connections, and an observer which determines
a more accurate estimate of neighbors’ states given unreliable
communication and accurate intermittent neighbor sensing. Ad-
ditionally, while communication of inaccurate position informa-
tion could be considered as malicious instead of unintentional in
the framework considered in this paper, the convergence analy-
sis assumes that each agent follows the prescribed decentralized
control law, which keeps the agents from being considered com-
pletely malicious. Similar to [9], future research may address
consideration of fully malicious agents in the design of a repu-
tation algorithm.

APPENDIX

Proof of Lemma 1: By Assumption 1 and [20, Lemma 4.6],
the left eigenvector p = [p1 , . . . , pF ]T ∈ RF of LF associated
with the (simple) zero eigenvalue has all positive entries. Let
ξ = [ξ1 , . . . , ξF ]T ∈ RF \ {0}, where 0 denotes the origin of
the appropriate dimension. Because pT LF = 0, we have that
pidi =

∑F
j=1 pjaji , and hence

∑F
j=1 piaij =

∑F
j=1 pjaji for

all i ∈ VF , which gives the relation

F∑

i=1

F∑

j=1

piaij ξi (ξi − ξj )

=
F∑

i=1

F∑

j=1

piaij ξ
2
i −

F∑

i=1

F∑

j=1

piaij ξiξj

=
F∑

i=1

F∑

j=1

pjajiξ
2
i −

F∑

i=1

F∑

j=1

piaij ξiξj

=
F∑

i=1

F∑

j=1

piaij ξ
2
j −

F∑

i=1

F∑

j=1

piaij ξiξj

=
F∑

i=1

F∑

j=1

piaij ξj (ξj − ξi) . (22)

Let Q ∈ RF×F be defined as Q � P (LF +B) +
(LF +B)T P , where P � diag {p1 , . . . , pF} ∈ RF×F .
The relation in (22) facilitates the expression of the product
ξT Qξ as

ξT Qξ = ξT PLFξ + ξT LTFPξ + ξT PBξ + ξT BPξ

= 2ξT PLFξ + 2ξT PBξ

= 2
F∑

i=1

F∑

j=1

piξiaij (ξi − ξj ) + 2
F∑

i=1

pibiξ
2
i

=
F∑

i=1

F∑

j=1

piaij ξi (ξi − ξj ) +
F∑

i=1

F∑

j=1

piaij ξj (ξj − ξi)

+ 2
F∑

i=1

pibiξ
2
i

=
F∑

i=1

F∑

j=1

piaij (ξj − ξi)2 + 2
F∑

i=1

pibiξ
2
i .

Clearly, ξT Qξ ≥ 0. Suppose that ξT Qξ = 0 for some ξ ∈
RF \ {0}, which requires that

∑F
i=1
∑F

j=1 piaij (ξj − ξi)2 =
0 and

∑F
i=1 pibiξ

2
i = 0. Because GF is strongly connected and

ξ ∈ RF \ {0} ,∑Fi=1
∑F

j=1 piaij (ξj − ξi)2 = 0 if and only if
ξ = α1F , where α ∈ R \ {0} and 1F ∈ RF denotes a vector
of ones. However, if at least one follower agent is connected
to the leader, then

∑F
i=1 pibiξ

2
i > 0 for all ξ ∈ span {1F} \

{0}, which results in a contradiction. Hence, ξT Qξ > 0 for
all ξ ∈ RF \ {0}, i.e., Q is positive definite. Therefore, be-
cause P is positive definite and symmetric and the matrix
P (−LF −B) + (−LF −B)T P is negative definite by the
definition of Q, we have by [21, Theorem 8.2] that −LF −B
is Hurwitz.

Proof of Lemma 2: Because sup
{‖P (M)‖ |M ∈ L̄B

}
is

bounded, the ball Δ (M) is non-vanishing for any M ∈ L̄B .
Additionally, because sup

{‖P (M)‖ |M ∈ L̄B

}
is bounded,

P is continuous in the non-vanishing neighborhood Δ (M) ∩
L̄B for every M ∈ L̄B by (20), which implies that P is con-
tinuous over L̄B . Hence, because P is continuous over L̄B

and L̄B is compact, the set
{P (M) |M ∈ L̄B

}
is com-

pact, and therefore there exists a matrix M0 ∈ L̄B such that
‖P (M)‖ ≤ ‖P (M0)‖ for every M ∈ L̄B . Thus, for any fi-
nite selection of matrices {M1 , . . . ,Mw} ∈ L̄B which satisfy
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∪n∈{1,...,w}Δ (Mn ) ⊇ L̄B , we have that

p̄∗ ≤ ‖P (M0)‖
≤ max

n∈{1,...,w}
max

ΔM ∈Δ (Mn )
(‖P (Mn + ΔM)‖)

= max
n∈{1,...,w}

max
ΔM ∈Δ (Mn )

(‖P (Mn ) + ΔP (Mn )‖)

≤ max
n∈{1,...,w}

1
1− ϕ ‖P (Mn )‖

by the fact that P ⊂ {P (M) |M ∈ L̄B

}
, the definition of

Δ (·), the upper bound in (20), and the triangle inequality. Note
that ‖ΔP (Mn )‖ is kept bounded by introducingϕ in the defini-
tion ofΔ to keep the denominator in (20) from being arbitrarily
close to zero.
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[10] T. Haus, I. Palunko, D. Tolić, S. Bogdan, and F. L. Lewis, “Decentral-
ized trust-based self-organizing cooperative control,” in Proc. IEEE Eur.
Control Conf., Strasbourg, France, 2014, pp. 1205–1210.

[11] B. Khosravifar, M. Gomrokchi, and J. Bentahar, “Maintenance-based trust
for multi-agent systems,” in Proc. 8th Int. Joint Conf. Auton. Agents Mul-
tiagent Syst., vol. 2, Budapest, Hungary, 2009, pp. 1017–1024.

[12] K. Govindan and P. Mohapatra, “Trust computations and trust dynamics in
mobile adhoc networks: A survey,” IEEE Commun. Surv. Tutor., vol. 14,
no. 2, pp. 279–298, 2012.

[13] D. Liberzon, Switching in Systems and Control. Basel, Switzerland:
Birkhauser, 2003.

[14] R. Kamalapurkar, J. A. Rosenfeld, J. Klotz, R. J. Downey, and
W. E. Dixon, “Supporting lemmas for RISE-based control methods,”
arXiv:1306.3432v3, 2014.

[15] H. K. Khalil, Nonlinear Systems, 3rd ed. Upper Saddle River, NJ: Prentice
Hall, 2002.

[16] J. J. Montemayor and B. F. Womack, “Comments on “on the Lyapunov ma-
trix equation”,” IEEE Trans. Autom. Control, vol. AC-20, no. 6, pp. 814–
815, 1975.

[17] B. N. Datta, Numerical Methods for Linear Control Systems: Design and
Analysis. London, U.K.: Elsevier Academic Press, 2004.

[18] M. Konstantinov, D.-W. Gu, V. Mehrmann, and P. Petkov, Perturbation
Theory for Matrix Equations, ser. Studies in Computational Mathematics,
C. K. Chui, P. Mond, and L. Wuytack, Eds. Elsevier, 2003, vol. 9.

[19] S.-D. Wang, T.-S. Kuo, and C.-F. Hsu, “Trace bounds on the solution of
the algebraic matrix Riccati and Lyapunov equation,” IEEE Trans. Autom.
Control, vol. AC-31, no. 7, pp. 654–656, 1986.

[20] E. Semsar-Kazerooni and K. Khorasani, Team Cooperation in a Network
of Multi-Vehicle Unmanned Systems: Synthesis of Consensus Algorithms.
New York: Springer, 2013.

[21] J. P. Hespanha, Linear Systems Theory. Princeton, NJ: Princeton Univer-
sity Press, 2009.

Justin R. Klotz received the Ph.D. degree in me-
chanical engineering from the University of Florida,
Gainesville, in 2015, where he was awarded the Sci-
ence, Mathematics and Research for Transformation
(SMART) Scholarship, sponsored by the Department
of Defense.

His research interests include the development
of Lyapunov-based techniques for reinforcement
learning-based control, switching control methods,
delay-affected control, and trust-based cooperative
control.

Anup Parikh received the B.S. degree in mechanical
and aerospace engineering, the M.S. degree in me-
chanical engineering, and the Ph.D. in aerospace en-
gineering from the University of Florida, Gainesville.

Currently, he is a Postdoctoral Researcher at San-
dia National Laboratories, Albuquerque, NM. His
primary research interests include Lyapunov-based
control and estimation theory and application in
autonomous systems.

Teng-Hu Cheng received the Ph.D. degree from
the Department of Mechanical Engineering, Univer-
sity of Florida, in 2015, under the supervision of
Dr. Dixon.

In 2016, he joined National Chiao Tung Uni-
versity in the Department of Mechanical Engineer-
ing. His research interests include networked system
control, switched control, event-driven control, and
nonlinear control.

Warren E. Dixon (F’16) received the Ph.D. degree
from Clemson University, Clemson, South Carolina,
in 2000.

He is an Newton C. Ebaugh Professor of Mechan-
ical and Aerospace Engineering at the University of
Florida, Gainesville. His main research interest has
been the development and application of Lyapunov-
based control techniques for uncertain nonlinear sys-
tems. His work has resulted in various early career
and best paper awards.

Dr. Dixon is also a Fellow of ASME.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


