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Sparse Learning-Based Approximate Dynamic
Programming With Barrier Constraints

Max L. Greene ", Patryk Deptula

Abstract—This letter provides an approximate online
adaptive solution to the infinite-horizon optimal con-
trol problem for control-affine continuous-time nonlinear
systems while formalizing system safety using barrier
certificates. The use of a barrier function transform pro-
vides safety certificates to formalize system behavior.
Specifically, using a barrier function, the system is trans-
formed to aid in developing a controller which maintains
the system in a pre-defined constrained region. To aid
in online learning of the value function, the state-space
is segmented into a number of user-defined segments.
Off-policy trajectories are selected in each segment, and
sparse Bellman error extrapolation is performed within
each respective segment to generate an optimal policy
within each segment. A Lyapunov-like stability analysis is
included which proves uniformly ultimately bounded regu-
lation in the presence of the barrier function transform and
discontinuities. Simulation results are provided for a two-
state dynamical system to compare the performance of the
developed method to existing methods.

Index Terms—Data-based control, dynamic program-
ming, nonlinear control, optimal control, reinforcement
learning.

|. INTRODUCTION

HEN formulating optimal control problems, the
Hamilton-Jacobi-Bellman Equation (HJB) provides an
optimality condition. The designed optimal control policy
depends on the value function [1], [2]. However, it is generally
difficult to solve the HJIB due to system uncertainties and non-
linearities. Approximate dynamic programming (ADP) [3]—[8]
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is a strategy to learn the value function. By obtaining an
approximate value function, a stabilizing and approximate
control policy can be developed.

A challenge for ADP methods, unlike traditional adap-
tive methods, is the need to simultaneously identify uncertain
parameters. Traditional adaptive control methods require a
persistence of excitation (PE) condition to exactly learn the
approximate optimal policy [9]-[12]. The difficulty associated
with the PE condition, which, generally, cannot be verified
for nonlinear systems, motivates ad hoc methods, which can
potentially affect performance or destabilize the system. To
relax the PE condition, concurrent learning-based system iden-
tifiers that use recorded data for learning the value function
are used [13]-[15].

In ADP, the Bellman Error (BE) is used as a performance
metric, which is an indirect measure of the estimation of
the value function along the system trajectory. Previous work
(see, [5], [16], [17]) showed that if the system dynamics are
known, then the dynamic model can be used to evaluate the
BE at any number of arbitrary points in a system’s state-
space. This process is called BE extrapolation. Works such
as [13], [16] explore the case of uncertain, linear parameter-
izable dynamics in which the system identification and value
function approximation are simultaneously performed using
BE extrapolation. Results such as [5], [18] use NNs that pro-
vide sufficient value function approximation in a neighborhood
of the current state. BE extrapolation is typically performed
by selecting off-trajectory points around the neighborhood of
the current state. Since a global value function approxima-
tion is desired, BE extrapolation is sometimes performed over
the entire state-space, which is computationally expensive.
Increasing the number of basis functions may better esti-
mate the value function, however, this is not computationally
efficient.

Sparse neural networks (SNNs), like conventional NNs,
are a tool to facilitate learning in uncertain systems
(see, [19]-[23]). SNNs have been used to reduce compu-
tational complexity in NNs by decreasing the number of
active neurons; hence, reducing the number of computations
overall. Sparse adaptive controllers have been developed to
update a small number of neurons at certain points in the
state-space in works such as [21]. Sparsification encourages
local learning through intelligent segmentation [20]. A SNNs
architecture can facilitate learning without relying on a high
adaptive learning rate [23]. In practice, high learning rates can
cause oscillations or instability due to unmodeled dynamics
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in the control bandwidth [23]. SNNs create a framework for
switching and segmentation as well as computational bene-
fits due to the small number of active neurons. Sparsification
techniques enable local approximation across the segments,
which characterizes regions with significantly varying dynam-
ics or unknown uncertainties.

Barrier functions (BFs) have been used to generate safety
certificates for control systems [24], [25]. Ensuring safety
of dynamical systems is desirable for the implementation
of control systems. BFs have a natural relationship with
Lyapunov-like functions, set invariance, and multi-objective
control. A balance exists between satisfying both the control
objectives of a system and the safety constraints of the envi-
ronment [26]. BFs have been previously used with ADP [27],
but not always in the context of safety certificates. The results
in [28] and [29] provide a united framework for solving the
optimal control problem online while still providing formal
guarantees of performance and correctness.

This letter leverages the BF transformation developed in the
model-free ADP controller in [29] for the development of a
model-based ADP controller. The model-free result in [29]
evaluates the BE only along the system trajectory, resulting
in the typical exploration versus exploitation tradeoff. A con-
tribution of this letter is the development of a framework for
sparse BE extrapolation (motivated by [5], [16], [17]) for off-
trajectory learning of the value function, while also adhering
to state-space constraints (unlike [5], [16], [17]). Specifically,
this letter provides a first investigation of BE extrapolation
using a state-constraint BF transform. The unique combina-
tion of BE extrapolation with the use of a BF raises new
questions such as which states should be transformed (e.g.,
there is a computational penalty for each state transforma-
tion), should the BF transformation be applied before or
after the BE extrapolation (i.e., in what space should the
extrapolation be performed), and what are the implications
of history stack updates in the transformed state-space. The
subsequent design and Lyapunov-based stability analysis pro-
vides the first exploration of such questions in a manner that
yields uniformly ultimately bounded (UUB) convergence of
the transformed states. Simulation results are presented for a
two-state dynamical system to compare the developed method
to existing methods. Specifically, the developed model-based
RL approach with BFs, segmentation, and sparse BE extrapo-
lation can be applied to systems to achieve online approximate
optimal control with additional safety guarantees.

[l. BARRIER FUNCTIONS

Consider the continuous-time control-affine nonlinear
dynamical system

x =f(x(®) + g(x(@)u(r) (D

with initial condition x(0) = xo € R", where x : R>g — R”
denotes the system state, u : R>o — R™ denotes the con-
trol input, f : R” — R" denotes the drift dynamics, and
g : R" — R™ g the control effectiveness. The goal is to
design a control policy u for the system in (1) while regulating
the system state, x = [xq, .. L xa]T, to the origin while also
ensuring the states lie within distinct user-specified sets (i.e.,
within the user-defined barriers) such that

x € (@, A)Vi=1,...,N, )

where a € R" and A € R” represent the vectors of all lower
and upper bounds of the sets, respectively, with a¢; € R and
A; € R being the i row of a and A, respectively, where
i € Z([1, N]. Let a logarithmic BF, b : Rx R x R — R, be
defined as

Ajaj—z

b(z;, aj, A;) 5111(—
a; Ai — z;

), Vzi € (ai, Ap), 3)

such that the constants a; and A; satisfy a; < 0 < A;, z; € R,
and the inverse of the BF in (3), is
i
-1 €
b™ (zi,ai, A) = aiAi—. 4
efig; — A;

The logarithmic BF in (4) is as a tool to ensure the system
remains within the user-defined barriers. To this end, the
derivative of (4) is taken with respect to z; to yield

db~'(zi, aj, A)) a?A; — aiA?
dz; aizezi — 2A;a; +Al-2€_zi .
Let s5; € R be the state-space to barrier-space coordinate
transformed state such that

S; = b(x,-,a,-,A,,-). (6)

Using (4), the transformation from the barrier-space to the
state-space is

&)

xi=b"(si, a1, A), )
Taking the time-derivative of (7) and rearranging yields
(a?e’i — 2A;a; + AFe™)

S = Xi. 8
1 alel _ a[Alz 1 ( )
Using (1) in (8) results in the transformed state
Si = Fi(si, ai, Ai) + Gi(si, ai, Aju(t), )
where
2 ,8i 2 ,—si
aze’ —2A;a; + Ase
Fi(si, ai, Aj) = < R TPy )
azA, — a,A;
X (fi(bil (si, aivA,i))),
2 ,8i 2 ,—si
ase’ —2A;a; + Ase”
Gi(si, ai, A)) & | ———1
azAn — anA;

X gi<b71(5i’ ai»A,i)),

and b=1(s;,a;,A;) with f; : R — R and g; : R — R
being the i row of the functions f and g in (1), respectively.
The transformed states s = [sq, ..., s,]’ € R" can be written
using (8) in a compact form as

§ = F(s) + G(s)u(r),

where F(s) £ [Fi(s1,ar,Ay) F(sp, an, Ap) 17 and
G(s) £ [Gi(s1,a1,A1) Gy (sp, an»An)]T-

The drift dynamic, F, is assumed to be a locally Lipschitz
function with F(0) = 0, where F' : R" — R"™" is con-
tinuous.! There exists a constant by, such that for x C &,
IF(s)II < bylisll, where & C R" is a compact set con-
taining the origin. The system is assumed to be controllable
over the compact set ®, and the control effectiveness, G, is
assumed to be a locally Lipschitz function and bounded such
that 0 < |G(x)|| < G, where G € Rxy.

(10)

IThe notation (-)’ denotes the partial derivative with respect to the first
argument of the function.
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I11. APPROXIMATE OPTIMAL CONTROLLER
DEVELOPMENT

The control objective is to solve the infinite-horizon optimal
regulation problem, i.e., determine a control policy, u, that
minimizes the infinite horizon cost function, J : R” x R —
R0, defined as

[e¢)
J(s, u) é/ r(s(z), u(r))dr, (11)
fo

subject to (1) while regulating the system states to the origin
(i.e., s = 0), where r : R" x R" — R is the instantaneous
cost defined as r(s, u) £ s Os+u’ Ru, Q € R is a constant
user-defined symmetric positive definite (PD) matrix, and R €
R™*™ ig a constant positive definite symmetric matrix.

Remark 1: The state cost matrix, Q, satisfies gl, < Q < gl,
where ¢, G € R, and I, represents the n x n identify matrix.

The “infinite horizon value function (i.e., the cost to go)
for the optimal solution is denoted by V* : R* — Rxg and
given by

min
u(r)el, reR>;

[e¢)
Vi) = | @ a2
t
where U € R™ denotes the action space. Provided and optimal
control policy exists, the value function is characterized by the

corresponding HIB
0= min (V¥(s)(F(s) + G(s)u) +s" Qs + u' Ru), (13)
u(r)elU

with the boundary condition V*(0) = 0. Provided the HJB
in (13) admits a continuously differentiable PD solution, then
the optimal closed-loop control policy u* : R" — R™ is
u*(s) = —3RIG()T (V¥ (s)T.

A. Value Function Approximation

The HIB in (13) requires knowledge of the optimal value
function, which, generally, is an unknown function for nonlin-
ear systems. Parametric methods can be used to approximate
the value function over a compact domain. To facilitate the
solution of (13), let 2 C R” be a compact set containing
the origin with s € Q. The universal function approximation
property of single-layer NNs is used to represent the value
function, V*, as

V¥(s) = Wlo(s) + e(s), (14)

where W € RL is an unknown bounded weight, o : R” — RE
is a user-defined vector of basis functions, and € : R” — R
is the bounded function approximation error. Solving (13) for
u and using (14), the approximate optimal control policy, u*,
can be expressed in terms of the gradient of the value function,
V*, as
u*(s) = —%R_IG(S) (o')W +€s)7). (15)
There exists a set of constants that upper bound the
unknown weight vector, W, the user-defined basis vector,
o, and approximation error, €, such that W] < W,
Supseq o < 5. supeqllo’l = o7, supegllel < &
sup,eq €'l < €', where W, o, o', €, ¢ € Rog (see, [3],
[30], [31]).

Since the ideal weights are unknown, a parametric estimate,
called a critic weight, W, € RL is substituted to estimate the
optimal value function, V : R" x RL — R where

V(s, Wc) = WTo(s). (16)
An actor weight estimate, Wa € RL, is used to provide an
estimated version of (15), &t : R” x Rl — R™, given by

ﬁ(s, Wa> - —%R—lc(s)T(o’(s)TWa). (17)

B. Bellman Error

The HIB in (13) is equal to zero under optimal conditions;
however, substituting (16) and (17) into (13) results in a resid-
ual term, § : R” x RL x RE — R, which is referred to as the
BE, defined as

3 (s, W, W) ES f/’(s, W) (F(s) + G(s)it(s, W))
+ a<s, Wa>TRa(s, Wa) +5Tos  (18)

where V'(s, W,) = WCT o’ (s) denotes the gradient of the value
function estimate. The BE is indicative of how close the actor
and critic weight estimates are to the ideal weights. By defin-
ing the mismatch between the estimates and the ideal values
as W, 2 W—W, and W, £ W—W,, substituting (14) and (17)
in (13), and subtracting from (18) yields

o | - -
§= ngcgwa — "W+ 0(e), (19)

where w : R" x RE — R” is defined as
a)(s, W) 2 5'(s) (F(s) + G(s)it(s, W))

and O(e) £ %WTO’/GRS/T + %GS —¢'F.2

C. Sparse Bellman Error Extrapolation

At each time instant, the BE in (18) is calculated using
the control policy given by (17) evaluated using the current
system state, critic weight estimates, and actor weight esti-
mates to obtain the instantaneous BE denoted by S(t) £
8(s(f), We(r), Wa(r)) and control policy denoted by u(r) £
u(s(1), Wa(t)). Our previous work in [22] explored using the
computational efficiency of SNNs and segmentation to extrap-
olate the BE, so that the BE can be active across the active
state-space, thereby relaxing the traditional PE condition. The
benefit to performing BE extrapolation across multiple seg-
ments is that the process can be performed in parallel. Since
SNNs are more efficient than traditional full-weight neurons
in this application, BE extrapolation within multiple segments
can be computed simultaneously.

To relax the strictness of the PE condition, virtual excita-
tion using BE extrapolation is performed. The state-space is
divided into a user-specified number of segments. Let the oper-
ating domain €2 be a partition into S € N segments such that
S £ {j e N|j < S} defines the set of segments in the operating
domain as Q@ = J;_, ;.

2The notation Gg, G, and Gy is defined as Gg = Gr(s) £ G(s)R™1G(s)7,
Go = Gy 2 o'(9)Gr(s)0' ()T, and Ge = Ge(s) 2 &()G)e ()T,
respectively.
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Each segment is assigned a user-specified number and loca-
: : . . Nj
tion of off-trajectory points, {s;; : s;; € €2;};,Z,, where N; € N
denotes the user—speciﬁed number of points in the segment £2;,
and x; j = b~ (s J» @i» Ai). Using the extrapolated barrier-space
trajectories, s;; for a given j € S, the tuple (£, =, E{-) is

defined as the history stack corresponding to Q; where . &
1 Nj  wij(t) 3 YN | N;j m Wa(t)w (t) J A
ﬁjzz 1 p,,(t)sll(t)’ Yo = MZ;‘ 1 ,4p,j(t) . Xy =

B OO 1) 2 s, Walh) = o' (51, (Flsi) +
G(sipu(sij, Wa(0)), pij(t) =1+ vng(t)r(t)wi,j(t)v and v €
R-g are user-defined gains. Furthermore the notation Gg =
Gr(s) £ G(s)R™ lGT(S) Go = Go(s) £ 0/(9)Gr(s)0"7 (s),
and Ge = Ge(s) £ €' (s)Gr(s)e' (s).

Remark 2: BE extrapolation is performed in the barrier-
space since function approximation is taken in a compact set
over the barrier-space.

Assumption 1: Over each segment j € S, there exists a finite
set of trajectories {s;; : s;; € Qj}?il such that

O<c2 inf xmm{zfr(t)},

teJRZo,jeS

(20)

for all # € R0, where Apin{-} is the minimum eigenvalue.
Remark 3: The constant ¢ is the lower bound of the value
of each input-output data pair’s minimum eigenvalues.

D. Update Laws for Actor and Critic Weights

Using the instantaneous BE 5(0), policy u(t), and extrap-
olated BEs §;;(¢), the critic and actor weights are updated
according to

Wet) = =i 830) i), @
T
() = (Hm . F(t)w(t)zw(t) T 22)
p=(0)
= T (ZHO)FO) ey <r).
Wa®) = =t (Wal) = We®) = na2Wa(0)
Ne1GL(OWa(D0T (1) -
W,
.4p(f) ®
+ (nc'Zzé(t))Wc(t)a (23)

where 7.1, 1¢2, Nal» Na2, A are positive constant learning gains,
I, € R. are upper and lower bound saturation constants,’
and 1 denotes the indicator function.*

IV. STABILITY ANALYSIS

To facilitate the analy§is, tl~1e notation 6 is defined as 6 £
sup,co (). Let r £ [sT, WI', WI'T denote a concatenated state,

3 [IT ()] is upper and lower bounded by some user-defined saturation gains,
T and T, respectively. Using (22) ensures that I < |I'(®)|| < T for all
teR.g, where " € R. .

4The indicator function in (22) can be removed provided p and p; are
changed to p =1 + vol w and pi=1+ va)iTwi, and additional assumptions
are included for the regressors ‘”Ef)) and E]I‘ (?) in order for I"(7) to be bounded
(see, [S], [18]).

and let V, : R"™2L x R. — R be a candidate Lyapunov
function defined as
* [ E R lsrs
Vi(r,n) =V"(s) + EWC r—owe+ EW" Wa,  (24)
which, using the positive definiteness of V*
and [32, Lemma 4.3], can be bounded as y/(||r]]) <
Vi(r, t) <vi(||rl) for class Koo functions v, vy : R>0 — Rao.

Using (22), the normalized regressors % and ’; can be

1
bounded as sup;cg_, ||%|| < ST
SUPcR._,, II%II =< ﬁ for all s; € Q; for all j € S. The matri-

for all s € Q and

ces Gr and G, can be bounded as sup,.q ||G|| < )Lmax{R_l}g2
and sup,eq |Gsll < (0'2)*Amax{R™1Y, respectively, where
Amax{-} denotes the maximum eigenvalue.

Theorem 1: Provided the class of dynamics in (10),
Assumption 1, and the sufficient gain conditions

1 _
Nat + Na2 > \/T_E(ncl + 1) WG, (25)
—_—2
_ 30 3(e + 1) IIWIIHGo | 26)
- Ne2 16V£n62(7]a1 + naZ) ’
v () <5 (), 27)

hold, then the system state s(¢) in (10), weight estimation
errors Wc(t) and W, (1), and policy u(t) are UUB.

Proof: Let z(t) for t € Rso be a Filippov solution
to the differential inclusion z € KI[h](z), where K[ -] is
defined in [33] and h : R+ RAH2L4LY g defined
as h 2 [§7, VVCT, Wg,vec(f_l)T]T. Due to the disconti-
nuity in the update laws in (21)-(23), the time derivative
of (24) exists almost everywhere (ae., i.e., for almost all
t € Rsp) and Vi (2) ‘& Vi(z), where V is the general-
ized time-derivative of (24) along the Filippov trajectories of
z = h(z) [34]. Using the calculus of K[ -] from [34], and
V*(s) = V¥(s)(F(s) + G(s)u(t)), then substituting (21)-(23)
yields
Vi € V¥(F + Gu) —

( a0 25 — K[ ])

NN

3 lWTF—l AT — — Inek|i|r|r—tw,
> e Nel Ne2 I ¢
— WT(—Ual (Wa(t) — WC(I)> - UaZWa(t))

| e GI (W, (D™ (1)
‘ 4p(1)

We(®) + K[ We }
(28)

Using the class of dynamics in (10), Assumption 1, and
substituting the sufficient conditions in (25) and (26) yields

VLS —v1zi. viIZ| > v, (D), Vt € R, (29)
where
aIxX1?  (ar + na2) 412 12
izl < =5—+ - T 2 W + ;Z-HWL.! ., (30)

where [/ is a known positive constant.
Since (24) is a common Lyapunov function across each seg-
ment j € S, [32, Th. 4.18] can be invoked to conclude that
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r is UUB such that limsup,_, ., I7l < v; ' @(v; ' (). Since
r € Loo, it follows that s, W,, W, € Loo,W,, Wy € Lo, and
u € Loo. Moreover, if s € L, by (4) x € L and satisfies
x; € (aj,A;) foreachi e {1,...,n}. ]

Remark 4: The sufficient condition in (25) can be satisfied
by increasing the gains 7, and v, and selecting a penalty
weight matrix R such that Amax iR~} is small. Selecting
a R with a large minimum eigenvalue and a large gain v
will also help satisfy the gain condition in (26) by decreas-
ing the right-hand-side. The sufficient condition in (26) can
be satisfied by selecting off-policy trajectories for sparse
BE extrapolation in each €2; such that the minimum eigen-
value ¢ < ¢; = infep_ {Z[.(1)} is large enough for each
j € S.° Provided the basis functions used for approximation
are selected such that ;, g, and &' are small, and 942, Amax{R},
v, and ¢ are selected sufficiently large, then the sufficient
condition in (27) can be satisfied.

V. SIMULATION

To demonstrate the performance of the developed method
for a nonlinear system, simulation results are performed for the
two-state dynamical system described in [35]. The simulation
is performed with the system given in (1) where x = [x, 0],

fO =1 1 1 S 0
—Ly = Lo (1 = (cos2x) +2)2)

and

0
8l = |:cos(2x1) + 2]‘ @D

The control objective is to minimize (11), where Q =
diag{0.01,0.1} and R = 0.1. To approximate the value
function, a polynomial basis is selected as o(s(t)) =
[s%(t),sl(t)sz(t),s%(t)]T. The barrier sets as defined in (2)
are x; € (—5.25,0.25) and x» € (—0.25,5.25). To facili-
tate the sparse BE extrapolation, two segments are selected
as Q1 C R?> and @ C R? where Q; £ {s € R
b(—5.25, —5.25, —3.5)<s1<b(—3.5, —5.25, -3.5), b(3.5, 3.5,
5.25)<sp<b(5.25,3.5,5.25)} and 2, £ {5 € R%:.b(—3.5, —3.5,
0.25)<s1<b(0.25, —3.5, 0.25), b(—0.25, —0.25, 3.5)<sm<
b(3.5, —0.25, 3.5). The basis used over segment 1 is o;(s;) =
[s%’i, sl,,-szJ,s%’i]T for all s; € Q1 with N = 16 extrapo-
lated trajectories, while in segment 2 the second element is
turned off such that o;(s;) = [s7 ;, 0, 53 ;1 for all 5; € Q with
N> = 144 extrapolated trajectories used for BE extrapolation.

The initial conditions for the system (i.e., = 0) are x(0) =
[-5.517, Wa(0) = We(0) = [3, %, 317, T(0) = 250 x L.
The gains were selected as 1.1 = 0.001, n.o =5, A = 0.5,
Na1 = 25, ng2 = 0.1, v = 0.005.

Figure 1 shows that the state converge to the origin while
staying within the user-specified barriers. System parame-
ters were selected to show the impact of the barriers on the
system. As shown, as the state nears x; () = 0, but does not
cross over the boundary at A; = 0.25. By design, the state

SFor Amax{R™1} to be small, Amin{R} needs to be large, such that

1 —1 1 _ —1
mlm <R = m]m = Amax{R™ " }Mm.

%The minimum eigenvalue of each Z‘jl; (t) can be increased by collecting
redundant data, i.e., selecting N; >> L for each segmented neighborhood €2; C
Qandj € S.

Sparse BE Extrapolation with BF
— — —Sparse BE Extrapolation

---------- Hybrid StaF

6 Standard ADP with BF

Fig. 1. State-space portrait for the system in (31). The black dashed
lines represent the barriers. The solid red line denotes the trajectory of
the proposed method, the dashed blue line denotes the trajectory using
the method in [22], the dotted green line denotes the trajectory using the
method in [5], the dash-dotted magenta line denotes the trajectory using
the method in [29] without input saturation. Each method is simulated
with the same Q and R values.

Time (s)

Fig. 2. State trajectory for the system in (31). The black horizontal
dashed lines represent the barriers of each state. The proposed method
is shown to converge to the origin first.

trajectory comes close to the barrier without intersecting it.
As x»(r) approaches ay, the controller forces the system tra-
jectory away from the boundary, and toward the origin. The
proposed method and the method from [29] obey the barrier
constraints, whereas the methods in [5], [22] do not.

Figure 2 illustrates the convergence of the systems’ states
to the origin with respect to the barriers. The colors and line
styles correspond to those in Figure 1. All of the simulated
methods converge to the origin. The proposed method con-
verges first. The noisy behavior of the simulation of [29] is
partially due to added noise in the controller to satisfy the PE
condition. The initial control input in [29] is high since the
state is close to the barriers and due to the structure of (31).

Tab. T compares the proposed method to [5], [22], [29]
in terms of execution time of a 15 second simulation. Each
method was simulated in MATLAB.

Based on this simulation, BFs constrain an ADP algorithm
that uses sparse BE extrapolation, which enables the system to
converge to the origin while switching history stacks between
active segments, thus formalizing system safety constraints.
The developed method converges faster than [5], [22], [29]
but is more computationally expensive.
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TABLE |
SIMULATION EXECUTION TIME

[ Method [ Computation Time (s) |
Sparse BE Extrapolation with BF 3.39
[22] 2.58
[5] 2.71
[29] 1.97

VI. CONCLUSION

This letter presents a framework that combines the use of
sparse BE extrapolation with BFs. Using this framework, a
dynamic model can be used to evaluate the BE over unexplored
areas of the state-space when the states have been trans-
formed using BFs. An online approximate optimal controller
is developed using sparse, segmented BE extrapolation and
BFs to optimally regulate a dynamical system while providing
formal safety guarantees. A BF transform is applied to a fully-
constrained dynamical system to generate an unconstrained
optimization problem. RL is used to solve the optimization
problem online, leading to the development of an approxi-
mate optimal controller. The value function is approximated
via sparse BE extrapolation over segments of the state-space.
A Lyapunov-like stability analysis in the presence of discon-
tinuities shows UUB regulation of the system states to the
neighborhood of the origin and convergence of the control
policy to the neighborhood of the optimal policy. A simula-
tion of a two-state dynamical system compares the proposed
method to related existing methods.
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