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Abstract—A real-time deep neural network (DNN) adap-
tive control architecture is developed for uncertain control-
affine nonlinear systems to track a time-varying desired
trajectory. A Lyapunov-based analysis is used to develop
adaptation laws for the output-layer weights and develop
constraints for inner-layer weight adaptation laws. Unlike
existing works in neural network and DNN-based con-
trol, the developed method establishes a framework to
simultaneously update the weights of multiple layers for
a DNN of arbitrary depth in real-time. The real-time con-
troller and weight update laws enable the system to track
a time-varying trajectory while compensating for unknown
drift dynamics and parametric DNN uncertainties. A non-
smooth Lyapunov-based analysis is used to guarantee
semi-global asymptotic tracking. Comparative numerical
simulation results are included to demonstrate the efficacy
of the developed method.

Index Terms—Adaptive control, deep neural networks,
Lyapunov methods, nonlinear control systems.

I. INTRODUCTION

NEURAL networks (NNs) have gained popularity due
to their ability to approximate nonlinear functions.

Conventional NNs can approximate functions to a prescribed
accuracy [1] and [2]; however, recent evidence indicates deep
neural networks (DNNs) exploit more complex learning fea-
tures that can potentially improve function approximation
performance [3]. Although DNNs may potentially approxi-
mate the nonlinear dynamics of a system more accurately, it
is difficult to derive real-time adaptation laws for DNNs with
multiple layers because the uncertain ideal weights are nested
within a collection of nonlinear activation functions.
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Results in [4]–[7] leverage Lyapunov-based analysis to
develop multi-timescale DNN-based controllers containing
real-time and offline iterative learning components. The
output-layer weights of the DNN are adjusted online (i.e.,
in real-time) using NN-based adaptive control techniques.
Concurrent to real-time execution, data is collected and DNN
training algorithms, such as gradient descent and stochastic
gradient descent (see [4], [5], [7] and [8, Ch. 8]), are used to
iteratively update the inner-layer DNN weights. Since DNN
learning algorithms are performed iteratively, the inner-layer
weights are not updated continuously in real-time. The benefit
of iterative learning is that the system performance improves
with the quality of the DNN estimate. However, improving
the quality of the DNN estimate may require a large train-
ing data set to capture the nonlinearities of the dynamics and
significant computational resources to adjust the inner-layer
weights. The DNN-based methods in [4]–[7] also raise ques-
tions regarding the inner-layer weights updates such as: when
to collect data, what is the most efficient way to retrain the
inner-layer weights, when should the inner-layer weights be
updated in the implemented adaptation law, etc.

While such open questions are topics for further inves-
tigation, this letter investigates general characteristics and
structures of inner-layer adaptation laws. Specifically, this let-
ter develops general constraints on the inner-layer adaptation
laws to update the inner-layer weight estimates in real-time.
A Lyapunov-based analysis is used to develop a continuous
adaptation law to estimate the output-layer weights. However,
unlike previous methods, this letter provides a first insight
into the development of Lyapunov-based adaptive update laws
for both the inner-layer DNN weights as well as the output-
layer weights. Inspired by modular adaptive control designs
in [9]–[12], general constraints on the inner-layer DNN weight
update laws are developed that enable modular design and
selection of update laws. The developed DNN-based modular
adaptive architecture allows more flexibility when selecting
inner-layer DNN weight update laws.

In arbitrary width and depth DNNs, there may be hundreds
or thousands of inner-layer weights. Simultaneously updat-
ing all the inner-layer weights online may be computationally
intractable in real-time or undesired. Hence, the developed
method provides a switched framework that provides design
guidelines that can be used in future research efforts to guide
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inner-layer weight adaptive update laws. In doing so, the
inner-layer weight update laws may be arbitrarily switched
on and off to allocate computational resources while updat-
ing the desired weights. Additionally, inner-layer weights may
dropout, or be selectively turned off to prevent over-fitting and
improve overall function approximation performance [13].

Results such as [6], [14], and [15] develop a robust slid-
ing mode method to achieve asymptotic tracking with NN
feedforward controllers. Like the aforementioned results, the
developed method uses a sliding mode control term to yield
asymptotic tracking in the presence of the NN reconstruc-
tion error, but also uses switched adaptation laws for the
inner-layer weights. Hence, this letter leverages a nonsmooth
Lyapunov-like analysis [16] to guarantee asymptotic tracking
of a desired trajectory. Unlike existing works, the developed
modular adaptive architecture incorporates the inner-layer
weights of an arbitrarily deep DNN into a Lyapunov-based
analysis to develop and characterize a general class of suit-
able inner-layer DNN adaptation laws. Moreover, sufficient
conditions are developed to guarantee the tracking objective
is achieved, despite the arbitrary number of inner-layers and
switched update laws.

Notation: For a square matrix A ∈ R
n×n, the trace of A is

denoted by tr(A). Let 0n×m denote an n × m matrix of zeros.
Let vec(·) denote the vectorization operator that transforms a
matrix into a column vector, e.g., for a matrix A ∈ R

n×m,
vec(A) ∈ R

nm.

II. PROBLEM FORMULATION

A. System Dynamics

Consider a control-affine nonlinear dynamic system
modeled as

ẋ = f (x) + g(x)u, (1)

where x : R≥0 → R
n denotes the state, f : R

n → R
n

denotes unknown, locally Lipschitz drift dynamics, g : R
n →

R
n×m denotes the known control effectiveness matrix,1 and

u : R≥0 → R
m denotes the control input. To facilitate the

subsequent control design, the following assumption is made
on the control effectiveness matrix. The control effectiveness
matrix g(x) is assumed to be full-row rank for all x ∈ R

n. The
right pseudo inverse of g(x) is denoted by g+ : R

n → R
m×n,

where g+(·) � gT(·)(g(·)gT(·))−1 is assumed to be bounded
given a bounded argument.

B. Control Objective

The control objective is to track a user-defined time-varying
trajectory xd : R≥0 → R

n despite unknown system drift
dynamics. The desired trajectory and its time derivative are
assumed to be continuous and bounded, i.e., xd, ẋd ∈ L∞. To
quantify the tracking objective, the tracking error e : R≥0 →
R

n is defined as

e � x − xd. (2)

1While the developed method does not account for an uncertain control
effectiveness matrix for simplicity and to better focus the result on the unique
specific contributions, the method in [6] can be used with the developed
method to approximate the uncertain control effectiveness matrix online.

III. CONTROL DESIGN

A. Feedforward DNN Estimate

NN-based adaptive control architectures are well-suited for
uncertain or unstructured models, as in (1) where the drift
dynamics f (·) are unknown. Using the universal function
approximation property in [2], a DNN-based feedforward esti-
mate of the drift dynamics is developed in this section. Let
� ⊂ R

n be a compact simply connected set and define C(�) as
the space where f : � → R

n is continuous. The universal func-
tion approximation property states there exist ideal weights
and basis functions such that the drift dynamics f (x) ∈ C(�)

can be represented as

f (x) = W∗Tσ ∗(�∗(x)
) + ε(x), (3)

where W∗ ∈ R
L×n denotes the unknown ideal output-layer

weight matrix of the DNN, σ ∗ : R
p → R

L denotes the
unknown vector of ideal activation functions corresponding
to the output-layer of the DNN, L ∈ Z>0 denotes the user-
defined number of neurons used in the output-layer, ε : R

n →
R

n denotes the unknown function reconstruction error, and
�∗ : R

n → R
p denotes the inner-layers of the DNN contain-

ing unknown ideal weight matrices and activation functions.
Specifically, the ideal inner DNN �∗ can be expressed as

�∗(x) �
(
V∗T

k φ∗
k ◦ V∗T

k−1φ
∗
k−1 ◦ · · · ◦ V∗T

1 φ∗
1

)(
V∗T

0 x
)
, (4)

where k ∈ Z>0 denotes the user-defined number of inner-
layers, V∗

j ∈ R
Lj×Lj+1 for all j ∈ {0, . . . , k} denotes the jth

inner-layer ideal weight matrix, and φ∗
j : R

Lj → R
Lj for all j ∈

{1, . . . , k} denotes the jth inner-layer vector of ideal activation
functions, and the symbol ◦ denotes function composition, e.g.,
(g ◦ h)(x) = g(h(x)). The user-selected parameters Lj ∈ Z>0
for all j ∈ {1, . . . , k} denote the number of neurons in the jth

inner-layer. Note that L0 = n and Lk+1 = p.
Based on (3), the DNN feedforward estimate of the drift

dynamics f̂ : R
n → R

n is defined as

f̂ (x) � ŴT σ̂
(
�̂(x)

)
, (5)

where Ŵ : R≥0 → R
L×n denotes the output-layer weight

matrix estimate, σ̂ : R
p → R

L denotes the user-selected vector
of activation functions, and �̂ : R

n → R
p denotes the esti-

mated inner-layers of the DNN. The inner-layer DNN estimate
is defined as

�̂(x) �
(

V̂T
k φ̂k ◦ V̂T

k−1φ̂k−1 ◦ · · · ◦ V̂T
1 φ̂1

)(
V̂T

0 x
)
, (6)

where V̂j : R≥0 → R
Lj×Lj+1 for all j ∈ {0, . . . , k} denotes the

jth inner-layer estimated weight matrix, and φ̂j : R
Lj → R

Lj for
all j ∈ {1, . . . , k} denotes the jth inner-layer vector of activation
functions. The design of the update laws on the weight esti-
mates Ŵ and V̂j are subsequently defined. The weight estimate
mismatch of the ideal output-layer weight W̃ : R≥0 → R

L×n

and weight estimate mismatch of the ideal inner-layer weights
Ṽj : R≥0 → R

Lj×Lj+1 for all j ∈ {0, . . . , k} are defined as

W̃ � W∗ − Ŵ, (7)

Ṽj � V∗
j − V̂j. (8)
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It is assumed there exist known constants W∗, V∗, σ ∗, σ̂ , ε ∈
R≥0 that upper bound the unknown ideal weights W∗,
unknown ideal weights V∗

j , unknown ideal bounded acti-
vation functions2 σ ∗(·), user-selected bounded activation
functions σ̂ (·), and the function reconstruction error ε(·),
respectively, as supx∈� ‖W∗‖F ≤ W∗, supx∈�,∀j ‖V∗

j ‖F ≤
V∗, supx∈� ‖σ ∗(·)‖ ≤ σ ∗, supx∈� ‖σ̂ (·)‖ ≤ σ̂ , and
supx∈� ‖ε(·)‖ ≤ ε [1].

B. Control Development

Based on the subsequent stability analysis, the control input
is designed as

u � g+(x)
(

ẋd − k1e − kssgn(e) − f̂ (x)
)
, (9)

where k1, ks ∈ R>0 are user-defined control gains, and
sgn(·) denotes the signum function. Based on the subsequent
Lyapunov-based stability analysis, the output-layer weight
estimate update law ˙̂W : R≥0 → R

L×n is designed as

˙̂W � �W σ̂
(
�̂(x)

)
eT , (10)

where �W ∈ R
L×L denotes a user-defined positive definite

gain matrix used to adjust the learning rate of the output-layer
weight matrix estimate.

Taking the time derivative of (2) and substituting
in (1), (3), (5), and (9) yields the closed-loop error system

ė = W∗Tσ ∗(�∗(x)
) + ε(x) − k1e − kssgn(e)

− ŴT σ̂
(
�̂(x)

)
. (11)

In [6], the inner-layer weights of the DNN were held
constant and only updated discretely with data-driven learn-
ing algorithms. Common learning algorithms include gradient
descent variants (see [4], [5], [7], and [8, Ch. 8]). These algo-
rithms often use training data sets to update DNN weights
through an optimization process in which the algorithms
seek to minimize a cost function. However, DNN train-
ing algorithms often require large amounts of training data
and high computational costs [3], making real-time exe-
cution intractable. Motivated to execute real-time learning
and allow flexibility in user-selection of training algorithms
while maintaining stability guarantees, we develop modular
inner-layer DNN weight estimate update laws (see [17] for
single-hidden-layer NNs).

For all j ∈ {0, . . . , k}, the jth inner-layer weight update law˙̂Vj : R≥0 → R
Lj×Lj+1 is designed as

˙̂Vj � pj(t)νj(e, t)1{
V̂j≤

∥
∥∥V̂j

∥
∥∥

F
≤V̂j

}, (12)

where pj : R≥0 → {0, 1} denotes a switching signal that indi-
cates the active inner-layer weight estimate updates, 1{·} is the

indicator function, V̂j, V̂j ∈ R are user-defined constants where

V̂j ≤ V∗, and νj : R
n×R≥0 → R

Lj×Lj+1 denotes a user-defined
function that satisfies

∥
∥νj

∥
∥

F ≤ ρ(‖e‖)‖e‖, (13)

2For some common activation functions, e.g., hyperbolic tangent functions,
sigmoid functions, radial basis functions, σ∗ = σ̂ = L.

where ρ : R
n → R

n is a positive, globally invertible, and
non-decreasing function.

IV. STABILITY ANALYSIS

Theorem 1: Consider a system modeled by the dynamics
in (1) with the initial condition x(0) ∈ �. Then the con-
trol input in (9), output-layer weight adaptation law in (10),
and the family of potential inner-layer weight adaptation
laws that satisfy (12) ensure the closed-loop error system
in (11) yields semi-global asymptotic tracking in the sense
that limt→∞‖e(t)‖ = 0, provided the following sufficient gain
condition is satisfied

ks > W∗
(
σ ∗ + σ̂

)
+ ε + 2V∗(k + 1)ρ

(√
α

α
‖z(0)‖

)

, (14)

where α, α ∈ R≥0 are known constants.
Proof: Let D ⊂ R

� be a set containing z = 0�×1 and �,
where z : R≥0 → R

� denotes a concatenated state defined
as z � [ eT , vec(W̃)T , vec(Ṽ0)

T , . . . , vec(Ṽk)
T ]T , and � �

n(L+1)+∑k
j=0 LjLj+1 is defined for notional brevity. Consider

the candidate Lyapunov function VL : D × R≥0 → R≥0
defined as

VL(z, t) � 1

2
eTe + 1

2
tr
(

W̃T�−1
W W̃

)
+ 1

2

k∑

j=0

tr
(

ṼT
j Ṽj

)
, (15)

which satisfies the inequality α‖z‖2 ≤ VL(z, t) ≤ α‖z‖2,
where α, α ∈ R≥0 are known constants. Let ζ : R≥0 → R

�

be a Filippov solution to the differential inclusion ζ̇ ∈
K[h](ζ, t), where ζ(t) = z(t), the calculus of K[ · ] is
used to compute Filippov’s differential inclusion as defined
in [18], and h : R

� × R≥0 → R
� is defined as h(ζ, t) �

[ ėT , vec( ˙̃W)T , vec( ˙̃V0)
T , . . . , vec( ˙̃Vk)

T ]T . The generalized
time-derivative of VL along the Filippov trajectories of ζ̇ =
h(ζ, t) is defined by ˙̃VL(ζ, t) �

⋂
ζ∈∂VL(ζ,t)ζ

T
[

K[h](ζ, t)
1

]
,

where ∂VL(ζ, t) denotes Clarke’s generalized gradient of
VL(ζ, t) [19, eq. 13]. Since VL(ζ, t) is continuously differen-
tiable in ζ , then ∂VL(ζ, t) = {∇VL(ζ, t)}, where ∇ denotes
the gradient operator. Additionally, the time derivative of VL

exists almost everywhere (a.e.), i.e., V̇L(ζ, t)
a.e.∈ ˙̃VL(ζ, t) for

almost all t ∈ R≥0.
Taking the generalized time derivative of (15), using the

trace operator property,3 and substituting the closed-loop error
system in (11), the output-layer adaptive update law in (10),
and the inner-layer adaptive update laws in (12) yields

˙̃VL ⊆ eT
(

W∗Tσ ∗(�∗(x)
) + ε(x) − k1e − ksK

[
sgn(e)

]

−ŴTK
[
σ̂
(
�̂(x)

)]
− W̃TK

[
σ̂
(
�̂(x)

)])

−
k∑

j=0

tr

(
K

[
ṼT

j pj(t)νj(t)1{
V̂j≤

∥
∥
∥V̂j

∥
∥
∥

F
≤V̂j

}
])

. (16)

Adding and subtracting eT(W∗TK[σ̂ (�̂(x))]) in (16) yields

˙̃VL ⊆ eTW∗Tσ ∗(�∗(x)
) + eTε(x) − k1eTe

3For real column vectors a, b ∈ R
n, the trace of the outer product is

equivalent to the inner product, i.e., tr(baT ) = aT b.
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−kse
TK

[
sgn(e)

] − eTW∗TK
[
σ̂
(
�̂(x)

)]

−
k∑

j=0

tr

(
K

[
ṼT

j pj(t)νj(t)1{
V̂j≤

∥
∥
∥V̂j

∥
∥
∥

F
≤V̂j

}
])

. (17)

By the definition of the calculus K[ · ], eTK[sgn(e)] = ‖e‖.
Using (13), (17) can be upper bounded as

V̇L
a.e.≤ −‖e‖

(
ks − W∗

(
σ ∗ + σ̂

)
− ε

− 2(k + 1)V∗ρ(‖e‖)
)

− k1‖e‖2. (18)

To ensure ks > W∗(σ ∗ + σ̂ ) + ε + 2(k + 1)V∗ρ(‖e‖), it
is required that ‖e‖ < ρ−1(

ks−W∗(σ ∗+σ̂ )−ε

2(k+1)V∗ ), which implies

‖z‖ < ρ−1(
ks−W∗(σ ∗+σ̂ )−ε

2(k+1)V∗ ). The inequality in (18) can be
upper bounded as

V̇L
a.e.≤ −k1‖e‖2, ∀z ∈ D, (19)

where D � {z ∈ R
� : ‖z‖ < ρ−1(

ks−W∗(σ ∗+σ̂ )−ε

2(k+1)V∗ )}. Then
using (15) and (17), VL is positive definite and non-increasing,

which implies ‖z(0)‖ ≤
√

VL(0)
α

. Therefore, it is sufficient to

show ‖z(0)‖ <

√
α

α
ρ−1(

ks−W∗(σ ∗+σ̂ )−ε

2(k+1)V∗ ), which implies S �

{z ∈ D :
√

α

α
ρ−1(

ks−W∗(σ ∗+σ̂ )−ε

2(k+1)V∗ )} is the region where (19)
holds, and yields the sufficient gain condition in (14).

From (15) and (19), VL ∈ L∞, which implies z ∈ L∞, and
hence, e, W̃ ∈ L∞. Using (2) and (7) implies x ∈ L∞ and Ŵ ∈
L∞, respectively. Using (12) and (13), e ∈ L∞ implies νj ∈
L∞, and by the use of the indicator function 1{V̂j≤‖V̂j‖F≤V̂j},

implies ˙̂Vj ∈ L∞ for all j ∈ {0, . . . , k}. Using (6), the fact
that x, V̂j ∈ L∞ implies �̂ ∈ L∞. By design, ẋd, σ̂ ∈ L∞.
Using (9), the fact that x, e, ẋd, Ŵ, σ̂ ∈ L∞ implies u ∈ L∞.
Using (10), the fact that σ̂ , e ∈ L∞ implies ˙̂W ∈ L∞. By the
LaSalle-Yoshizawa theorem extension for nonsmooth systems
in [16] and [20], k1‖e‖2 → 0, which implies ‖e(t)‖ → 0
as t → ∞.

V. SIMULATION

To demonstrate the performance of the developed method,
simulations are performed on the nonlinear system from [21],
where f (x) = [ − x1 + x2,− 1

2 x1 + 1
2 x2(1 − (cos(2x1 + 2)2))]T

and g(x) = diag[5, 3] are used to model the drift dynamics
and control effectiveness in (1). The desired trajectory is xd =
[3 cos(t), 5 sin(t)]T . The initial condition is x(0) = [3, 0]T . The
controller gains are selected as ks = 0.5 and k = 7.

To illustrate the modularity of the architecture, two sim-
ulation studies are conducted for 60 seconds, each with
different inner-layer adaptation laws and structures imple-
mented. During the entire 60 seconds, the output-layer update
law in (10) is active in both studies. Due to the large number
of weights in this system, only one inner-layer weight update

law is active at a time.4 However, the selection of switching
signals that dictates when to update each inner-layer DNN
may be arbitrarily selected. Computational resources may be
allocated to update a subset of the inner-layer weights, or all
inner-layers may be updated arbitrarily at a time. Additionally,
inner-layer weights may dropout, or be selectively turned off
to prevent over-fitting [13].

To reduce the computational load and show the flexibility
in selection of the switching signals to update each inner-
layer DNN weight estimate, in both simulation studies, the
switching signal is arbitrarily designed as

pj(t) =
{

1, t ∈ [
10j, 10(j + 1)

]
,

0, else,
(20)

for all j ∈ {0, . . . , 5}. Based on the switching signals in (20),
each inner-layer weight update law is active for 10 seconds
during the duration of the simulation and is activated in con-
secutive order, i.e., V̂0 is active from 0 to 10 seconds, V̂1 is
active from 10 to 20 seconds, etc. If the update law is not
active (i.e., pj(t) = 0), then its associated weights are not
updated.

The DNN is composed of 6 layers and the hyperbolic tan-
gent function is the activation function for each neuron. Layers
1-6 have 12, 10, 15, 15, 12, and 20 neurons, respectively. The
outer-layer weight learning parameter is set to �W = 10·1L×L,
where 1n×m is an n × m matrix of ones. The bounds on
the inner-layer weights are V̂j = 10−6 and V̂j = 250 for
all j ∈ {0, 1, . . . , 5}. The initial conditions for the output-
layer weight estimate Ŵ and the inner-layer weight estimates
V̂j are randomly selected from a uniform distribution from
[−0.5, 0.5].

Various update laws for ˙̂V0−5 can be selected and designed
for learning the inner-layer DNN weights while guarantee-
ing tracking performance. The constraints in (13) provide
general guidelines and enable the user to select or design
update laws accordingly, such as gradient tuning laws based
on back-propagated errors [22] or a Hebbian tuning law [23].

In the first simulation study (Study 1), the inner-layer weight
update laws, which are heuristically selected and inspired by
the methods in [24] and [25], are selected as

νj = �Vje · re
((

tanh ◦ φ̂−1
j ◦ V̂+T

j φ̂−1
j+1 ◦ . . .

· · · ◦ V̂+T
5 σ̂−1

)(
Ŵ+T ẋ

))
V̂j (21)

for all j ∈ {0, 1, . . . , 5}, where the inner-layer weight learning
parameters are set to �Vj = 1000 · 1Lj×2, V̂+

j is the right-
pseudo inverse of V̂j, the re(·) operator outputs element-wise
the real component of each entry in V̂j, and ẋ ∈ R

n denotes the
numerically generated state derivative. Due to the projection
bounds V̂j and V̂j, V̂+

j exists and is bounded. The selected
update law satisfies the modular adaptive control constraint
in (13).

4There are 955 individual weights in the simulation. As guaranteed by
the analysis, the developed method can update each layer separately, i.e., a
subset of the total number of weights are updated at a given time. It may be
computationally burdensome for some systems to update a large number of
weights online. One purpose of this simulation is to highlight the developed
method’s ability update different DNN layers separately.
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Fig. 1. Tracking error e in the system with the inner-layer DNN weight
update law in (21). The vertical lines denote when a new inner-layer
update law is activated.

Fig. 2. Value of the active DNN inner-layer weight estimates V̂0−5 when
each inner-layer update law is active with the inner-layer DNN weight
update law in (21). The vertical lines denote when a new inner-layer
update law is activated. Based on the switching signals in (20), V̂0 is
active from 0 to 10 seconds, V̂1 is active from 10 to 20 seconds, etc.

Figure 1 shows the tracking error e � [e1, e2]T with the
inner-layer DNN weight update law in (21). From initializa-
tion to approximately 30 seconds, the system exhibits poor
tracking performance with oscillatory behavior. Poor controller
performance is likely due to randomly initialized weights
which signifies no a priori model knowledge in the drift
dynamic approximation. However, as each subsequent inner-
layer weight matrix V̂0−5 is updated, the tracking performance
improves and the amplitude of the error signals decreases,
which indicates the DNNs improved approximation of the drift
dynamics.

Figure 2 shows the online adjustment of the inner-layer
weights with the inner-layer DNN weight update law in (21).
Each set of weights is divided by a set of black dashed
lines. Note that some of the weights are unaffected by the
indicator function since the upper bounds V̂j are sufficiently
large. However, the weights of layers 3 and 4 are affected

Fig. 3. Tracking error e in the system with inner-layer DNN weight
update law in (22). The vertical lines denote when a new inner-layer
update law is activated.

by the indicator function. When layers 3 and 4 are activated,
their weight estimates quickly reach the bounds defined by the
indicator function.

To provide a comparison in the selection of inner-layer
weight update laws, a second simulation study (Study 2)
is performed where the DNN is structured similarly as the
first simulation study, and each inner-layer update is activated
according to the switching signal in (20). To illustrate the
modularity in the selection of inner-layer weight update laws,
various inner-layer weight update laws are arbitrarily selected
to satisfy (13) and are selected as

ν0 = �V0 e− e2
1
2 e− e2

2
2 ‖e‖,

ν1 = �V1 e− e2
1
2 tanh(e2)‖e‖,

ν2 = �V2 tanh(e1)tanh(e2)‖e‖,
ν3 = �V3

1

1 + e−e1
e− e2

2
2 ‖e‖,

ν4 = �V4 tanh(e1)
1

1 + e−e2
‖e‖,

ν5 = �V5

1

1 + e−e1
tanh(e2)‖e‖, (22)

where the inner-layer weight learning parameters are set to
�Vj = 1000 · 1Lj×2 for all j ∈ {0, 1, . . . , 5}.

Figure 3 shows the tracking error e with the inner-layer
DNN weight update law in (22). Similar to Study 1, the track-
ing error results in Figure 3 show poor tracking performance
at the start of the simulation. However, as the simulation
progresses and each subsequent inner-layer is activated, the
tracking performance improves.

Table I shows the root mean squared (RMS) error and
standard deviation (SD) of the tracking error. The leftmost
column indicates the active inner-layer weight law, e.g., the
first row is data collected while the V̂0 update law is active.
Study 1 uses the heuristically selected update law in (21),
and the RMS error and SD corresponding to V̂0 are 0.735
and 0.145, respectively. Study 2 uses the update law in (22),
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TABLE I
RMS AND SD ERROR

and the RMS error and SD are 0.705 and 0.145, respec-
tively. In Study 1, as each subsequent inner-layer update law
is activated, the tracking performance improves and results
in an RMS error and SD of 0.289 and 0.039, respectively.
Although a similar trend is seen in Study 2, the inner-layer
update law in Study 1 outperforms Study 2 which indicates the
inner-layer update law yielded better function approximation
performance, as expected. However, the tracking objective is
achieved in both studies, despite different inner-layer update
laws, as guaranteed by the analysis.

VI. CONCLUSION

This letter develops DNN-based modular adaptive control
update laws and constraints, which were inspired by exist-
ing modular adaptive control constraints, to achieve trajectory
tracking objectives. The modular adaptive control framework
provides general constraints and enables users to design update
laws accordingly. The developed method also allows for dif-
ferent sets of weights to be arbitrarily switched. A simulation
study was performed to compare the performance of dif-
ferent inner-layer weight update laws selected. Inner-layer
weight update laws were designed and selected that satisfy
the developed design constraints. Despite different inner-layer
update laws used and arbitrary switching, the implemented
controllers achieved the tracking objective.
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