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#### Abstract

Recurrent neural networks (RNNs) are a dynamic mapping that can capture time-varying, accumulative effects in a sequence that static, feedforward neural networks (NNs) cannot. Long short-term memory (LSTM) NNs are a type of RNN that have gained recent popularity because the cell structure allows them to retain long-term information more efficiently than traditional RNNs. Existing results develop LSTM-based controllers to compensate for uncertainties in nonlinear systems. However, these results use discrete-time LSTMs with offline-trained weights. In this letter, a Lyapunov-based LSTM controller is developed for general Euler-Lagrange systems. Specifically, an Lb-LSTM is implemented in the control design to adaptively estimate uncertain model dynamics, where the weight estimates of the LSTM cell are updated using Lyapunov-based adaptation laws. This allows the LSTM cell to adapt to system uncertainties without requiring offline training. A Lyapunov-based stability analysis yields uniform ultimate boundedness (UUB) of the tracking errors and LSTM state and weight estimation errors. Simulations indicate the developed Lb-LSTM-based controller yielded significant improvement in tracking and function approximation performance when compared to several DNN examples.
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## I. Introduction

ADAPTIVE neural network (NN)-based controllers have become increasingly popular in recent years due to their real-time function approximation capabilities [1], [2], [3]. While most adaptive control results only consider singlehidden layer NNs, recent developments focus on deep learning with feedback control [1], [2], [3], [4]. However, the developed

[^0]adaptation methods are restricted to feedforward NNs, which are static structures and therefore only have access to current state information. Previous results in [5], [6], [7] establish that the presence of a memory capable of accessing previous state information both reduces the required data set for training and leads to faster learning. Motivated by the improved performance of NNs with access to previous state information, results in [8] augment static NN-based controllers with an external memory and show faster learning and improved function approximation performance. Although the results in [8] augment the NN with a working memory, the NN is feedforward and the augmented memory is external to the NN.

Unlike feedforward NNs, recurrent NNs (RNNs) are a dynamic mapping. Thus, RNNs have an internal memory that can leverage dependencies in a sequence and increase approximation capabilities, thus improving performance [9]. This internal memory allows RNNs to capture time-varying, accumulative effects exhibited in some dynamical systems that feedforward NNs cannot (cf., [4], [9], [10], [11], [12], [13], [14], [15], [16], [17]). However, theoretical and empirical evidence has shown that the structure of traditional RNNs inhibits their ability to learn long-term time dependencies. One type of RNNs, long short-term memory (LSTM) NNs, have a better ability to learn long term dependencies, and therefore, have improved memory capability when compared to traditional RNNs.

LSTMs have gained recognition in machine learning applications such as computer vision, natural language processing, sound recognition, and handwriting recognition due to their improved memory capability [18], [19], [20]. Specifically, LSTMs regulate the flow of the gradient along long time sequences by adding an explicit memory through three gate units: the input, forget, and output gates [21]. Compared to traditional RNNs, the addition of an explicit memory to the LSTM cell improves function approximation performance by retaining relevant information across each time step and forgetting irrelevant information stored in the internal memory [20]. Results such as [4], [15], [16] develop LSTM-based controllers and implement offline optimization techniques to train the weights of the LSTM based on some loss function. While these offline optimization techniques have been successfully implemented in empirical studies, they often require large, sufficiently rich data sets for training, and when used offline, are not able to adjust to disturbances in real-time due to the lack of sustained learning. In contrast to offline learning techniques, real-time stability-driven methods consider data online in a closed-loop implementation and provide stability guarantees.

While previous results develop Lyapunov-derived adaptation laws for some of the weights of a simplified LSTM cell structure, they employ offline optimization techniques to train the remaining weights [15]. Thus, deriving Lyapunov-based adaptation laws for LSTMs remains an open problem.

In this letter, an adaptive LSTM controller is developed for general Euler-Lagrange systems, where the adaptation law is derived from Lyapunov-based methods (hence, we refer to the architecture as Lb-LSTM). Specifically, a continuous-time Lb-LSTM NN is constructed and implemented in the controller as a feedforward term to adaptively estimate uncertain model dynamics. Despite the technical challenges posed by the complexity of the LSTM cell structure, stability-driven adaptation laws adjust the Lb-LSTM weights in real-time and allow the developed architecture to adapt to system uncertainties without any offline training requirements. A Lyapunov-based stability analysis is performed to guarantee uniform ultimate boundedness (UUB) of the tracking errors and LSTM state and weight estimation errors. To demonstrate the performance of the adaptive Lb-LSTM controller, simulations were performed and compared to the adaptive DNN-based controller in [2] using three different DNN architectures. The simulation results indicate significant improvements in tracking and function approximation performance when compared to various feedforward DNN architectures.

## A. Notation and Preliminaries

An $n \times n$-dimension identity matrix is denoted by $I_{n} \in \mathbb{R}^{n \times n}$. The Hadamard (element-wise) and Kronecker products are denoted by $\odot$ and $\otimes$, respectively. The function composition operator is denoted by o, i.e., given appropriate functions $f(\cdot)$ and $g(\cdot), f \circ g(x)=f(g(x))$. The vectorization operator is denoted by $\operatorname{vec}(\cdot)$, i.e., given $A \triangleq\left[a_{i, j}\right] \in \mathbb{R}^{n \times m}, \operatorname{vec}(A) \triangleq$ $\left[a_{1,1}, \ldots, a_{1, m}, \ldots, a_{n, 1}, \ldots, a_{n, m}\right]^{\top}$. The Hadamard product satisfies the following properties [22, Definition 9.3.1]. Given any $a, b \in \mathbb{R}^{n}, a \odot b=D_{a} b$ and therefore, $\frac{\partial}{\partial b}(a \odot b)=D_{a}$, where $D_{a} \in \mathbb{R}^{n \times n}$ denotes a diagonal matrix with the vector $a$ as its main diagonal. The vectorization operator satisfies the following properties [22, Proposition 7.1.9]. Given any $A \in \mathbb{R}^{n \times m}, B \in \mathbb{R}^{m \times p}$, and $C \in \mathbb{R}^{p \times r}, \operatorname{vec}(A B C)=$ $\left(C^{\top} \otimes A\right) \operatorname{vec}(B)$, and therefore $\frac{\partial}{\partial \operatorname{vec}(B)} \operatorname{vec}(A B C)=\left(C^{\top} \otimes A\right)$.

## II. System Dynamics and Control Objective

Consider a general uncertain Euler-Lagrange system modeled as

$$
\begin{equation*}
M(q) \ddot{q}+V_{m}(q) \dot{q}+F(\dot{q})+G(q)=\tau, \tag{1}
\end{equation*}
$$

where $q, \dot{q}, \ddot{q} \in \mathbb{R}^{n}$ denote the generalized position, velocity, and acceleration, respectively, and $M: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$, $V_{m}: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}, G: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$, and $\tau: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{n}$ denote unknown, continuous generalized inertial effects, generalized centripetal-Coriolis effects, generalized vector of potential forces, generalized dissipation effects, and the control input, respectively. The model dynamics in (1) satisfy the following property.
Property 1: The inertial and centripetal-Coriolis effects satisfy $\xi^{\top}\left(\dot{M}(q)-2 V_{m}(q, \dot{q})\right) \xi=0$ for all $q, \dot{q}, \xi \in \mathbb{R}^{n}$.


Fig. 1. LSTM model in (5), where the green box represents the LSTM cell.

The control objective is to design an adaptive Lb-LSTM controller to achieve UUB tracking of a desired trajectory $q_{d} \in$ $\mathbb{R}^{n}$. To quantify the control objective, a tracking error $e \in \mathbb{R}^{n}$ and an auxiliary tracking error $r \in \mathbb{R}^{n}$ are defined as

$$
\begin{align*}
& e \triangleq q_{d}-q,  \tag{2}\\
& r \triangleq \dot{e}+\alpha e, \tag{3}
\end{align*}
$$

respectively, where $\alpha \in \mathbb{R}_{>0}$ denotes a user-selected constant. The desired trajectory $q_{d}$ is designed to be sufficiently smooth, i.e., $q_{d}, \dot{q}_{d}, \ddot{q}_{d}$ can be bounded as $\left\|q_{d}\right\| \leq \bar{q}_{d},\left\|\dot{q}_{d}\right\| \leq$ $\overline{\dot{q}}_{d},\left\|\ddot{q}_{d}\right\| \leq \overline{\ddot{q}}_{d}$, where $\bar{q}_{d}, \overline{\dot{q}}_{d}, \overline{\ddot{q}}_{d} \in \mathbb{R}_{>0}$ denote known constants and $\dot{q}_{d} \in \mathbb{R}^{n}$ and $\ddot{q}_{d} \in \mathbb{R}^{n}$ denote the first and second time-derivatives of $q_{d}$, respectively.

Taking the time-derivative of (3), multiplying by $M(q)$, and using (1) and (2) yields

$$
\begin{equation*}
M(q) \dot{r}=g(x)-\tau-V_{m}(q, \dot{q}) r \tag{4}
\end{equation*}
$$

where $x \triangleq\left[q^{\top}, \dot{q}^{\top}, q_{d}^{\top}, \dot{q}_{d}^{\top}, \ddot{q}_{d}^{\top}\right]^{\top} \in \mathbb{R}^{5 n}$ denotes a concatenated vector and the function $g(x) \in \mathbb{R}^{n}$ denotes the unknown system dynamics defined as $g(x) \triangleq M(q)\left(\ddot{q}_{d}+\alpha \dot{e}\right)+$ $V_{m}(q, \dot{q})\left(\dot{q}_{d}+\alpha e\right)+F(\dot{q})+G(q)$.

## III. Control Development

Long short-term memory (LSTM) NNs have grown in recent popularity due to their ability to leverage both longterm and short-term dependencies in time sequences for faster learning and improved performance. This motivates the development of an LSTM-based controller that can estimate and compensate for the unknown model dynamics in (4). Based on the design of continuous-time RNNs [23] and using Euler's method, an LSTM NN (see Fig. 1) can be modeled in continuous-time as [21] ${ }^{1,2}$

$$
\begin{align*}
f\left(z, W_{f}\right) & =\sigma_{g} \circ W_{f}^{\top} z, \quad i\left(z, W_{i}\right)=\sigma_{g} \circ W_{i}^{\top} z \\
o\left(z, W_{o}\right) & =\sigma_{g} \circ W_{o}^{\top} z, \quad c^{*}\left(z, W_{c}\right)=\sigma_{c} \circ W_{c}^{\top} z \\
\dot{c} & =-b_{c} c+b_{c} \Psi_{c}(x, c, h, \theta) \\
\dot{h} & =-b_{h} h+b_{h} \Psi_{h}\left(x, c, h, \theta, W_{o}\right), \tag{5}
\end{align*}
$$

[^1]where $b_{c}, b_{h} \in \mathbb{R}_{>0}$ denote user-selected constants and $c \in \mathbb{R}^{l_{2}}$ and $h \in \mathbb{R}^{l_{2}}$ denote the cell state and hidden state, respectively, where $h(0)=c(0)=0$ and $l_{2} \in \mathbb{R}_{>0}$ denotes the number of neurons. The concatenated state vector $z \in \mathbb{R}^{l_{1}}$ is defined as $z \triangleq\left[x^{\top}, h^{\top}, 1\right]$, where $x \in \mathbb{R}^{5 n}$ denotes the LSTM input and $l_{1} \triangleq 5 n+l_{2}+1$. The state $z$ is augmented with a 1 to incorporate a bias term. The forget gate, input gate, cell gate, and output gate are denoted by $f\left(z, W_{f}\right) \in \mathbb{R}^{l_{2}}$, $i\left(z, W_{i}\right) \in \mathbb{R}^{l_{2}}, c^{*}\left(z, W_{c}\right) \in \mathbb{R}^{l_{2}}$, and $o\left(z, W_{o}\right) \in \mathbb{R}^{l_{2}}$, respectively. The sigmoid and tanh activation functions are denoted by $\sigma_{g}: \mathbb{R}^{l_{2}} \rightarrow \mathbb{R}^{l_{2}}$ and $\sigma_{c}: \mathbb{R}^{l_{2}} \rightarrow \mathbb{R}^{l_{2}}$, respectively, and the weight matrices are denoted by $W_{f}^{\top}, W_{c}^{\top}, W_{i}^{\top}, W_{o}^{\top} \in \mathbb{R}^{l_{2} \times l_{1}}$, where $\theta \triangleq\left[W_{c}^{\top}, W_{i}^{\top}, W_{f}^{\top}\right]^{\top} \in \mathbb{R}^{l_{2} \times 3 l_{1}}$. The functions $\Psi_{c}(x, c, h, \theta) \in \mathbb{R}^{l_{2}}$ and $\Psi_{h}\left(x, c, h, \theta, W_{o}\right) \in \mathbb{R}^{l_{2}}$ are defined as $\Psi_{c}(x, c, h, \theta) \triangleq f\left(z, W_{f}\right) \odot c+i\left(z, W_{i}\right) \odot c^{*}\left(z, W_{c}\right)$ and $\Psi_{h}\left(x, c, h, \theta, W_{o}\right) \triangleq o\left(z, W_{o}\right) \odot\left(\sigma_{c} \circ \Psi_{c}(x, c, h, \theta)\right)$, respectively. To ensure the output of the LSTM has the appropriate dimensions, a fully-connected layer is added to the LSTM cell. To add generality to the LSTM model, a feedforward component is added to the output of the LSTM. The resulting LSTM model allows for a direct transmission of the input information through the feedforward component while leveraging the internal memory capabilities of LSTMs. Thus, the output of the LSTM $\Phi\left(x, c, h, \theta, W_{o}, W_{h}, W_{F F}\right) \in \mathbb{R}^{n}$ can be modeled as
\[

$$
\begin{equation*}
\Phi=W_{h}^{\top}\left(\Psi_{h}\left(x, c, h, \theta, W_{o}\right)+\sigma \circ W_{F F}^{\top} x\right) \tag{6}
\end{equation*}
$$

\]

where $\sigma: \mathbb{R}^{l_{2}} \rightarrow \mathbb{R}^{l_{2}}$ denotes a vector of smooth activation functions and $W_{h}^{\top} \in \mathbb{R}^{n \times l_{2}}$ and $W_{F F}^{\top} \in \mathbb{R}^{l_{2} \times 5 n}$ denote the output weight matrix and weight matrix of the feedforward NN component, respectively.

The universal function approximation property states that the function space of $(5)$ is dense in $\mathcal{C}(\mathcal{Z})$, where $\mathcal{C}(\mathcal{Z})$ denotes the space of continuous functions over the set $\mathcal{Z} \subseteq \mathbb{R}^{l_{1}}$, where $z \in \mathcal{Z}$ [24, Th. 1.1]. ${ }^{3}$ Therefore, for any prescribed $\bar{\varepsilon} \in \mathbb{R}_{>0}$, there exist ideal weight matrices $W_{c}^{\top}, W_{i}^{\top}, W_{f}^{\top} W_{o}^{\top}, W_{h}^{\top}$, and $W_{F F}^{\top}$ such that the system dynamics $g(x)$ can be modeled using the LSTM architecture in (5) as

$$
\begin{equation*}
g(x)=\Phi\left(x, c, h, \theta, W_{o}, W_{h}, W_{F F}\right)+\varepsilon(x) \tag{7}
\end{equation*}
$$

It is assumed that there exists a known constant $\bar{W} \in \mathbb{R}_{>0}$ such that the ideal weights can be bounded as $\left\|W_{j}\right\|_{F} \leq \bar{W}$ for all $j \in\{c, i, f, o, h, F F\}$ [2].

To compensate for the unknown LSTM model dynamics in (5), auxiliary cell and hidden state estimation errors are introduced in this section. The auxiliary cell and hidden state estimation errors $\tilde{c} \in \mathbb{R}^{l_{2}}$ and $\tilde{h} \in \mathbb{R}^{l_{2}}$ are defined as

$$
\begin{align*}
& \tilde{c} \triangleq c-\hat{c}+\eta_{c}  \tag{8}\\
& \tilde{h} \triangleq h-\hat{h}+\eta_{h} \tag{9}
\end{align*}
$$

respectively, where $\hat{c} \in \mathbb{R}^{l_{2}}$ and $\hat{h} \in \mathbb{R}^{l_{2}}$ denote the estimated cell state and hidden state, respectively, and $\eta_{c} \in \mathbb{R}^{l_{2}}$ and $\eta_{h} \in \mathbb{R}^{l_{2}}$ are designed as

$$
\begin{align*}
& \dot{\eta}_{c} \triangleq-k_{1, c} \eta_{c}-K_{2, c} r  \tag{10}\\
& \dot{\eta}_{h} \triangleq-k_{1, h} \eta_{h}-K_{2, h} r \tag{11}
\end{align*}
$$

[^2]where $k_{1, c}, k_{1, h} \in \mathbb{R}_{>0}$ denote user-selected constants and $K_{2, c}, K_{2, h} \in \mathbb{R}^{l_{2} \times n}$ denote user-selected matrices.

The following lemma establishes boundedness properties of the cell state and hidden state of the LSTM model in (5), which is essential for the ensuing development.

Lemma 1: Consider the LSTM model in (5). The hidden state $h$ and cell state $c$ can be bounded as

$$
\|h\| \leq \frac{b_{h} \sqrt{l_{2}}}{\sqrt{2\left(b_{h}-\frac{1}{2}\right)}},\|c\| \leq \frac{\sqrt{l_{2}}}{\sqrt{2\left(b_{c}-b_{c} \sqrt{l_{2}}-\frac{1}{2}\right)}} .
$$

Proof: Consider the hidden state dynamics in (5), where the input $\Psi_{h}$ can be bounded as $\left\|\Psi_{h}\right\| \leq \sqrt{l_{2}}$ by design of the sigmoid and tanh activation functions. Consider the candidate Lyapunov function $\mathcal{V}_{h}: \mathbb{R}^{l_{2}} \rightarrow \mathbb{R}_{\geq 0}$ defined as $\mathcal{V}_{h}(h) \triangleq \frac{1}{2} h^{\top} h$. Taking the derivative, using (5), bounding, and applying the Gronwall inequality yields $\mathcal{V}_{h} \leq$ $\mathcal{V}_{h}\left(h\left(t_{0}\right)\right) \exp \left(-2\left(b_{h}-\frac{1}{2}\right)\left(t-t_{0}\right)\right)+\frac{b_{h}^{2} l_{2}}{4\left(b_{h}-\frac{1}{2}\right)}$. Therefore, provided $b_{h} \geq \frac{1}{2}$, initializing $h$ as $h\left(t_{0}\right)=0$ yields $\|h\| \leq$ $\frac{b_{h} \sqrt{l_{2}}}{\sqrt{2\left(b_{h}-\frac{1}{2}\right)}}$. Similarly, to prove boundedness of the cell state $c$, consider the candidate Lyapunov function $\mathcal{V}_{c}: \mathbb{R}^{l_{2}} \rightarrow \mathbb{R}_{\geq 0}$ defined as $\mathcal{V}_{c}=\frac{1}{2} c^{\top} c$. By design of the sigmoid and tanh activation functions, $\|f\| \leq \sqrt{l_{2}}$ and $\left\|i \odot c^{*}\right\| \leq$ $\sqrt{l_{2}}$. Taking the derivative of the candidate Lyapunov function, substituting the cell state dynamics in (5), bounding, and applying the Gronwall inequality yields $\mathcal{V}_{c}(c(t)) \leq$ $\mathcal{V}_{c}\left(c\left(t_{0}\right)\right) \exp \left(-2\left(b_{c}-b_{c} \sqrt{l_{2}}-\frac{1}{2}\right)\left(t-t_{0}\right)\right)+\frac{l_{2}}{4\left(b_{c}-b_{c} \sqrt{l_{2}}-\frac{1}{2}\right)}$. Therefore, provided $b_{c} \geq \frac{1}{2\left(1+\sqrt{l_{2}}\right)}$, initializing $c$ as $c\left(t_{0}\right)=0$ yields $\|c\| \leq \frac{\sqrt{l_{2}}}{\sqrt{2\left(b_{c}-b_{c} \sqrt{l_{2}}-\frac{1}{2}\right)}}$.

## A. Control Design

Let the adaptive estimates of the LSTM weights be denoted as $\hat{\theta} \triangleq\left[\widehat{W}_{c}^{\top}, \widehat{W}_{i}^{\top}, \widehat{W}_{f}^{\top}\right]^{\top} \in \mathbb{R}^{3 l_{1} \times l_{2}}, \widehat{W}_{o}^{\top} \in \mathbb{R}^{l_{2} \times l_{1}}, \widehat{W}_{h}^{\top} \in$ $\mathbb{R}^{n \times l_{2}}$, and $\widehat{W}_{F F}^{\top} \in \mathbb{R}^{l_{2} \times 5 n}$. Based on the adaptive weight estimates, an Lb-LSTM adaptive feedforward term $\widehat{\Phi} \triangleq$ $\Phi\left(x, \hat{c}, \hat{h}, \hat{\theta}, \widehat{W}_{o}, \widehat{W}_{h}, \widehat{W}_{F F}\right)$ is constructed and the control input is designed as

$$
\begin{equation*}
\tau \triangleq \widehat{\Phi}+k_{r} r-K_{2, c} \eta_{c}-K_{2, h} \eta_{h}+e \tag{12}
\end{equation*}
$$

where $k_{r}, k_{s} \in \mathbb{R}_{>0}$ denote user-selected constants. Substituting the LSTM model in (7) and the control input in (12) into (4) yields the closed-loop error system

$$
\begin{align*}
M(q) \dot{r}=\widetilde{\Phi} & +j_{e}+\varepsilon(x)-V_{m}(q, \dot{q})(r) \\
& -k_{r} r+K_{2, c} \eta_{c}+K_{2, h} \eta_{h}-e \tag{13}
\end{align*}
$$

where the function $j_{e}\left(x, c, h, \theta, W_{o}, W_{h}\right) \in \mathbb{R}^{n}$ is defined as $j_{e} \triangleq \Phi\left(x, c, h, \theta, W_{o}, W_{h}, W_{F F}\right)-\Phi\left(x, \hat{c}, \hat{h}, \theta, W_{o}, W_{h}, W_{F F}\right)$.

## B. Weight Adaptation Laws

Using the LSTM model in (5), the estimated cell state $\hat{c}$ and estimated hidden state $\hat{h}$ evolve according to

$$
\begin{align*}
& \dot{\hat{c}}=-b_{c} \hat{c}+b_{c}\left(f\left(\hat{z}, \widehat{W}_{f}\right) \odot c+i\left(\hat{z}, \widehat{W}_{i}\right) \odot c^{*}\left(\hat{z}, \widehat{W}_{c}\right)\right),  \tag{14}\\
& \dot{\hat{h}}=-b_{h} \hat{h}+b_{h}\left(o\left(\hat{z}, \widehat{W}_{o}\right) \odot \sigma_{c} \circ \Psi_{c}(x, \hat{c}, \hat{h}, \hat{\theta})\right), \tag{15}
\end{align*}
$$

respectively, where $\hat{z} \triangleq\left[x^{\top}, \hat{h}^{\top}, 1\right]^{\top}: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{n+l_{2}+1}$ denotes the augmented input of the LSTM estimate. To facilitate the subsequent stability analysis, let the shorthand notations $\widetilde{\Psi}_{c} \in \mathbb{R}^{l_{2}}$ and $\widetilde{\Psi}_{h} \in \mathbb{R}^{l_{2}}$ be defined as $\widetilde{\Psi}_{c} \triangleq \Psi_{c}(x, \hat{c}, \hat{h}, \theta)-\widehat{\Psi}_{c}$, and $\widetilde{\Psi}_{h} \triangleq \Psi_{h}\left(x, \hat{c}, \hat{h}, \theta, W_{o}\right)-\widehat{\Psi}_{h}$, respectively, where $\widehat{\Psi}_{c} \triangleq$ $\Psi_{c}(x, \hat{c}, \hat{h}, \hat{\theta})$ and $\widehat{\Psi}_{h} \triangleq \Psi_{h}\left(x, \hat{c}, \hat{h}, \hat{\theta}, \widehat{W}_{o}\right)$. Taking the derivative on both sides of (8) and (9) and substituting in the LSTM model in (5) and the auxiliary error dynamics in (10) and (11) yields

$$
\begin{align*}
& \dot{\tilde{c}}=-b_{c} \tilde{c}+b_{c} \widetilde{\Psi}_{c}+g_{e}+\dot{\eta}_{c}  \tag{16}\\
& \dot{\tilde{h}}=-b_{h} \tilde{h}+b_{h} \widetilde{\Psi}_{h}+f_{e}+\dot{\eta}_{h} \tag{17}
\end{align*}
$$

where the functions $f_{e}\left(x, \tilde{c}, \tilde{h}, \theta, W_{o}\right) \quad \in \quad \mathbb{R}^{l_{2}}$ and $g_{e}(x, \tilde{c}, \tilde{h}, \theta) \in \mathbb{R}^{l_{2}}$ are defined as $f_{e} \triangleq$ $b_{h} \Psi_{h}\left(x, c, h, \theta, W_{o}\right) \quad-\quad b_{h} \Psi_{h}\left(x, \hat{c}, \hat{h}, \theta, W_{o}\right) \quad$ and $g_{e} \triangleq b_{c} \Psi_{c}(x, c, h, \theta)-b_{c} \Psi_{c}(x, \hat{c}, \hat{h}, \theta)$, respectively. Furthermore, let $\widetilde{\Phi} \triangleq \Phi\left(x, \hat{c}, \hat{h}, \theta, W_{o}, W_{h}\right)-\widehat{\Phi}$. Based on the subsequent stability analysis, the weight adaptation laws are designed as ${ }^{4}$

$$
\begin{align*}
\operatorname{vec}(\dot{\hat{\theta}}) & \triangleq \operatorname{proj}_{\theta}\left(\Gamma_{\theta}\left(b_{c} \widehat{\Psi}_{c}^{\prime \top} \eta_{c}+b_{h} \widehat{\Psi}_{h, \theta}^{\prime \top} \eta_{h}+\widehat{\Phi}_{\theta}^{\prime \top} r-\gamma_{\theta} \operatorname{vec}(\hat{\theta})\right)\right) \\
\operatorname{vec}\left(\widehat{W}_{o}\right) & \triangleq \operatorname{proj}_{W_{1}}\left(\Gamma_{o}\left(b_{h} \widehat{\Psi}_{h, W_{o}}^{\prime \top} \eta_{h}+\widehat{\Phi}_{W_{o}}^{\prime \top} r-\gamma_{o} \operatorname{vec}\left(\widehat{W}_{o}\right)\right)\right), \\
\operatorname{vec}\left(\widehat{W}_{h}\right) & \triangleq \operatorname{proj}_{W_{2}}\left(\Gamma_{h}\left(\widehat{\Phi}_{W_{h}}^{\prime \top} r-\gamma_{h} \operatorname{vec}\left(\widehat{W}_{h}\right)\right)\right), \\
\operatorname{vec}\left(\widehat{W}_{F F}\right) & \triangleq \operatorname{proj}_{W_{3}}\left(\Gamma_{F F} \widehat{\Phi}_{W_{F F}}^{\prime \top} r-\gamma_{F F} \operatorname{vec}\left(\widehat{W}_{F F}\right)\right), \tag{18}
\end{align*}
$$

where $\gamma_{\theta}, \gamma_{o}, \gamma_{h}, \gamma_{F F} \in \mathbb{R}_{>0}$ denote user-selected constants, $\Gamma_{\theta} \in \mathbb{R}^{3 l_{1} l_{2} \times 3 l_{1} l_{2}}, \quad \Gamma_{o} \in \mathbb{R}^{l_{1} l_{2} \times l_{1} l_{2}}, \quad \Gamma_{h} \in \mathbb{R}^{l_{2} n \times l_{2} n}$, and $\Gamma_{F F} \in \mathbb{R}^{5 l_{2} n \times 5 l_{2} n}$ denote user-selected positive-definite gain matrices, the short-hand notations $\widehat{\Psi}_{c}^{\prime}, \widehat{\Psi}_{h, \theta}^{\prime}, \widehat{\Psi}_{h, W_{o}}^{\prime}, \widehat{\Phi}_{\theta}^{\prime}$, $\widehat{\Phi}_{W_{o}}^{\prime}, \widehat{\Phi}_{W_{h}}^{\prime}$, and $\widehat{\Phi}_{W_{F F}}^{\prime}$ denote the Jacobians $\widehat{\Psi}_{c}^{\prime} \triangleq \frac{\partial \widehat{\Psi}_{c}}{\partial \operatorname{vec}(\hat{\theta})}$, $\widehat{\Psi}_{h, \theta}^{\prime} \triangleq \frac{\partial \widehat{\Psi}_{h}}{\partial \operatorname{vec}(\hat{\theta})}, \widehat{\Psi}_{h, W_{o}}^{\prime} \triangleq \frac{\partial \widehat{\Psi}_{h}}{\partial \operatorname{vec}\left(\widehat{W}_{o}\right)}, \widehat{\Phi}_{\theta}^{\prime} \triangleq \frac{\partial \widehat{\Phi}}{\partial \operatorname{vec}(\hat{\theta})}, \widehat{\Phi}_{W_{o}}^{\prime} \triangleq$ $\frac{\partial \widehat{\Phi}}{\partial \operatorname{vec}\left(\widehat{W}_{o}\right)}, \widehat{\Phi}_{W_{h}}^{\prime} \triangleq \frac{\partial \widehat{\Phi}}{\partial \operatorname{vec}\left(\widehat{W}_{h}\right)}$, and $\widehat{\Phi}_{W_{F F}}^{\prime} \triangleq \frac{\partial \widehat{\Phi}}{\partial \operatorname{vec}\left(\widehat{W}_{F F}\right)}$, respectively, and $\operatorname{proj}(\cdot)$ denotes the projection operator defined in [25, Appendix E, Eq. E.4]. The projection operators $\operatorname{proj}_{\theta}(\cdot)$, $\operatorname{proj}_{W_{1}}(\cdot)$, $\operatorname{proj}_{W_{2}}(\cdot)$, and $\operatorname{proj}_{W_{2}}(\cdot)$ in (18) are used to ensure $\hat{\theta}(t) \in \mathcal{B}_{\theta} \triangleq\left\{\varsigma \in \mathbb{R}^{3 l_{1} l_{2}}:\|\varsigma\| \leq \sqrt{3 \bar{W}}\right\}, \widehat{W}_{o}(t) \in \mathcal{B}_{W_{1}} \triangleq\{\varsigma \in$ $\left.\mathbb{R}^{l_{1} l_{2}}:\|\varsigma\| \leq \bar{W}\right\}, \widehat{W}_{h}(t) \in \mathcal{B}_{W_{2}} \triangleq\left\{\varsigma \in \mathbb{R}^{l_{2} n}:\|\varsigma\| \leq \bar{W}\right\}$, and $\widehat{W}_{F F}(t) \in \overline{\mathcal{B}}_{W_{3}} \triangleq\left\{\varsigma \in \mathbb{R}^{5 n l_{2}}:\|\varsigma\| \leq \bar{W}\right\}$, respectively.

The Jacobians $\widehat{\Psi}_{c}^{\prime}, \widehat{\Psi}_{h, \theta}^{\prime}$, and $\widehat{\Phi}_{\theta}^{\prime}$ can be represented as $\widehat{\Psi}_{c}^{\prime} \triangleq\left[\widehat{\Psi}_{c, W_{c}}^{\prime}, \widehat{\Psi}_{c, W_{i}}^{\prime}, \widehat{\Psi}_{c, W_{f}}^{\prime}\right], \widehat{\Psi}_{h, \theta}^{\prime} \triangleq\left[\widehat{\Psi}_{h, W_{c}}^{\prime}, \widehat{\Psi}_{h, W_{i}}^{\prime}, \widehat{\Psi}_{h, W_{f}}^{\prime}\right]$, and $\widehat{\Phi}_{\theta}^{\prime} \triangleq\left[\widehat{\Phi}_{W_{c}}^{\prime}, \widehat{\Phi}_{W_{i}}^{\prime}, \widehat{\Phi}_{W_{f}}^{\prime}\right]$, respectively, where $\widehat{\Psi}_{c, W_{j}}^{\prime} \triangleq$ $\frac{\partial \widehat{\Psi}_{c}}{\partial \operatorname{vec}\left(\widehat{W}_{j}\right)}, \widehat{\Psi}_{h, W_{j}}^{\prime} \triangleq \frac{\partial \widehat{\Psi}_{h}}{\partial \operatorname{vec}\left(\widehat{W}_{j}\right)}$, and $\widehat{\Phi}_{W_{j}}^{\prime} \triangleq \frac{\partial \widehat{\Phi}}{\partial \operatorname{vec}\left(\widehat{W}_{j}\right)}$ for all $j \in\{c, i, f\}$. Using (5), (14), (15), the chain rule, the properties of the Hadamard product, and the properties of vectorization,

[^3]the terms $\widehat{\Psi}_{c, W_{c}}^{\prime}, \widehat{\Psi}_{c, W_{i}}^{\prime}$, and $\widehat{\Psi}_{c, W_{f}}^{\prime}$ can be expressed as
\[

$$
\begin{align*}
& \widehat{\Psi}_{c, W_{c}}^{\prime}=\operatorname{diag}\left(\sigma_{g}\left(\widehat{W}_{i}^{\top} \hat{z}\right)\right) \sigma_{c}^{\prime}\left(W_{c}^{\top} \hat{z}\right)\left(I_{l_{2}} \otimes \hat{z}^{\top}\right) \\
& \widehat{\Psi}_{c, W_{i}}^{\prime}=\operatorname{diag}\left(\sigma_{c}\left(\widehat{W}_{c}^{\top} \hat{z}\right)\right) \sigma_{g}^{\prime}\left(W_{i}^{\top} \hat{z}\right)\left(I_{l_{2}} \otimes \hat{z}^{\top}\right) \\
& \widehat{\Psi}_{c, W_{f}}^{\prime}=\operatorname{diag}(\hat{c}) \sigma_{g}^{\prime}\left(\widehat{W}_{f}^{\top} \hat{z}\right)\left(I_{l_{2}} \otimes \hat{z}^{\top}\right) \tag{19}
\end{align*}
$$
\]

respectively. Similarly, using (19), the terms $\widehat{\Psi}_{h, W_{j}}^{\prime}$ and $\widehat{\Psi}_{h, W_{o}}^{\prime}$ can be expressed as

$$
\begin{align*}
& \widehat{\Psi}_{h, W_{j}}^{\prime}=\operatorname{diag}\left(\sigma_{g}\left(\widehat{W}_{o}^{\top} \hat{z}\right)\right) \sigma_{c}^{\prime}\left(\widehat{\Psi}_{c}\right) \widehat{\Psi}_{c, W_{j}}^{\prime} \\
& \widehat{\Psi}_{h, W_{o}}^{\prime}=\operatorname{diag}\left(\sigma_{c}\left(\widehat{\Psi}_{c}\right)\right)\left(\sigma_{g}^{\prime}\left(\widehat{W}_{o}^{\top} \hat{z}\right)\right)\left(I_{l_{2}} \otimes \hat{z}^{\top}\right) \tag{20}
\end{align*}
$$

for all $j \in\{c, i, f\}$, respectively. Using (6) and the chain rule, the Jacobians $\widehat{\Phi}_{W_{j}}^{\prime}, \widehat{\Phi}_{W_{o}}^{\prime}, \widehat{\Phi}_{W_{h}}^{\prime}$, and $\widehat{\Phi}_{W_{F F}}^{\prime}$ can be expressed as $\widehat{\Phi}_{W_{j}}^{\prime}=\widehat{W}_{h}^{\top} \widehat{\Psi}_{h, W_{j}}^{\prime}, \widehat{\Phi}_{W_{o}}^{\prime}=\widehat{W}_{h}^{\top} \widehat{\Psi}_{h, W_{o}}^{\prime}, \widehat{\Phi}_{W_{h}}^{\prime}=I_{n} \otimes \widehat{\Psi}_{h}^{\top}$, and $\widehat{\Phi}_{W_{F F}}^{\prime}=\widehat{W}_{h}^{\top} \sigma^{\prime}\left(\widehat{W}_{F F}^{\top} x\right)\left(I_{l_{2}} \otimes x^{\top}\right)$, for all $j \in\{c, i, f\}$, respectively. NNs such as the LSTM model in (5) are nonlinear in terms of the weights. Moreover, the LSTM model has added complexity due to the three gate units present in the cell architecture. To address the resulting mathematical challenges, a first-order Taylor Series approximation-based error model of the LSTM in (5) and (6) is given by

$$
\begin{align*}
\widetilde{\Psi}_{c}= & \widehat{\Psi}_{c}^{\prime} \operatorname{vec}(\tilde{\theta})+\mathcal{O}_{c}^{2}(\tilde{\theta}) \\
\widetilde{\Psi}_{h}= & \widehat{\Psi}_{h, W_{o}}^{\prime} \operatorname{vec}\left(\widetilde{W}_{o}\right)+\widehat{\Psi}_{h, \theta}^{\prime} \operatorname{vec}(\tilde{\theta})+\mathcal{O}_{h}^{2}\left(\tilde{\theta}, \widetilde{W}_{o}\right) \\
\widetilde{\Phi}= & \widehat{\Phi}_{W_{h}}^{\prime} \operatorname{vec}\left(\widetilde{W}_{h}\right)+\widehat{\Phi}_{W_{F F}}^{\prime} \operatorname{vec}\left(\widetilde{W}_{F F}\right)+\widehat{\Phi}_{W_{o}}^{\prime} \operatorname{vec}\left(\widetilde{W}_{o}\right) \\
& \quad+\widehat{\Phi}_{\theta}^{\prime} \operatorname{vec}(\tilde{\theta})+\mathcal{O}_{\Phi}^{2}\left(\tilde{\theta}, \widetilde{W}_{o}, \widetilde{W}_{h}, \widetilde{W}_{F F}\right) \tag{21}
\end{align*}
$$

where $\mathcal{O}_{c}^{2}(\tilde{\theta}) \quad \in \quad \mathbb{R}^{l_{2}}, \quad \mathcal{O}_{h}^{2}\left(\tilde{\theta}, \widetilde{W}_{o}\right) \quad \in \quad \mathbb{R}^{l_{2}}, \quad$ and $\mathcal{O}_{\Phi}^{2}\left(\tilde{\theta}, \widetilde{W}_{o}, \widetilde{W}_{h}, \widetilde{W}_{F F}\right) \in \mathbb{R}^{n}$ denotes the higher-order terms. Using Lemma 1, the higher-order terms can be bounded as $\left\|\mathcal{O}_{c}^{2}(\tilde{\theta})\right\|,\left\|\mathcal{O}_{h}^{2}\left(\tilde{\theta}, \widetilde{W}_{o}\right)\right\|,\left\|\mathcal{O}_{\Phi}^{2}\left(\tilde{\theta}, \widetilde{W}_{o}, \widetilde{W}_{h}, \widetilde{W}_{F F}\right)\right\| \leq \overline{\mathcal{O}}$, where $\overline{\mathcal{O}^{2}} \in \mathbb{R}_{>0}$ denotes a known constant.

## IV. Stability Analysis

To facilitate the subsequent stability analysis, let the concatenated state vector $\zeta: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^{\psi}$ and constant $\kappa \in \mathbb{R}_{>0}$ be defined as $\zeta \triangleq$ $\left[e^{\top}, r^{\top}, \eta_{c}^{\top}, \tilde{c}^{\top}, \eta_{h}^{\top}, \tilde{h}^{\top}, \operatorname{vec}(\tilde{\theta})^{\top}, \operatorname{vec}\left(\widetilde{W}_{h}\right)^{\top}, \operatorname{vec}\left(\widetilde{W}_{o}\right)^{\top}\right.$, $\left.\operatorname{vec}\left(\tilde{W}_{F F}\right)^{\top}\right]^{\top}$ and $\kappa \triangleq \min \left\{\frac{b_{c}}{2}-\frac{k_{1, c}}{2}-\frac{\left\|K_{2, c}\right\|_{F}}{2}, \frac{b_{h}}{2}-\frac{k_{1, h}}{2}-\right.$ $\left.\frac{\left\|K_{2, h}\right\|_{F}}{2}, \frac{k_{r}}{2}-\frac{\left\|K_{2, c}\right\|_{F}}{2}-\frac{\left\|K_{2, h}\right\|_{F}}{2}, \frac{k_{1, c}}{4}, \frac{k_{1, h}}{4}, \gamma_{\theta}, \gamma_{h}, \gamma_{F F}, \gamma_{o}, \alpha\right\}$, respectively, where $\psi \triangleq 2 n+4 l_{2}+4 l_{1} l_{2}+6 n l_{2}$. Additionally, let the auxiliary function $\widetilde{N}: \widetilde{N}: \mathbb{R}^{\psi} \rightarrow \mathbb{R}$ be defined as $\widetilde{N} \triangleq r^{\top} j_{e}+\tilde{c}^{\top} g_{e}+\tilde{h}^{\top} f_{e}+b_{c} \widehat{\Psi}_{c}^{\prime} \operatorname{vec}(\tilde{\theta})^{\top}(c-\hat{c})+$ $\left(b_{h} \widehat{\Psi}_{h, W_{o}}^{\prime} \operatorname{vec}\left(\widetilde{W}_{o}\right)+b_{h} \widehat{\Psi}_{h, \theta}^{\prime} \operatorname{vec}(\tilde{\theta})\right)^{\top}(h-\hat{h})$, where $\widetilde{N}$ represents a group of terms that appear in the subsequent stability analysis. Applying the mean value theorem-based inequality [26, Appendix A] on the terms $r^{\top} j_{e}, \tilde{c}^{\top} g_{e}$, and $\tilde{h}^{\top} f_{e}$, and bounding $\|r\|,\|\tilde{c}\|,\|\tilde{h}\|$, and $\|z\|$ terms with $\|\zeta\|$, the auxiliary function $\widetilde{N}$ can be bounded as $\|\widetilde{N}\| \leq \rho(\|\zeta\|)\|\zeta\|^{2}$, where $\rho(\cdot)$ denotes an invertible, strictly non-increasing function. Let the open and connected sets $\mathcal{D} \subset \mathbb{R}^{\psi}$ and $\Upsilon \subseteq \mathcal{Z}$ be defined as $\mathcal{D} \triangleq\left\{\varsigma \in \mathbb{R}^{\psi}:\|\varsigma\|<\sqrt{\frac{\beta_{1}}{\beta_{2}}} \rho^{-1}(\kappa-\lambda)\right\}$
and $\Upsilon=\{\varsigma \in \mathcal{Z}:\|\varsigma\|<\bar{z}\}$, respectively, where $\lambda \in \mathbb{R}_{>0}$ denotes a user-selected constant, $\delta \triangleq \frac{\left(\overline{\mathcal{O}^{2}}+\bar{\varepsilon}\right)^{2}}{2 k_{r}}+\frac{\left(2 b_{c} \overline{\mathcal{O}^{2}}\right)^{2}}{k_{1, c}}+$ $\frac{\left(2 b_{h} \overline{\mathcal{O}^{2}}\right)^{2}}{k_{1, h}}+\frac{\left(b_{c} \overline{\mathcal{O}^{2}}\right)^{2}}{2 b_{c}}+\frac{\left(b_{h} \overline{\mathcal{O}^{2}}\right)^{2}}{2 b_{h}}+6 \gamma_{\theta} \bar{W}+2\left(\gamma_{h}+\gamma_{o}+\gamma_{F F}\right) \bar{W}^{2}$, and $\bar{z} \triangleq(2+\alpha) \omega+2 \bar{q}_{d}+2 \overline{\dot{q}}_{d}+\overline{\ddot{q}}_{d}+\frac{\sqrt{l_{2}}}{\sqrt{2\left(b_{h}-\frac{1}{2}\right)}}+1$. The developed adaptive LSTM-based architecture in (12) and (18) is shown to be uniformly ultimately bounded (UUB) in the following theorem.

Theorem 1: Consider the model dynamics in (1) with Property 1. The Lb-LSTM controller in (12) and the weight adaptation laws in (18) ensure the states $\zeta$ are UUB in the sense that $\|\zeta\| \leq \sqrt{\frac{\beta_{2}}{\beta_{1}}\left\|\zeta\left(t_{0}\right)\right\|^{2} e^{-\frac{\lambda}{\beta_{1}}\left(t-t_{0}\right)}+\frac{\delta}{\lambda}\left(1-e^{-\frac{\lambda}{\beta_{1}}\left(t-t_{0}\right)}\right)}$ provided the sufficient gain conditions $\kappa \geq$ $\lambda \quad+\quad \rho\left(\sqrt{\frac{\beta_{2}}{\beta_{1}}}\left(\left\|y\left(t_{0}\right)\right\|+2 \sqrt{l_{2}}+6 \bar{W}+6 \bar{W}^{2}\right)\right)$, $b_{h} \geq \frac{1}{2}, \quad b_{c} \geq \frac{1}{2\left(1+\sqrt{b_{2}}\right)}$ are satisfied, where $y \triangleq\left[e^{\top}, r^{\top}, \eta_{c}^{\top}, \eta_{h}^{\top}\right]_{-1}^{\top}, \beta_{1} \triangleq \lambda_{\min }\left\{1, \Gamma_{\theta}^{-1}, \Gamma_{o}^{-1}, \Gamma_{F F}^{-1}, \Gamma_{h}^{-1}\right\}$ and $\beta_{2} \triangleq \lambda_{\max }\left\{1, \Gamma_{\theta}^{-1}, \Gamma_{o}^{-1}, \Gamma_{F F}^{-1}, \Gamma_{h}^{-1}\right\}$.

Proof: Consider the Lyapunov candidate function $\mathcal{V}_{L}: \mathbb{R}^{\psi} \rightarrow \mathbb{R}_{\geq 0}$

$$
\begin{align*}
\mathcal{V}_{L}(\zeta) \triangleq & \frac{1}{2} \eta_{c}^{\top} \eta_{c}+\frac{1}{2} \eta_{h}^{\top} \eta_{h}+\frac{1}{2} \tilde{c}^{\top} \tilde{c}+\frac{1}{2} \tilde{h}^{\top} \tilde{h}+\frac{1}{2} e^{\top} e+\frac{1}{2} r^{\top} M r \\
& +\frac{1}{2} \operatorname{vec}\left(\widetilde{W}_{h}\right)^{\top} \Gamma_{h}^{-1} \operatorname{vec}\left(\widetilde{W}_{h}\right)+\frac{1}{2} \operatorname{vec}\left(\widetilde{W}_{o}\right)^{\top} \Gamma_{o}^{-1} \operatorname{vec}\left(\widetilde{W}_{o}\right) \\
& +\frac{1}{2} \operatorname{vec}(\tilde{\theta})^{\top} \Gamma_{\theta}^{-1} \operatorname{vec}(\tilde{\theta})+\frac{1}{2} \operatorname{vec}\left(\widetilde{W}_{F F}\right)^{\top} \Gamma_{h}^{-1} \operatorname{vec}\left(\widetilde{W}_{F F}\right), \tag{22}
\end{align*}
$$

which can be bounded as $\beta_{1}\|\zeta\|^{2} \leq \mathcal{V}_{L}(\zeta) \leq \beta_{2}\|\zeta\|^{2}$. Substituting (2), (3), (13), (16), and (17) into the time derivative of $\mathcal{V}_{L}$ and canceling cross-terms yields

$$
\begin{align*}
\dot{\mathcal{V}}_{L}= & -\alpha e^{\top} e-k_{r} r^{\top} r-k_{1, c} \eta_{c}^{\top} \eta_{c}-k_{1, h} \eta_{h}^{\top} \eta_{h}+\tilde{h}^{\top}\left(f_{e}+\dot{\eta}_{h}\right) \\
& -\tilde{h}^{\top}\left(b_{h} \tilde{h}-b_{h} \widetilde{\Psi}_{h}\right)-\tilde{c}^{\top}\left(b_{c} \tilde{c}-b_{c} \widetilde{\Psi}_{c}-g_{e}-\dot{\eta}_{c}\right) \\
& +r^{\top}\left(\widetilde{\Phi}+j_{e}+\varepsilon\left(x_{d}\right)\right)-\operatorname{vec}\left(\widetilde{W}_{o}\right)^{\top} \Gamma_{o}^{-1} \operatorname{vec}\left(\hat{W}_{o}\right) \\
& -\operatorname{vec}\left(\widetilde{W}_{h}\right)^{\top} \Gamma_{h}^{-1} \operatorname{vec}\left(\hat{W}_{h}\right)-\operatorname{vec}(\tilde{\theta})^{\top} \Gamma_{\theta}^{-1} \operatorname{vec}(\dot{\hat{\theta}}) \\
& -\operatorname{vec}\left(\widetilde{W}_{F F}\right)^{\top} \Gamma_{F F}^{-1} \operatorname{vec}\left(\hat{W}_{F F}\right) . \tag{23}
\end{align*}
$$

Using [25, Lemma E.1.IV], $-\widetilde{V}^{\top} \Gamma^{-1} \operatorname{proj}(\kappa) \leq-\widetilde{V}^{\top} \Gamma^{-1} \kappa$, where the estimation error $\widetilde{V} \in \mathbb{R}^{m}$ is defined as $\widetilde{V} \triangleq V-\widehat{V}$ for some $V, \widehat{V}, \in \mathbb{R}^{m}$ such that $\|V\| \leq \bar{V}$ and $\operatorname{proj}(\cdot)$ ensures $\widehat{V}(t) \in \mathcal{B}_{V} \triangleq\left\{\varsigma \in \mathbb{R}^{m}:\|\varsigma\| \leq \bar{V}\right\}$, where $\bar{V} \in \mathbb{R}_{>0}$ denotes a known constant. Therefore, substituting in (10) and (11), the weight adaptation laws in (18), the first order Taylor series approximation in (21), and the definition of $\widetilde{N}$, and using the facts that $\widetilde{\Psi}_{c}^{\top} \tilde{c}=\widetilde{\Psi}_{c}^{\top}\left(c-\hat{c}+\eta_{c}\right)$ and $\widetilde{\Psi}_{h}^{\top} \tilde{h}=\tilde{\Psi}_{h}^{\top}\left(h-\hat{h}+\eta_{h}\right)$, yields

$$
\begin{aligned}
\dot{\mathcal{V}}_{L} \leq & -\alpha e^{\top} e-k_{r} r^{\top} r-b_{c} \tilde{c}^{\top} \tilde{c}-b_{h} \tilde{h}^{\top} \tilde{h}-k_{1, c} \eta_{c}^{\top} \eta_{c}-k_{1, h} \eta_{h}^{\top} \eta_{h} \\
& +r^{\top}\left(\mathcal{O}^{2}\left(\tilde{\theta}, \widetilde{W}_{o}, \widetilde{W}_{h}, \widetilde{W}_{F F}\right)+\varepsilon(x)\right)+b_{h} \eta_{h} \mathcal{O}^{2}\left(\tilde{\theta}, \widetilde{W}_{o}\right) \\
& -\tilde{c}^{\top}\left(k_{1, c} \eta_{c}+K_{2, c} r\right)-\tilde{h}^{\top}\left(k_{1, h} \eta_{h}+K_{2, h} r\right)+b_{c} \eta_{c} \mathcal{O}^{2}(\tilde{\theta}) \\
& +b_{c} \mathcal{O}^{2}(\tilde{\theta})^{\top}(c-\hat{c})+b_{h} \mathcal{O}^{2}\left(\tilde{\theta}, \widetilde{W}_{o}\right)^{\top}(h-\hat{h})+\widetilde{N}
\end{aligned}
$$

$$
\begin{align*}
& -\operatorname{vec}(\tilde{\theta})^{\top}\left(-\gamma_{\theta} \operatorname{vec}(\hat{\theta})\right)-\operatorname{vec}\left(\widetilde{W}_{o}\right)^{\top}\left(-\gamma_{o} \operatorname{vec}\left(\widehat{W}_{o}\right)\right) \\
& +\gamma_{h} \operatorname{vec}\left(\widetilde{W}_{h}\right)^{T} \operatorname{vec}\left(\widehat{W}_{h}\right)+\gamma_{F F} \operatorname{vec}\left(\widetilde{W}_{F F}\right)^{\top} \operatorname{vec}\left(\widehat{W}_{F F}\right) \tag{24}
\end{align*}
$$

Using Young's inequality and the facts that $\|\tilde{N}\|_{\tilde{\theta}} \leq$ $\rho(\|\zeta\|)\|\zeta\|^{2}, \hat{\theta}=\theta-\widetilde{\theta}, \widehat{W}_{o}=W_{o}-\widetilde{W}_{o}, \widehat{W}_{F F}=W_{F F}-\widetilde{W}_{F F}$, and $\widehat{W}_{h}=W_{h}-\widetilde{W}_{h}$, (24) can be bounded as $\dot{\mathcal{V}}_{L} \leq$ $-(\kappa-\rho(\|\zeta\|))\|\zeta\|^{2}+\delta$. From (22), $\|\zeta\| \leq \sqrt{\frac{\mathcal{V}_{L}}{\beta_{1}}}$, and therefore $\dot{\mathcal{V}}_{L}$ can be bounded as $\dot{\mathcal{V}}_{L} \leq-\left(\kappa-\rho\left(\sqrt{\frac{\mathcal{V}_{L}}{\beta_{1}}}\right)\right) \frac{\mathcal{V}_{L}}{\beta_{1}}+$ $\delta$. Selecting $\kappa$ according to Theorem 1 ensures $\left\|\zeta\left(t_{0}\right)\right\|$ is bounded as $\left\|\zeta\left(t_{0}\right)\right\|<\sqrt{\frac{\beta_{1}}{\beta_{2}}} \rho^{-1}(\kappa-\lambda)$. Thus, when all trajectories are initialized in $\mathcal{D}, \dot{\mathcal{V}}_{L}$ can be further bounded as $\dot{\mathcal{V}}_{L} \leq-\frac{\lambda}{\beta_{1}} \mathcal{V}_{L}+\delta$, which implies $\mathcal{V}_{L}(t) \leq$ $\mathcal{V}_{L}\left(t_{0}\right) e^{-\frac{\lambda}{\beta_{1}}\left(t-t_{0}\right)}+\frac{\delta \beta_{1}}{\lambda}\left(1-e^{-\frac{\lambda}{\beta_{1}}\left(t-t_{0}\right)}\right)$. Then, [27, Definition 4.6] can be invoked to conclude that $\zeta$ is UUB such that $\|\zeta\| \leq \mu \triangleq \sqrt{\frac{\beta_{2}}{\beta_{1}}\left\|\zeta\left(t_{0}\right)\right\|^{2} e^{-\frac{\lambda}{\beta_{1}}\left(t-t_{0}\right)}+\frac{\delta}{\lambda}\left(1-e^{-\frac{\lambda}{\beta_{1}}\left(t-t_{0}\right)}\right)}$. To show $z \in \mathcal{Z}$, and therefore the universal function approximation property holds, let $\xi \triangleq\left[e^{\top}, r^{\top}\right]^{\top}$ and let $\omega=\rho^{-1}(\kappa-\lambda)$. Thus, if $\left\|\zeta\left(t_{0}\right)\right\| \leq \omega \sqrt{\frac{\beta_{1}}{\beta_{2}}}$, then $\|\xi(t)\| \leq \omega$, and therefore $\|e(t)\| \leq \omega$ and $\|r(t)\| \leq \omega$. Hence, using (2), (3), and Lemma $1,\|z\|$ can be bounded as $\|z\| \leq(2+\alpha) \omega+2 \bar{q}_{d}+$ $2 \overline{\dot{q}}_{d}+\overline{\ddot{q}}_{d}+\frac{\sqrt{l_{2}}}{\sqrt{2\left(b_{h}-\frac{1}{2}\right)}}+1$ provided the sufficient gain conditions $b_{h} \geq \frac{1}{2}, b_{c} \geq \frac{1}{2\left(1+\sqrt{l_{2}}\right)}$ are met for Lemma 1 to hold. Therefore, if $\zeta\left(t_{0}\right) \in \mathcal{D}$, then $z \in \Upsilon \subseteq \mathcal{Z}$. Since $\zeta \in L_{\infty}$, $q, \dot{q} \in \mathcal{L}_{\infty}$. That and the fact that $\hat{c}, \hat{h}, \hat{\theta}, \widehat{W}_{o}, \widehat{W}_{h}, \widehat{W}_{F F} \in \mathcal{L}_{\infty}$ by design imply $\tau \in \mathcal{L}_{\infty}$.

## V. Simulations

To demonstrate the performance and efficacy of the developed Lb-LSTM control design, simulations were performed on the two-link robot manipulator model in [26, Eq. (80)]. To demonstrate the advantages of using the Lb-LSTM architecture instead of a feedforward DNN architecture in the adaptive controller, the results are compared with the DNN-based adaptive controller developed in [2] as the baseline. The baseline adaptive DNN-based controller in [2] is $\tau \triangleq \widehat{\Phi}_{D N N}+k_{r} r+e$, where the DNN estimate $\widehat{\Phi}_{D N N}$ was updated according to the weight adaptation laws defined in [2, Eqs. (7)-(8)]. The LSTM model in (5) was used with tanh activation functions for the feedforward term and $l_{2}=12$ neurons and was compared to 3 baseline fullyconnected DNN architectures, DNN1, DNN2, and DNN3, with 1,2 , and 5 hidden layers each, respectively, with tanh activation functions. DNN1 and DNN2 had 12 neurons in each layer and DNN3 had 14 neurons. The weights of all NNs were randomly initialized with a uniform distribution with values ranging between -1 and 1 . The gains were selected as $\alpha=15, k_{r}=50, k_{1, c}=5, k_{1, h}=5, K_{2, c}=0.1 \cdot\left[I_{2} 0_{2 \times 10}\right]^{\top}$, $K_{2, h}=0.1 \cdot\left[\begin{array}{ll}I_{2} & 0_{2 \times 10}\end{array}\right]^{\top}, b_{c}=5, b_{h}=1, \Gamma_{\theta}=40 \cdot I_{3 l_{1} l_{2}}$, $\Gamma_{o}=40 \cdot I_{l_{1} l_{2}}, \Gamma_{h}=40 \cdot I_{l_{2} n}, \Gamma_{F F}=40 \cdot I_{5 l_{2} n}$, and $\gamma_{\theta}=\gamma_{o}=\gamma_{h}=\gamma_{F F}=0.01$ for the adaptive LSTM controller. For the baseline controllers, the gains were selected as $\alpha=15, k_{r}=50$, and $\Gamma_{j}=24 \cdot I_{L_{j} L_{j+1}} \forall j \in\{0, \ldots, k\}$. For a fair comparison, the same robust control gains were used for

TABLE I
Performance Comparison Results

| NN Architecture | $\\|e\\|[\mathrm{deg}]$ | $g(x)-\widehat{\Phi}$ | $\\|\tau\\|[\mathrm{N} \cdot \mathrm{m}]$ |
| :---: | :---: | :---: | :---: |
| DNN1 | 0.6374 | 36.4609 | 33.3563 |
| DNN2 | 0.6360 | 22.2069 | 19.5852 |
| DNN3 | 0.5302 | 11.8436 | 9.2579 |
| LSTM | 0.3970 | 3.7480 | 6.1471 |

each controllers. The NN gains and parameters (e.g., the learning gains and activation functions) were empirically adjusted to achieve the best performance for each network. For all simulations, the desired trajectory $q_{d}(t) \triangleq\left[q_{d, 1}, q_{d, 2}\right]^{\top} \in \mathbb{R}^{2}$ was selected as $q_{d} \triangleq\left[\begin{array}{c}\frac{\pi}{3} \sin \left(\frac{\pi}{4} t\right) \\ \frac{\pi}{2} \sin \left(\frac{\pi}{2} t\right)\end{array}\right] \in \mathbb{R}^{2}[\mathrm{rad}]$, and the simulations were performed for 25 s with the initial conditions $q(0)=[1.0472,-0.5236]^{\top}[\mathrm{rad}]$ and $\dot{q}(0)=[0,0]^{\top}[\mathrm{rad} / \mathrm{s}]$.

Although all four adaptive NN architectures compensated for the uncertainty in the dynamics and achieved tracking, the LSTM provided improved tracking performance with a significant improvement in both function approximation performance and control effort, when compared to the feedforward NN architectures (see Table I). Moreover, the LSTM provided twofold and fourfold faster tracking and function approximation error convergence, respectively, compared to DNN3 with better transient behavior. When compared to the adaptive controller DNN3, the LSTM-based controller and developed weight adaptation law resulted in $25.1343 \%$ and $68.3541 \%$ improvement in the tracking error and function approximation error, respectively, while requiring $33.6015 \%$ reduced control effort, as shown in Table I.

## VI. Conclusion

An adaptive LSTM-based controller was developed for general uncertain Euler-Lagrange systems. Leveraging the dynamic structure and internal memory inherent in LSTMs, the developed Lb-LSTM architecture is able to leverage time dependencies in the system dynamics and capture time-varying accumulative effects in the system dynamics that static, feedforward NNs cannot. Unlike traditional RNNs, the cell structure of LSTMs allows the LSTM to retain relevant information across longer time sequences. Stability-driven weight adaptation laws are developed for the Lb-LSTM weights in real-time, eliminating the need for offline pre-training. A Lyapunovbased stability analysis is performed and guarantees UUB for the tracking errors, LSTM estimation errors, and weight estimation errors. To validate the developed adaptive LSTMbased controller, simulations were performed to compare the developed method to the adaptive DNN-based controller in [2] and yielded twofold and fourfold faster tracking error and function approximation error convergence, respectively, when compared to a baseline DNN architecture of a similar size.
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[^1]:    ${ }^{1}$ The LSTM cell architecture developed in [21] is in discrete-time and is converted to a continuous-time model in (5) to make it more appropriate for controlling a continuous-time system. The gains $b_{c}$ and $b_{h}$ in (5) are a result of constructing a continuous-time model and can be tuned accordingly to enhance the performance of the continuous-time LSTM.
    ${ }^{2}$ Like the hidden state $h$, the cell state $c$ is passed from one time step to the next. The gate output $c^{*}$ (typically referred to as $\tilde{c}$ in literature) is not passed to the next time step and represents the output of one of the internal gates within the LSTM cell.

[^2]:    ${ }^{3}$ Since the subspace of LSTMs in (6) involving the feedforward term $W_{h}^{\top} \sigma \circ$ $W_{F F}^{\top} x$ is dense in $\mathcal{C}(\mathcal{Z})$, the space of LSTMs is also dense.

[^3]:    ${ }^{4}$ The terms $\eta_{c}$ and $\eta_{h}$ are introduced and implemented in the auxiliary cell and hidden state estimation errors $\tilde{c}$ and $\tilde{h}$ to allow the weight adaptation laws in (18) to adaptively compensate for the uncertainty in the internal dynamics inherent in the LSTM cell through the terms $b_{c} \widehat{\Psi}_{c}^{\prime \top} \eta_{c}, b_{h} \widehat{\Psi}_{h, \theta}^{\prime \top} \eta_{h}$, and $b_{h} \widehat{\Psi}_{h, W_{o}}^{\prime \top} \eta_{h}$.

