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Range and Motion Estimation of a Monocular
Camera Using Static and Moving Objects
Dongkyoung Chwa, Ashwin P. Dani, Member, IEEE, and Warren E. Dixon, Fellow, IEEE

Abstract— We propose a method of estimating the motion of
a monocular camera looking at moving objects and their range.
Unlike the previous studies where the camera and object motion
should be constrained in estimating structure and motion (SaM)
of moving objects, the proposed method do not require those
constraints even though only a monocular camera is used. By first
arranging the SaM dynamics in terms of the measurable states,
we design robust nonlinear observers in a sequential way for both
static (stationary) and dynamic (moving) objects. Through the
combination of these estimates obtained by nonlinear observers,
the reconstruction of the 3-D structure of the dynamic objects
can be achieved using just 2-D images of a monocular camera.
Simulations are performed in the case of changing camera and
object velocities, such that the advantages of the proposed method
can be clearly demonstrated.

Index Terms— 3-D structure, monocular camera, motion and
range estimation, moving camera, moving object.

I. INTRODUCTION

3 -D STRUCTURE reconstruction of an object, which can
be either static (stationary) or dynamic (moving), using a

camera is an important task with many applications [1]–[5].
A 3-D structure estimation requires the information of
the range (or depth) of the object from the camera, and
therefore, there have been many studies to solve the range
estimation problem. The most commonly employed method
is the stereo vision method, where the images simultaneously
captured by two cameras are compared and their difference
can generate the range information via triangulation [6]–[9].
The disadvantage of this method is that accurate camera
calibration is required and a small error in the calibration
can translate to large errors in the structure estimation.
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Thus, a range estimation has been much studied based
on multiple images captured using a monocular camera.
Triangulation-based methods have been developed for a
monocular camera in [10]–[13], which, however, restrict the
object to move along simple trajectories, such as a straight line
or a circle, and are based on batch processing of large amount
of image data. The batch processing and the assumptions on
the moving object trajectories become restrictive for many
object tracking applications where the real-time operation is
necessary, e.g., tracking trajectories of moving objects for
driverless cars and reactive collision avoidance of robots.

The information of the camera motion has been inevitable
in the previous studies on structure from motion, motion from
structure, and structure and motion (SaM), as defined in [14].
The problem of SaM simultaneously solves the problem of the
3-D structure estimation (camera pose) and the camera motion
estimation (camera velocities). The SaM algorithms are useful
in many applications, where the camera motion is not known
using external motion sensors, e.g., an inertial measurement
unit (IMU). Solutions to SaM based on an adaptive estimator
design for nonlinear systems are given in [15] and [16].
In [17], an unknown input observer-based method is presented
in order to estimate a moving camera-moving object relative
structure. The approach is validated in [18], using experiments
conducted by a camera on a PUMA robot and the feature
points tracked on moving objects. In [19] and [20], algorithms
for an image-based pose estimation are presented in the case
of a known distance between two feature points on the object.
In [21] and [22], robust observer algorithms that minimize
L2 gain of the estimation error to the moving object velocity
are presented in the passivity-based framework of nonlinear
systems.

In [10], a batch algorithm for the recovery of the moving
object structure using a moving camera is applied to points
moving in straight lines and conic trajectories based on five
and nine views, respectively. The batch algorithm in [10] is
extended to the case of more general object motions repre-
sented using curves in [11]. In [12], a matrix factorization-
based algorithm is proposed for objects moving with constant
speed along a straight line. In [13], a batch algorithm is
developed to estimate the SaM of objects on the condition
that one of the feature points of the moving object lies on the
static background. In [23], the structure estimation algorithm
requires an approximation of the trajectories of a moving
object in terms of a linear combination of discrete cosine
transform basis vectors. In [24], an optimization framework
for the image-based pose estimation is presented that optimally
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fuses multiple rotation matrices and translation vectors.
In [25] and [26], a visual odometry (VO) algorithm is pre-
sented for ground robots to estimate the camera motion based
on video inputs. The difference between the methods presented
in this paper and VO is that we are interested in estimating
camera pose in the case of a moving object, whereas VO is
interested in estimating the camera trajectory via the video
input of the stereo camera pair. In [27], an extension of VO
to the omnidirectional camera is presented.

In this paper, estimators are developed that take 2-D camera
images as input and estimate the camera velocities based
on stationary objects. The camera velocities are then used
to estimate the structure of the moving object. In particular,
the motion of the camera and the object is considered to
be fairly general. In order to estimate both velocities of the
camera and range of the moving object, it is necessary to
employ the dynamics of the partially measurable state as
in [15] and [28]. However, the proposed method involves the
recasting of these dynamics into those of the measurable states
in such a way that a sequential design and application of
the robust integral signed error (RISE)-based robust nonlin-
ear observers can be achieved as the following two steps.
First, up-to-a-scale estimates of the camera velocities are
obtained by tracking the stationary objects in images via an
RISE-based nonlinear observer [15], [29]. This implies that the
unknown constant scale factor should be further estimated to
estimate the exact camera velocities. Next, the unknown scale
factor is estimated by designing another nonlinear observer
that uses the velocities of the dynamic objects and estimates
the unknown scale of camera velocities. Based on these results,
we can further estimate the range between the camera and the
object. In [30], a recursive least square (RLS) algorithm [31] is
designed for the estimation of velocities of a static object, and
the robustness issue, such as the noise in the measurement
of image pixel and the velocities, is not considered. In this
paper, an RISE-based robust nonlinear observer is designed
to provide better performance, compared with the algorithm
presented in [30].

Since the advantages of the proposed method lies in the
fact that both objects and camera can move in all directions
with nonzero velocities, simulations have been performed
under those conditions to clearly verify the proposed method.
Simulation results show that through the employment of
nonlinear observers, which are known to be robust against even
fast time-varying uncertainties, for both static and dynamic
objects, the proposed method even in the case of relatively fast
time-varying camera velocities can estimate well both camera
velocities and range although the information of these is not
included in the 2-D camera images.

The remainder of this paper is organized as follows.
The measurement model and the camera-object relative
motion model are presented for the development of the
proposed methods in Sections II and III, respectively.
In Sections IV and V, the nonlinear observers for the estima-
tion of the camera motion and range estimation are presented
for both static and dynamic objects, and the stability
of the resulting overall system is analyzed. Simulation
results for the evaluation of the proposed control law are

Fig. 1. Moving camera looking at static and dynamic objects.

provided in Section VI. Finally, the conclusion is drawn
in Section VII.

II. MEASUREMENT MODEL

The point correspondences between consecutive images of a
monocular camera needs to be described through the measure-
ment model in both Euclidean and image spaces, which can
be computed using the feature tracking techniques [32]–[34].
In the case of a moving camera, the feature points of both
static and dynamic objects appear to be moving in the camera
reference frame; thus, the relationship between the measure-
ment of Euclidean space and that of image space needs to be
described.

To this end, as shown in Fig. 1, we need to introduce
the orthogonal coordinate systems attached to a monocular
camera denoted by F∗ and FC , each of which is, respectively,
placed at the initial location with the initial time t0 and
the moved location via a rotation matrix R̄(t) ∈ SO(3)
and a translational vector x̄ f (t) ∈ R

3×1 from the ini-
tial location. Then, the Euclidean coordinates of a feature
point observed by a moving camera should be introduced as
m̄(t) := [x1(t), x2(t), x3(t)]T ∈ R

3×1 in the camera frame FC .
Instead of using the vector m̄(t) with three unknown compo-
nents, it is beneficial to use m(t) with two unknown com-
ponents obtained by normalizing the Euclidean coordinates
as m(t) := [x1(t)/x3(t), x2(t)/x3(t), 1]T in FC . Still, for
easier development of the proposed method, a state vector
y(t) := [y1(t), y2(t), y3(t)]T is defined instead of m(t) as

y =
[

x1

x3
,

x2

x3
,

1

x3

]T

. (1)

The rationale behind this choice of y(t) can be explained
in the following way. First, the first two components of y(t)
are set to be the same as those of m(t), since they can be
obtained from the pixel coordinates p(t) := [u, v, 1]T in the
image space through the relationship

p = Acm (2)

for a known constant invertible camera calibration matrix
Ac ∈ R

3×3 [14]. Second, the last component of y(t) is
an inverse of unmeasurable state x3(t), which is the range
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Fig. 2. Structure of the proposed range and motion estimation method of a monocular camera using static and moving objects.

between the camera and the feature point, and thus, the
estimation of y(t) can yield the range estimation.

Since the dynamic object moving away from the camera
is hard to be estimated in practice, we are not considering
that situation. Therefore, we need to introduce the following
assumption.

Assumption 1: The vectors m̄(t), m(t), and y(t) are
bounded.

The boundedness of m̄(t) implies the boundedness of m(t)
and p(t). From the relationship between p and Ac, the
boundedness of the first two components of y(t) can be related
to the finite size of the images, which is a natural assumption
in the application of the proposed method.

III. STRUCTURE AND MOTION DYNAMICS OF OBJECTS

Fig. 1 describes the moving camera looking at the feature
point q in the object. Since the camera has moved from
the initial location, the Euclidean coordinates of q can be
represented in FC as m̄(t) = x̄ f + R̄xOq for a vector xOq ,
which starts from the origin of the coordinate system F∗
to q . Its time derivative results in the following relative
motion dynamics between the camera and object in the camera
coordinate system [14], [35]:

˙̄m(t) = [ω]X m̄ + vr . (3)

Here, ω(t) := [ω1(t), ω2(t), ω3(t)]T is a camera angular
velocity in FC , [ω]X ∈ R

3×3 is a skew-symmetric matrix
defined as

[ω]X :=
⎛
⎝ 0 −ω3 ω2

ω3 0 −ω1
−ω2 ω1 0

⎞
⎠

and vr (t) is a camera linear velocity relative to q , such as
vr = vc −vp, where vc := [vcx , vcy, vcz]T is a camera velocity,
vp := [vpx , vpy, vpz]T is a velocity of q in FC obtained as

vp(t) = ¯̄Rv̄p , ¯̄R is a rotational matrix between the camera
frame FC and inertial reference frame, and v̄p is a velocity
of q in the inertial reference frame. For the development of
the proposed method provided later in Theorems 1 and 2, we
also introduce the following assumptions.

Assumption 2: The linear camera velocity vector vc(t)
and the object velocity vp(t) are bounded and continuously
differentiable.

Assumption 3: The velocities vp(t), v̄p(t), and ω(t) can be
measured.

Remark 1: The boundedness of the camera velocities and
also the continuous differentiability of the linear velocities
in Assumption 2 can be made without loss of generality
considering the physical properties of actual camera motion.

Assumption 3 can be introduced in the following sense.
If the velocity of the object in the inertial reference frame
is controlled and known as in Assumption 3, then it can be
obtained in the camera reference frame by using the rotational
matrix between the camera and inertial reference frames,
which can be obtained by the integration of angular velocities.
Next, angular velocities can be assumed to be available,
since they can be measured using IMU or estimated using
the homography matrix decomposition between consecutive
camera frames [15], [29].

The measurement model of the feature point with respect to
a moving camera can be derived by substituting ω(t) and vr (t)
into (3) as follows:

˙̄m(t) =
⎡
⎣ 1 0 0 0 x3 −x2

0 1 0 −x3 0 x1
0 0 1 x2 −x1 0

⎤
⎦

[
vr

ω

]
. (4)

By combining (1) and (4), the SaM dynamics of the objects
given by⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ẏ1 = (vcx − y1vcz)y3 − y1y2ω1 + (
1 + y2

1

)
ω2 − y2ω3

− (vpx − y1vpz)y3

ẏ2 = (vcy − y2vcz)y3 − (
1 + y2

2

)
ω1 + y1y2ω2 + y1ω3

− (vpy − y2vpz)y3

ẏ3 = −y2
3vcz − y2 y3ω1 + y1y3ω2 + y2

3 vpz

(5)

can be derived in terms of y1(t), y2(t), which are measurable
as in (2), and y3(t), which is dependent on the unmeasurable
x3(t) and, thus, should be estimated. From the fact that x3(t) is
naturally lower bounded by the camera focal length λm , y3(t)
can be assumed to be both upper and lower bounded [36].
Since these SaM dynamics contain the dynamic equation of
an unmeasurable state, these should be further arranged as
the SaM dynamics in terms of only measurable states for the
design of robust nonlinear observers as provided in Section IV.

The overall structure of the proposed method is shown
in Fig. 2. The proposed method for the camera velocity and
range estimation will be achieved as the following two steps.
First, using a fact that the value of the depth or the inverse
depth up-to-a-scale factor can be obtained using a monocular
camera, the camera velocity is estimated up-to-a-scale factor
based on the static object in Section IV. Next, the exact camera
velocity information is estimated based on the dynamic object
by estimating the unknown scale factor, and then, the range is
also estimated in Section V.

Remark 2: Our approach takes multiple images and uses the
information from feature point tracking in a sequential manner
of a filtering framework, as in MonoSLAM [37]. In addition,
if we know the linear velocity of the object and the angular
velocity of the camera, Chwa et al. [30] showed that we can
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obtain the inverse depth of a feature point with the scaling
information.

Remark 3: In the application of the proposed method, we
have considered the situation when there exists an obvious
static object, such as the building, house, and so on. When
any static object cannot be seen in the camera image, it is
hard to apply the proposed method. Thus, the information of
what the static object is may be needed beforehand for more
practical application. In addition, a moving object can include
any vehicle, such as unmanned guided vehicle or unmanned
aerial vehicle.

Remark 4: A monocular camera is assumed to be able to
see both static and dynamic objects simultaneously. The pro-
posed method can be effectively employed in the case where
2-D images taken by a monocular camera can be reconstructed
as 3-D images offline, such that the estimates of two nonlinear
observers for static and dynamic objects can be combined
in a sequential manner. Although we are not combining the
estimates of both observers at the same time, Fig. 4(a) shows
that the camera velocity estimation from the static object is
sufficiently fast. Therefore, the overall performance of the
estimation using the combined observers can be expected to
become satisfactory.

Remark 5: Once the unknown variable �s defined right
after (9) has been estimated as in (17) during the time
when the static object is visible, the disappearance of the
static object due to the limited field of view (FOV) of
the monocular camera does not matter. In the cases that
the static object disappears in such a short time such that
estimation has not been completed yet, we need to assume
that there are several other static objects, which are known
beforehand, such that the information of the static objects can
be used in the proposed method even with the limited FOV of
the camera.

IV. ESTIMATION OF CAMERA VELOCITY

FOR STATIC OBJECT

In this section, SaM dynamics in (5) is changed as those
appropriate for the camera velocity estimation based on a static
object image. Then, a robust nonlinear observer based on an
RISE method is proposed to obtain an up-to-a-scale cam-
era velocity estimate containing an unknown constant scale
factor.

A. SaM Dynamic Model for Static Object

Since y3(t) is unmeasurable, the SaM model in (5) is still
not appropriate for the camera velocity and range estimation.
In the case of a static object, y(t) corresponds to the static
feature points, and in particular, the exact value of y3 is
not available using the vision sensor. It should be noted that
the numerous previous estimation methods cannot readily be
applied to the SaM model in (5) due to the fact that the
number of two measurable outputs is smaller than that of three
unknown camera velocities. On the other hand, its value up-
to-the-scale factor instead of its exact value can be obtained
in the form of

y3 = ds ȳ3 (6)

for a nonzero ȳ3 with an unknown constant ds . Therefore,
we need to introduce the vector consisting of measurable
variables, such as ȳ = [y1, y2, ȳ3]T , in such a way that the
dynamic equations in (5) can be arranged in a matrix-vector
form as follows:

˙̄y = �s1dsvc + �s2 + �s3 (7)

where

�s1 =
⎛
⎝ ȳ3 0 −y1 ȳ3

0 ȳ3 −y2 ȳ3

0 0 −ȳ2
3

⎞
⎠

�s2 =
⎛
⎝ −y1y2 1 + y2

1 −y2

−(
1 + y2

2

)
y1y2 y1

−y2 ȳ3 y1 ȳ3 0

⎞
⎠ω

�s3 =
⎛
⎝−ȳ3 0 y1 ȳ3

0 −ȳ3 y2 ȳ3

0 0 ȳ2
3

⎞
⎠ dsvp.

The idea of introducing ȳ3 and ds is motivated by the fact
that the SaM dynamics in (7) can be separated by the known
and unknown parts and the unknown part can be linear in the
unknown parameter dsvc, which leads to the easier estimation
of the camera velocity. Here, �s2 (i.e., ω) can be obtained and
�s3 becomes zero due to vp = 0 in the case of a static object.

B. Recursive Least Squares Algorithm for Camera
Velocity Estimation

A brief description of the RLS algorithm in [30] is provided
for the completeness of this paper. Since the RLS algorithm is
based on an algebraic equation where the unknown parameter
is present to be linear with respect to known functions, it
cannot be directly applied to the model in (7). Therefore, it
becomes necessary to derive the algebraic equation from the
dynamic equation in (7).

By introducing the differential operator p̄ = d/dt and the
stable filter H f ( p̄)(:= 1/( p̄ + h)), (7) can be expressed as

p̄

p̄ + h
ȳ = �s1 f dsvc + �s2 f (8)

where �s1 f = �s1H f (p) and �s2 f = �s2 H f (p). For
the estimation of unknown parameters using RLS algorithm,
(8) is arranged in the standard linear regression form as

ys = �T
s �s (9)

where ys = (p/(p + h))ȳ −�s2 f , �s := dsvc is an uncertain
parameter vector to be estimated, and �s := �T

s1 f is a
regression variable. Thus, the following RLS algorithm [31]
can be used to obtain �̂s , which is the estimate of �s :⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

d�̂s(t)

dt
= Ps(t)�s(t)Es(t)

Es(t) = ys(t) − �T
s �̂s

d Ps(t)

dt
= αs Ps(t) − Ps(t)�s(t)�

T
s (t)Ps(t)

(10)

where Es(t) is a residual variable and Ps(t) is a time-varying
matrix. However, an accurate estimate of vc cannot be obtained
just from �̂s ; this requires further development of the SaM
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dynamic model for a dynamic object and the robust nonlinear
observer based on that model, as provided in Section IV-C.
In particular, the RLS algorithm has the following several
limitations. First, since �s is dependent on vc, its application
can be impractical in the case of the camera motion with
time-varying velocities. Although the exponential forgetting
factor [38] can be introduced to the RLS algorithm in (10)
in this situation, the estimation errors can be guaranteed to
be ultimately bounded [39]. Thus, more practical estimation
algorithm should be developed even for more general time-
varying velocities. Second, even when the camera moves
with constant or slowly time-varying velocities, whether the
parameter estimation error converges toward zero or not is
dependent on the properties of �s (i.e., the persistency of
excitation condition [40]). This can lead to the significant
degradation of estimation performance. Finally, its robustness
against the noise and uncertainties is not guaranteed, and
thus, much more robust algorithm should be further developed
by considering the actual properties of the camera images.
As shown in Section VI, the performance of the RLS algorithm
degrades considerably in the presence of pixel noise although
it is satisfactory when there is no noise in the image pixel
measurement.

C. Nonlinear Observer for Camera Velocity Estimation
As commented in Section IV-B, the camera velocity

estimation algorithm, which is robust against noise, should
be developed for more practical application.

Unlike the RLS algorithm described in Section IV-B,
a robust nonlinear observer can estimate the time-varying
velocities well. Here, the nonlinear observer to be designed
in this section is based on the RISE term, which suppresses
the influence of the disturbance in the measurements, such as
image pixel noise, and also the uncertain parameters, such as
unknown moving object velocities, thereby guaranteeing the
robustness against them [41].

To design a robust nonlinear observer, we first need to define
an unmeasurable vector ḡ := �s1�s , such that (7) can be
rewritten as

˙̄y = ḡ + �s2 + �s3. (11)

As in the RLS algorithm, the information of ḡ can be used
to obtain �s (i.e., dsvc) from �−1

s1 ḡ. The existence of �−1
s1

is reasonable in the sense that ȳ3 is nonzero in practice.
For the further development of the nonlinear observer, we
introduce the practical assumption as in [42] that ‖ḡ(·)‖ ≤ ζ̄1,
‖ ˙̄g(·)‖ ≤ ζ̄2, and ‖ ¨̄g(·)‖ ≤ ζ̄3 for known positive
constants ζ̄1, ζ̄2, and ζ̄3.

Since the estimator for ḡ should be developed,
ē := [ē1, ē2, ē3]T = ȳ − ˆ̄y is introduced considering
that ȳ is measurable and ˆ̄y is its estimate available from the
observer to be designed later in (12).

Remark 6: Although the information of the rotation and
translation of the camera (i.e., R̄ and x̄ f ) is used in deriving (5)
from (3), only the availability of the variables y1 and y2
(not R̄ and x̄ f ) is necessary, which is possible from (2), and
the availability of the pixel coordinates in the image space.
Therefore, the error vector ē used in the observer is available.

In addition, a filtered estimation error r̄ = ˙̄e + ᾱē is
introduced for a diagonal constant matrix ᾱ ∈ R

3×3. Then,
a nonlinear observer can be designed for (11) as

˙̄̂y = ˆ̄g + �s2. (12)

Here, ˆ̄g := [ ˆ̄g1, ˆ̄g2, ˆ̄g3]T ∈ R
3×1, which is an estimate of ḡ,

comes from [42], [43]

˙̄̂g = −(k̄s + ᾱ) ˆ̄g + γ̄ sgn(ē) + ᾱk̄s ē (13)

where k̄s := diag(k̄s1, k̄s2, k̄s3) and γ̄ := diag(γ̄1, γ̄2, γ̄3) ∈
R

3×3 are constant positive definite diagonal matrices and
sgn(ē) is a standard signum function applied to each element
of the argument. Since �s3 = 0 in the case of static object, the
error dynamics between (11) and (12) can be easily obtained as

˙̄e = ḡ − ˆ̄g. (14)

Thus, for η̄(:= [η̄1, η̄2, η̄3]T ) = ˙̄g+(k̄s+ᾱ)ḡ ∈ R
3×1, the time

derivative of the filtered tracking error can be expressed as

˙̄r = ˙̄g − ˙̄̂g + ᾱ ˙̄e
= ˙̄g + (k̄s + ᾱ) ˆ̄g − {γ̄ sgn(ē) + ᾱk̄s ē} + ᾱ ˙̄e
= η̄ + (k̄s + ᾱ)(−˙̄e) − {γ̄ sgn(ē) + ᾱk̄s ē} + ᾱ ˙̄e
= η̄ − k̄sr̄ − γ̄ sgn(ē) (15)

where the second and third equalities come from (13) and (14),
respectively. From the aforementioned boundedness of
ḡ and ˙̄g, that of η̄(·) and ˙̄η(·) follows in the form of
‖η̄(·)‖ ≤ ζ̄4 and ‖ ˙̄η(·)‖ ≤ ζ̄5 for positive constants

ζ̄4 and ζ̄5. Then, the properties of the robust nonlinear observer
in (12) and (13) can be described as the following theorem.

Theorem 1: Suppose that Assumptions 1–3 are satisfied.
When each element of the diagonal constant matrix γ̄ in (13)
satisfies

γ̄i ≥ ζ̄4 + 1

ᾱi
ζ̄5 (16)

for i = 1, 2, 3, ˆ̄g asymptotically converges to ḡ, in such a
way that the estimate of the unknown variable �s (i.e., dsvc)
in SaM dynamics (5) or (7) can be obtained using the nonlinear
observer in (12) and (13) as

�̂s := �−1
s1

ˆ̄g. (17)

Proof: The time derivative of the Lyapunov function
candidate

V = r̄ T r̄/2 (18)

can be expressed using (15) as

V̇ = r̄ T (η̄ − k̄s r̄ − γ̄ sgn(ē))

= −r̄ T k̄sr̄ + ( ˙̄e + ᾱē)T · (η̄ − γ̄ sgn(ē)). (19)

If we introduce γ̄v = [γ̄1, γ̄2, γ̄3]T ∈ R
3×1, each element of

which is the diagonal component of the matrix γ̄ , and |·| which
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is an absolute value applied to each element of the argument
vector, then the integration of (19) gives

V (t) = V (t0) −
∫ t

t0
r̄(τ )T k̄sr̄(τ )dτ

+
∫ t

t0

˙̄e(τ )T · {η̄(τ ) − γ̄ sgn(ē(τ ))}dτ

+
∫ t

t0
(ᾱē)T · {η̄(τ ) − γ̄ sgn(ē(τ ))}dτ

≤ V (t0) −
∫ t

t0
r̄(τ )T k̄sr̄(τ )dτ

+ ē(τ )T {η̄(τ ) − γ̄ sgn(ē(τ ))}|tt0
−

∫ t

t0
ē(τ )T · { ˙̄η(τ) − 2γ̄ δ(ē(τ )) ˙̄e(τ )}dτ

+
∫ t

t0
|ᾱē|T · {|η̄(τ )| − γ̄v}dτ

= V (t0) −
∫ t

t0
r̄(τ )T k̄sr̄(τ )dτ

+ ē(t)T η̄(t) − γ̄ T
v |ē(t)| − ē(t0)

T η̄(t0) + γ̄ T
v |ē(t0)|

−
∫ t

t0
ē(τ )T · { ˙̄η(τ) − 2γ̄ δ(ē(τ )) ˙̄e(τ )}dτ

+
∫ t

t0
|ᾱē|T · {|η̄(τ )| − γ̄v}dτ (20a)

where δ(ē(τ )) is a delta function satisfying
δ(ē(τ )) = (∂/2∂ ē(τ ))sgn(ē(τ )). Since the right-hand
side of (19) contains the discontinuous function, its absolutely
continuous Filippov solution V (t) in (20a) exists and satisfies
the following inequality almost everywhere [44]:

V (t) ≤ V (t0) −
∫ t

t0
r̄(τ )T k̄sr̄(τ )dτ

+ |ē(t)|T · (|η̄(t)| − γ̄v) − ē(t0)
T η̄(t0) + γ̄ T

v |ē(t0)|
+

∫ t

t0
|ᾱē|T · {|η̄(τ )| + |ᾱ−1 ˙̄η(τ)| − γ̄v}dτ . (20b)

Under Filippov’s framework, a generalized Lyapunov stability
theory can be used (see [45], [46] for further details) to
establish strong stability of the closed-loop system. Since (16)
implies the nonpositivity of each element of the third and sixth
terms in the right-hand side of (20b) (i.e., |η̄(t)| − γ̄v and
|η̄(τ )| + |ᾱ−1 ˙̄η(τ)| − γ̄v ), (20b) can be arranged as

V (t) ≤ V (t0) −
∫ t

t0
r̄(τ )T k̄sr̄(τ )dτ + σ (21)

where σ = −ē(t0)T η̄(t0) + γ̄ |ē(t0)| is constant.
From (18) and (21), r̄ ∈ L2∩L∞, i.e., ē, ˙̄e ∈ L∞ (respectively,
ˆ̄y,

˙̄̂y ∈ L∞) from the definition of r̄ (respectively, ē and
Assumption 1). Also, from (12) and (13), ˆ̄g,

˙̄̂g ∈ L∞.
In particular, from the definition of η̄ and the boundedness of
ḡ(·), ˙̄g(·), and ¨̄g(·), it follows from (15) that ˙̄r ∈ L∞. Thus,
Barbalat’s lemma [47] can be used to show that r̄ → ∞
as t → ∞, which leads to the asymptotic convergence

of ē (respectively, ˙̄e) to zero, such that ˆ̄y (respectively, ˆ̄g)
converges to ȳ (respectively, ḡ) as time goes to ∞ from

the definition of ē [respectively, (14)]. Also, due to the
nonsingularity of �s1, �s can be estimated from ˆ̄g.

Although �s can be estimated from Theorem 1, the esti-
mation of the camera velocity requires the estimate of ds to
be known, which will be presented in Section V.

V. ESTIMATION OF CAMERA VELOCITY FOR

DYNAMIC OBJECT AND RANGE

In this section, the information of a dynamic object, instead
of a static object, is used to estimate the unknown constant
scale factor, which, in turn, can be used to estimate the exact
camera velocity.

In the case of a dynamic object as well, the state variable for
the SaM model is introduced as Y = [Y1, Y2, Y3]T , which is
defined in the same way as y in (1) and is denoted differently
just for the differentiation of the static and dynamic state
vectors, along with the velocity of the dynamic object defined
as vo = [vox, voy, voz]T instead of vp in (5). Then, the SaM
model for a dynamic object can be described based on (5) as

Ẏ = �T
d �d (22)

where �d := [vc, ω, vo]T and

�T
d

=
⎛
⎝Y3 0 −Y1Y3 −Y1Y2 1 + Y 2

1 −Y2 −Y3 0 Y1Y3

0 Y3 −Y2Y3 −(
1 + Y 2

2

)
Y1Y2 Y1 0 −Y3 Y2Y3

0 0 −Y 2
3 −Y2Y3 Y1Y3 0 0 0 Y 2

3

⎞
⎠.

In the case of a dynamic object, not only the range information
Y3 is unmeasurable, but also vo is a nonzero velocity vector
of a dynamic object.

Since the nonlinear observer will be designed to estimate Y3,
Y3 does not need to be constant or slowly time varying. Due to
the asymptotic convergence of the estimation error to zero in
Theorem 1, vc can be replaced by �̂s/ds . Then, the number
of the unknown variables in (22) reduces two, which is the
number of ds and Y3. Therefore, we just need to use only the
first and second equations of (22). To this end, a measurable
vector Ȳ := [Y1, Y2]T is included instead of Y . That is, instead
of the third-order SaM model in (7), we need to adopt the
second-order SaM model given by

˙̄Y = �d1(Y3/ds) + �d2 + �d3Y3 (23)

where

�d1 =
(

1 0 −Y1
0 1 −Y2

)
�̂s

�d2 =
( −Y1Y2 1 + Y 2

1 −Y2

−(
1 + Y 2

2

)
Y1Y2 Y1

)
ω

�d3 =
(

1 0 −Y1
0 1 −Y2

)
(−vo).

Since the right-hand side of (23) is linear in the unknown
parameters Y3/ds and Y3, the estimation of its unknown terms
can yield the estimates of unknown parameters. Thus, (23) is
rewritten as

˙̄Y = �1 + g (24)
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where �1 (respectively, g) is a measurable (respectively,
unmeasurable) vector satisfying �1 = �d2 (respectively,
g = [�d1,�d3] · [Y3/ds, Y3]T ). When ĝ := [ĝ1, ĝ2]T ∈ R

2×1,
which is an estimate of g, can be obtained by the non-
linear observer to be designed later in (27), the estimates
of [Y3/ds, Y3]T can be obtained by defining [G1, G2]T :=
[�d1,�d3]−1 · g = [Y3/ds, Y3]T as

[Ĝ1, Ĝ2]T = [�d1,�d3]−1 · ĝ (25)

provided that [�d1,�d3]−1 exists. When we compare
�d1 and �d3, the nonsingularity of the matrix [�̂s, vo]
(i.e., the noncollinearity of the camera and object motion)
is a sufficient condition for the existence of (25). As long
as both camera and object move in at least one noncollinear
direction, this condition can be satisfied; this makes sense
when we consider the practical situation. As in Section IV,
the assumption that ‖g(·)‖ ≤ ζ1, ‖ġ(·)| ≤ ζ2, and ‖g̈(·)‖ ≤ ζ3
for positive constants ζ1, ζ2, and ζ3 is made again.

Based on the SaM model in (24), the estimator for g should
be designed by defining e := [e1, e2]T = Ȳ − ˆ̄Y . Here, Ȳ is
measurable and ˆ̄Y comes from the observer to be designed later
in (26). Also, r = ė + αe is defined for a diagonal constant
matrix α ∈ R

2×2. Then, a nonlinear observer can be designed
for (24) as

˙̄̂
Y = �1 + ĝ (26)

where ĝ can be obtained as in (13) as

˙̂g = −(ks + α)ĝ + γ sgn(e) + αkse (27)

where ks, γ ∈ R
2×2 are positive definite constant diagonal

matrices. Unlike the derivation of the error dynamics in (14),
the nonzero object velocity is no hindrance in deriving the
error dynamics

ė = g − ĝ (28)

and

ṙ = η − ksr − γ sgn(e) (29)

where η(t)(:= [η1, η2]T ) = ġ + (ks +α)g ∈ R
2×1. Since both

g and ġ are bounded, it is easy to see that ‖η(·)‖ ≤ ζ4 and
‖η̇(·)‖ ≤ ζ5 hold for positive constants ζ4 and ζ5. Then, using
the nonlinear observer in (26) and (27) for dynamic object,
we can estimate both camera velocity and range as in the
following theorem.

Theorem 2: When each element of the diagonal constant
matrix γ in (13) satisfies

γi ≥ ζ4 + 1

αi
ζ5 (30)

for i = 1, 2, 3, ĝ asymptotically converges to g, in such a
way that the estimates of the unknown variables ds and Y3
(i.e., d̂s and Ŷ3) in the SaM dynamics (23) can be obtained
using the nonlinear observer in (26) and (27) as

d̂s = Ĝ2/Ĝ1, Ŷ3 = Ĝ2. (31)

Fig. 3. Time histories of the static and dynamic objects position in the
single-camera images. Solid line: static. Dashed-dotted line: dynamic.

In addition, the estimate of the camera velocity vc (i.e., v̂c)
can be estimated as

v̂c = �̂s/d̂s (32)

where �̂s can be obtained as (17) by using the nonlinear
observers in (12) and (13).

Proof: Most of the proof follows from that of Theorem 1
and the remaining part is trivial.

VI. SIMULATION RESULTS

Simulations are performed to demonstrate the performance
of the proposed method for camera velocity and range estima-
tion. As far as we know, there have been no previous results
except the authors’ previous conference [30], where the object
and the camera can move in a free way without any restriction.
Thus, just the proposed method and the previous method
in [30] will be compared, in such a way that the aforemen-
tioned limitation of the application of the RLS algorithm to
the considered problem will be clarified. Whereas the usual
speed of the camera is 30 frames/s, the nonlinear observers are
valid for a continuous-time system. Thus, their performance of
the camera velocity and range estimation should be evaluated
under the following practical conditions. First, the camera and
object velocities are assumed to be available at the sampling
rate of 30 ms from the camera images, and the solutions of
the nonlinear observers were calculated using the Runge–Kutta
algorithm with the sampling rate of 1 ms.

Design parameters of nonlinear observers are chosen as
k̄s = ks = diag{50, 50}, ᾱ = α = diag{50, 50}, and
γ̄ = γ = diag{10−5, 10−5}, and the camera calibration
matrix Ac in (2) is set to be

Ac =
⎡
⎣ 720 0 320

0 720 240
0 0 1

⎤
⎦.

An initial target feature point position is set to be m̄(t0) =
[20, 10, 1]T (m), and the camera and object velocities are
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Fig. 4. Performance of the combination of the RLS algorithm for static object
and nonlinear observer for dynamic object in the single camera images with
pixel noise. Solid line: actual. Dashed-dotted line: estimated. (a) Estimation
performance of �s for static object. (b) Estimation performance of ds and Y3
for dynamic object.

chosen, respectively, as

vc =
⎡
⎣ 2 + 2 sin(π t/8)

3 + sin(π t/4)
−3 + 0.5 sin(π t/4)

⎤
⎦ (m/s)

ω = [0,−π/30, 0]T (rad/s), and v̄0 = [−2,−1,−1] (m/s),

which gives vo(t) as vo(t)
¯̄Rv̄o and ¯̄R can be obtained by

using the angular velocity. Depending on the choice of ȳ3
with respect to y3, the true value of ds in (6) becomes an
appropriate positive constant. Here, ds is chosen as ds = 0.5.
Since ȳ and Ȳ are known, we can set the initial values of ˆ̄y
in (12) and ˆ̄Y in (26) to be their true values ȳ(0) and Ȳ (0).
In addition, the initial estimates of ĝ in (13) and ĝ in (27) are
selected as

ˆ̄g(0) = [ ˆ̄g1(0), ˆ̄g2(0), ˆ̄g3(0)]T = [1, 1, 1]T

ĝ(0) = [ĝ1(0), ĝ2(0)]T = [1, 1]T .

Fig. 5. Performance of the proposed nonlinear observer using both
static and dynamic objects in the single camera images with pixel noise.
Solid line: actual. Dashed-dotted line: estimated. (a) Estimation performance
of �s for static object. (b) Estimation performance of ds and Y3 for dynamic
object.

The proposed method is validated for robustness by the
addition of white Gaussian noise with a signal-to-noise ratio
of 100 dB to the image pixel measurements, and 5% noise with
zero mean and a variance of 0.1 to the measured velocities.
We found that the estimation of the static object using the
RLS algorithm was very sensitive to noise in the considered
problem, such that considerable degradation of performance
could be observed depending on the size of the noise.

Under the above conditions, the positions of static and
dynamic objects captured in the single camera images in the
inertial reference frame are shown in Fig. 3. The performance
of the RLS algorithm and the proposed method can be
compared, as shown in Figs. 4 and 5.

First, the RLS algorithm in [30] is employed to the SaM
model for the static object in (9) to produce �̂s as in
Section IV-B. In the case that there is no pixel noise, the
estimation performance of the RLS algorithm is satisfactory,
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as shown in [30]. However, the presence of the pixel noise
can significantly degrade its performance. Therefore, it can be
seen that the practical situation does require a more robust
observer for the considered problem. In particular, the initial
transient estimates of �s , ds , and Y3 can make the estimation
performance much degraded in the sense that the estimate of
vc that can be obtained from the division of �s by ds can be
much worse in the present case.

Next, a proposed robust nonlinear observer is employed to
the SaM model for the static object in (11) to produce �̂s .
Fig. 5(a) shows the satisfactory estimation performance of an
up-to-a-scale camera velocity even in the presence of pixel
noise. By using �̂s to obtain (23), the estimates of the non-
linear observer can be processed to obtain d̂s . Fig. 5(b) shows
the asymptotic convergence of d̂s and Ŷ3 to their true value.
In addition, by combining the estimate �̂s from the static
object and d̂s from the dynamic object, the camera velocity vc

can be estimated well. In particular, the performance in the
estimation of these variables in Fig. 5(b) is much improved,
compared with that of Fig. 4(b). These results demonstrate that
the proposed nonlinear observer-based camera motion and the
range estimation method can achieve robust and satisfactory
performance even with the object motion and noise.

VII. CONCLUSION

The proposed method for a camera velocity and range
estimation uses just the images of a monocular camera, and
does not restrict the camera and object motion, unlike the
previous studies. In the case of previous studies, they are based
on the form of an algebraic equation, and the motion and
structure estimations are solved by the least-square solution or
an optimization method, which inevitably leads to weakness in
the presence of object motion and noise. To solve these prob-
lems, we have derived the SaM dynamic equations in terms
of measurable states, such that the robust nonlinear observers
can be applied to the camera images of static and dynamic
objects. Unlike the RLS method, which can show degraded
performance in the presence of pixel noise, the proposed
RISE-based nonlinear observer has been previously verified
to work well against even the fast time-varying uncertainties.
Since the camera velocity and range can show the changing
characteristics in a practical situation, the performance of both
camera velocity and range estimation becomes satisfactory
using the proposed method in this situation. It is noticeable
that our work can estimate the camera motion and range
based on the feature points of the moving object, eliminating
the restriction on the object or camera motion. Although
simulations are performed to demonstrate the validity of the
proposed method, an experimental study needs to be pursued
as a further work by considering the following issues. The
feature tracks may often be broken during the processing of
the input frames, due to occlusion, blur, image noise, object
motion leaving the camera’s FOV, and so on, which may have
to be considered in the actual work. In addition, the proposed
method can be extended to more practical applications where
both quadrotor with camera and the vehicle are in motion and
only limited information of either camera or object velocities
is available.
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