I. Introduction

A. Motivation and Literature Review

CubeSats are small spacecraft typically used in low Earth orbit (LEO). At LEO, spacecraft interact with low-density atmosphere and experience atmospheric drag. Atmospheric drag is commonly considered as a perturbation in the equations of motion for an orbiting spacecraft, but it can also be exploited to maneuver the spacecraft using a drag maneuvering device (DMD) (e.g., [1, 2]).

Previous work in [3, 4] investigated orbital maneuvering, collision avoidance, and attitude stabilization by a DMD-equipped CubeSat. However, these algorithms assume that all drag surfaces (DSs) are evenly deployed at all times. In real operation, lengths of DSs are hard to deploy equally due to manufacturing tolerances, potentially resulting in unbalanced torques with respect to the center of mass of the spacecraft because the DSs are controlled independently.

CubeSat missions usually require maintaining attitude for communication or sensing purposes. Atmospheric torque and magnetic torque are used to maintain the attitude of a CubeSat for sensing tasks in [5], where a DMD-like distribution of fixed DSs is used to improve the performance of magnetic-based attitude control. Roto-translational control using atmospheric drag has also been investigated in [6, 7], where a switching strategy for on-off virtual thrusters and a sliding mode controller are developed via a Lyapunov-based method.

The atmospheric and gravity gradient torques imposed on a spacecraft heavily depend on its geometry. The distribution and degrees of freedom of the DSs directly influence the capability of the spacecraft to control or stabilize its attitude. Common designs have two degrees of freedom for each DS, e.g., extend/retract and rotation about an axis aligned with the ram direction, the axis selected to deploy equally due to manufacturing tolerances, potentially resulting in unbalanced torques with respect to the center of mass of the spacecraft because the DSs are controlled independently.

The control objective is to track a given desired attitude trajectory using the atmospheric and gravity gradient torques produced by modulating the length and velocity of the DMD DSs while identifying uncertain parameters associated with the drag coefficient and atmospheric density. Atmospheric torque in CubeSat attitude controllers often assumes that the drag coefficient of the spacecraft and atmospheric density are known or can be determined. For example, the drag coefficient for the spacecraft is estimated based on its shape in [8]. For atmospheric density estimation, Ref. [9] can be used to calculate the density at various altitudes to characterize the behavior of the satellite under average orbital conditions. For a specific orbit, more accurate density models such as the NRLMSISE-00 model [10] can be used for estimation. Although there are several models for atmospheric density, solar and geomagnetic activities produce changes that are difficult to model and predict.

The gravity gradient torque experienced by a spacecraft due to the gradient of gravitational forces along its body is exploited for attitude stabilization in [11]. Oscillations about the three body axes propagating from the initial conditions were observed, and improved performance was obtained by deploying DSs along the pitch axis. Gravity gradient and aerodynamic torques were also used in [12] for attitude control of CubeSat using reaction wheels and applying constraints on the actuator torque. Recently, techniques for attitude stabilization using the DMD have been proposed by combining gravity gradient torque with magnetic and aerodynamic torques in [13, 14], respectively.

Adaptive control methods can be used to compensate for uncertainties in the system model. However, the parameter estimates may not converge to the true values without persistent excitation (PE) [15–17]. In general, the PE condition cannot be guaranteed a priori for nonlinear systems and cannot be verified online. Specifically, the PE condition requires the system to be persistently excited over the infinite time integral. Motivated by the desire to learn the true parameters while relaxing the PE requirement, an adaptive update scheme known as concurrent learning (CL) was developed in [18, 19] assuming that higher order states could be measured and filtered. The finite excitation (FE) condition used in CL requires the system to be sufficiently excited over a finite time period, and CL updates estimates of the constant unknown parameters based on input and output data of the dynamic system. The FE condition is a verifiable condition that can be checked online by examining the eigenvalue of a matrix constructed of input–output data collected concurrent to the control execution. More recent developments eliminate the need for higher-order state measurements through integral concurrent learning (ICL) [20–22].

B. Design Challenges

In this paper, an adaptive controller is designed to track the desired attitude trajectory of the spacecraft in [2] with a DMD that provides one degree of freedom for each of its four DSs. Each DS is offset by 90 deg with a fixed inclination angle of 20 deg with respect to the anti-ram surface of the spacecraft as depicted in Fig. 1. In Fig. 1, the spacecraft’s body-fixed frame is attached to the center of mass of the spacecraft, with the $b_1$ axis aligned with the ram direction, the $b_2$ axis on the nadir facing side of the spacecraft, and the $b_3$ axis selected to complete the dextral orthogonal coordinate system. The DSs are aligned such that surfaces DS1 and DS3 are deployed in the $h_1 h_3$ plane, and surfaces DS2 and DS4 deployed in the $h_1 h_2$ plane. The centroidal inertia tensor of the spacecraft is dependent on the deployed length of each surface. Also shown in Fig. 1 is an orbiting coordinate frame attached to the center of mass of the spacecraft. The $\hat{\hat{o}}_3$ axis is aligned with the orbit’s angular momentum vector, the $\hat{\hat{o}}_3$ axis points in the zenith direction, and the $\hat{\hat{o}}_1$ axis completes the dextral orthogonal triad.

The control objective is to track a given desired attitude trajectory using the atmospheric and gravity gradient torques produced by modulating the length and velocity of the DMD DSs while identifying uncertain parameters associated with the drag coefficient and atmospheric density.
atmospheric density. The atmospheric and gravity gradient torques are included in the nonlinear dynamic model without the typical small angle assumption. Moreover, the control inputs are coupled with the time-varying inertia tensor due to the changing lengths of the DSs of the DMD. Specifically, because attitude tracking is achieved through modulating the DMD, the torques resulting from the time derivative of the inertia tensor term are included in the subsequent analysis, generalizing typical results such as [6, 7, 14].

Given the time derivative of the inertia tensor, the control inputs include both lengths and velocities of DSs instead of only the lengths. To track the desired attitude trajectory, the control inputs need to satisfy the subsequently designed auxiliary control using an optimization algorithm to adjust the configuration of the surfaces. The development is further complicated by the fact that a drag coefficient and the atmospheric density are multiplicative uncertainties with the control input. Lyapunov-based techniques are used to guide the design of an ICL controller that simultaneously identifies the uncertain parameters without requiring the traditional PE condition. Instead, the verifiable FE condition (subsequently described in Sec. VI.B) is used. Specifically, before the FE condition is satisfied, a Lyapunov-based analysis is used to prove that the tracking errors are bounded. Once the FE condition is satisfied, further analysis is used to conclude uniformly ultimately bounded parameter identification. Two simulation examples are provided to demonstrate the performance of the proposed approach. The developed controller was able to track a desired trajectory with less than ±8.0 × 10⁻² deg steady-state error in Euler angle representation, while simultaneously identifying the uncertain drag coefficient and atmospheric density with up to 0.93% error.

II. Preliminaries

Let \( \mathbb{R} \) and \( \mathbb{Z} \) denote the set of real numbers and integers, respectively, where \( \mathbb{R}_\pm \triangleq [0, \infty) \), \( \mathbb{R}_{\pm 0} \triangleq (0, \infty) \), \( \mathbb{Z}_\pm \triangleq \mathbb{R}_{\pm 0} \cap \mathbb{Z} \), and \( \mathbb{Z}_{\pm 0} \triangleq \mathbb{R}_{\pm 0} \cap \mathbb{Z} \). Let \( p \in \mathbb{Z}_{\pm 0} \). The \( p \times p \) identity matrix is denoted by \( I_p \). The skew symmetric matrix \( a^x \in \mathbb{R}^{3 \times 3} \) for a vector \( a \triangleq [a_1 \ a_2 \ a_3]^T \in \mathbb{R}^3 \) is defined as

\[
\begin{bmatrix}
0 & -a_3 & a_2 \\
 a_3 & 0 & -a_1 \\
a_2 & a_1 & 0 \\
\end{bmatrix}
\]

The cross-product operator is denoted as \( \times \). Note that the vector cross product can be expressed as the product of a skew symmetric matrix and a vector (i.e., \( b \triangleq [b_1 \ b_2 \ b_3]^T \in \mathbb{R}^3 \)), e.g., \( a \times b = a^x b \). The Euclidean norm of a vector \( m \in \mathbb{R}^p \) is denoted by \( ||m|| \triangleq \sqrt{m^T m} \), and the absolute value of a scalar \( n \in \mathbb{R} \) is denoted by \( |n| \). The notations \( \lambda_{\min} \) and \( \lambda_{\max} \) denote the minimum and maximum eigenvalues of \(-I\), respectively.

III. Attitude Dynamics

The symmetric centroidal moment of inertia tensor about the center of mass of the spacecraft is denoted as \( J \in \mathbb{R}^{3 \times 3} \) in the body coordinate system.\(^1\) The angular velocity of the spacecraft with respect to the inertial reference frame can be defined as \( \omega \in \mathbb{R}^3 \) in the body coordinate system. The atmospheric torque \( \tau_{AT} \in \mathbb{R}^3 \) can be obtained as \([14]\)

\[
\tau_{AT} = \sum_{j=1}^{4} r_j^T F_{d,j} \quad j = 1, 2, 3, 4
\]

where \( r_j \in \mathbb{R}^3 \) denotes the vector points from the center of mass of the spacecraft to the geometric center of the \( j \)th DS expressed in the body coordinate system, and \( F_{d,j} \in \mathbb{R}^3 \) denotes the drag force generated by the \( j \)th DS of the DMD. The drag force \( F_{d,j} \in \mathbb{R}^3 \) can be expressed as \([14]\)

\[
F_{d,j} = -\frac{1}{2} C_{DP} L_j w_b ||v_{\perp,j}||^2 v_r
\]

where \( C_{DP} \in \mathbb{R}_{\pm 0} \) denotes the uncertain drag coefficient of the DS (assumed equal for all DSs), \( r \in \mathbb{R}_{\pm 0} \) is a constant uncertain atmospheric density, \( L_j \in \mathbb{R}_{\mp 0} \) is the width of the DS, \( L_j \in \mathbb{R}_{\pm 0} \) and \( v_{\perp,j} \in \mathbb{R}_{\pm 0} \) denote the length and the component of the spacecraft’s velocity with respect to the atmosphere that is perpendicular to the \( j \)th DS, respectively, and \( v_r \in \mathbb{R}^3 \) denotes the unit vector in the direction of the velocity vector of the spacecraft with respect to the atmosphere expressed in the body coordinate system. The gravity gradient torque \( \tau_{GG} \in \mathbb{R}^3 \) can be obtained as

\[
\tau_{GG} = 3 GM_b \frac{R_c}{||R||^2} R_c^T J R_c
\]

where \( G \in \mathbb{R}_{\pm 0} \) denotes the universal gravitational constant, \( M_b \in \mathbb{R}_{\pm 0} \) denotes the mass of the Earth, and \( R_c \in \mathbb{R}^3 \) denotes the vector that goes from the center of the Earth to the center of mass of the spacecraft.\(^2\) Based on Eqs. (1–3), the spacecraft attitude dynamics are

\[
\dot{\omega} + J_\omega + a^x J_\omega = \tau_{AT} + \tau_{GG}
\]

**Remark 1:** Considering that the material of the DMD surfaces is Austenitic 316 stainless steel [2], it is assumed that these surfaces do not contribute on the magnetic disturbance torques of the CubeSat. Moreover, the design of the spacecraft does not include permanent magnets or high magnetic hysteresis materials. The magnitude of the residual magnetic moment of the spacecraft, and the associated maximum magnetic disturbance torque have been computed following the guidelines in [23] for a class II spacecraft and the procedure described in [24]. The resulting maximum magnetic disturbance torque is \( 3.95 \times 10^{-6} \text{ N} \cdot \text{m} \), which is considered negligible for the purpose of this work given the control authority in the order of \( 10^{-6} \text{ N} \cdot \text{m} \) that results from the ability of significantly extending/ retracting the surfaces and their influence on the inertia matrix of the spacecraft.

IV. Control Design

A. Control Objective

The control objective is to track a given desired spacecraft attitude trajectory using the atmospheric and gravity gradient torques produced by controlling the length and velocity of the DSs of a DMD
device. The atmospheric torque in Eq. (1) and the gravity gradient
torque in Eq. (3) depend on the spacecraft’s configuration and lengths of
DSs.
An impediment to develop a controller for Eq. (4) is that the subsequently designed auxiliary control inputs are multiplied by an uncertain drag coefficient $C_D$ and an uncertain atmospheric density $\rho$. Moreover, the inertia of the spacecraft is changing with the length of DSs, and DSs affect the amount of atmospheric torque that can be generated. Yet, the atmospheric torque is a function of parametric uncertainties (i.e., $C_D$ and $\rho$). The system dynamics can be expressed as a product of a nonlinear regression matrix and a vector of uncertain constants. Based on this parameterization, an ICL adaptive update law is designed to yield a uniformly ultimately bounded result of a
finite-time sufficient excitation condition is satisfied.
To facilitate the subsequent control development, the unit quaternion $q(q_0, q_3) \in \mathbb{R}^4$ with $q_0 \in \mathbb{R}$ and $q_3 \in \mathbb{R}^3$ [25] is used to describe the orientation of the spacecraft with respect to the inertial reference frame in the desired body coordinate system, with the property

$$q_0^T q_v + q_3^3 = 1$$

(5)
The rotational kinematics of the rigid-body spacecraft can be determined as

$$\dot{q}_v = \frac{1}{2} (q_v^T q_0) \omega$$

(6)

$$\dot{q}_0 = -\frac{1}{2} q_v^T \omega$$

(7)
The rotation matrices that bring the inertial reference frame onto body frame $R \in \mathbb{R}^{3 \times 3}$ and the inertial reference frame onto the desired body frame $R_d \in \mathbb{R}^{3 \times 3}$ are defined as

$$R \triangleq \left(q_0^T q_v \right) I_3 + 2 q_3 q_v^T - 2q_0 q_v^T$$

(8)

$$R_d \triangleq \left( q_0^T q_{vd} \right) I_3 + 2 q_3 q_{vd}^T - 2q_0 q_{vd}^T$$

(9)

respectively, where $q_0, q_{vd}, q_{vd} \in \mathbb{R}^4$, with $q_{vd} \in \mathbb{R}$ and $q_{vd} \in \mathbb{R}^3$ describing the desired orientation of the spacecraft with respect to the inertial reference frame expressed in the desired body coordinate system. Using Eqs. (6) and (7), $\omega$ can be expressed in terms of the quaternion as

$$\omega = 2 \left( q_0 \dot{q}_v - q_v \dot{q}_0 \right) - 2q_v^T \dot{q}_v$$

(10)

Similarly, the desired angular velocity of the spacecraft with respect to the inertial reference frame is expressed in the desired body coordinate system as

$$\omega_d = 2 \left( q_{vd} \dot{q}_{vd} - q_{vd} \dot{q}_{vd} \right) - 2q_{vd}^T \dot{q}_{vd}$$

(11)
The components $e_v \in \mathbb{R}^3$ and $e_{vd} \in \mathbb{R}$ of the quaternion tracking error $e(e_0, e_v) \in \mathbb{R}^4$ are defined as

$$e_v \triangleq q_0 q_v q_3^3 - q_{vd} q_{vd}^3$$

(12)

$$e_{vd} \triangleq q_0 q_{vd} + q_3^3 q_{vd}$$

(13)

respectively. From the definitions of the quaternion tracking errors in Eqs. (12) and (13), the following constraint holds [26]:

$$e_v^T e_v + e_{vd}^2 = 1$$

(14)

$$0 \leq \| e_v \| \leq 1$$

$$0 \leq \| e_{vd} \| \leq 1$$

To quantify the objective, the rotation matrix that brings the desired body frame onto body frame denote by $\hat{R}(e_0, e_v) \in \mathbb{R}^{3 \times 3}$ is defined as

$$\hat{R} \triangleq R R_d^T$$

(15)

Substituting Eqs. (8), (9), (12), and (13) into Eq. (15) yields

$$\hat{R} = \left( e_0^T - e_v^T e_v \right) I_3 + 2 e_v e_v^T - 2e_0 e_0^T$$

(16)

The attitude tracking control objective is

$$\hat{R} \rightarrow I_3 \text{ as } t \rightarrow \infty$$

(17)

Based on Eqs. (12–14) and Eq. (16), the attitude tracking objective in Eq. (17) is achieved if [26]

$$\| e_v \| \rightarrow 0 \Rightarrow \| e_0 \| \rightarrow 1$$

(18)

B. Control Development
To facilitate the control development, the angular velocity of the spacecraft with respect to the desired body coordinate system expressed in body coordinate system, denoted by $\omega \in \mathbb{R}^3$, is defined as

$$\hat{\omega} \triangleq \omega - \hat{R} \omega_d$$

(19)

An auxiliary signal $\tau \in \mathbb{R}^3$ is defined as

$$\tau \triangleq \hat{e}_v + \alpha \hat{e}_v$$

(20)

where $\alpha \in \mathbb{R}^{3 \times 3}$ is a constant, positive-definite, diagonal, control gain matrix. The time derivative of the quaternion tracking error in Eqs. (12) and (13) can be written as [27]

$$\dot{e}_v = \frac{1}{2} (e_v^T + e_0 I_3) \hat{\omega}$$

(21)

and

$$\dot{e}_0 = -\frac{1}{2} e_v^T \hat{\omega}$$

(22)

respectively. Taking the time derivative of Eq. (20) yields

$$\dot{\tau} = Y \Theta + \alpha \dot{e}_v$$

(23)

where

$$Y \Theta = \frac{1}{2} \left( \dot{e}_v^T + \dot{e}_0 I_3 \right) \hat{\omega} + \frac{1}{2} (e_v^T + e_0 I_3) \left( J^{-1} \tau_{AT} + J^{-1} \tau_{GG} \right)$$

$$- J^{-1} \dot{J}_0 \omega - J^{-1} \dot{\omega} \dot{\omega} J_0 + \hat{\omega}^T \hat{R} \hat{\omega}_d - \hat{R} \hat{\omega}_d$$

(24)

with the fact that

$$\hat{\omega} = -\alpha \hat{\omega} \hat{R}$$

In Eq. (24), the measurable nonlinear regression matrix $Y \in \mathbb{R}^{3 \times 2}$ can be expressed in terms of the inertia tensor, inertia tensor’s time derivative, DS lengths and DS velocities, unit quaternion components, and time derivative of the unit quaternion components, and $\Theta \in \mathbb{R}^2$ is a vector of uncertain constant parameters, defined as $\Theta \triangleq [ C_D \rho]^T$.

The open-loop error system in Eq. (23) can be expressed as

$$\dot{\tau} = Y \Theta + \alpha \dot{e}_v$$

(25)
where the parameter estimation error \( \tilde{\Theta} \in \mathbb{R}^2 \) is defined as
\[
\tilde{\Theta} \triangleq \Theta - \hat{\Theta}
\] (26)

In Eq. (26), the parameter estimate \( \hat{\Theta} \in \mathbb{R}^2 \) is defined as \( \hat{\Theta} \triangleq \left[ \hat{\Theta}_x \hat{\Theta}_z \right]^T \), where \( \hat{\Theta}_x, \hat{\Theta}_z \in \mathbb{R}^3 \) are the estimates of \( \dot{C}_D \) and \( \rho \), respectively. To form a closed-loop error system, we define an auxiliary controller \( \bar{u} \in \mathbb{R}^3 \) as
\[
\bar{u} \triangleq Y \hat{\Theta}
\] (27)

Substituting the auxiliary controller Eq. (27) into the open-loop error system Eq. (25) yields
\[
\dot{r} = Y \hat{\Theta} + \bar{u} + \alpha \hat{e}_v
\] (28)

and Eq. (28) can be rewritten as
\[
\dot{r} = Y \hat{\Theta} + \bar{u}_d + \chi + \alpha \hat{e}_v
\] (29)

where the auxiliary signal \( \chi \in \mathbb{R}^3 \) is defined as
\[
\chi \triangleq \bar{u} - \bar{u}_d
\] (30)

To facilitate the closed-loop error system, the desired auxiliary controller \( \bar{u}_d \in \mathbb{R}^3 \) is defined as
\[
\bar{u}_d \triangleq -kr - \alpha \hat{e}_v - \beta e_v
\] (31)

where \( \beta \in \mathbb{R}_{>0} \) is a constant positive control gain, and \( k \in \mathbb{R}^{3 \times 3} \) is a constant, positive-definite, diagonal, control gain matrix.

**Assumption 1:** The auxiliary term \( \chi \) can be upper bounded by a positive constant, i.e., \( ||\chi|| \leq \varepsilon \) for \( \varepsilon \in \mathbb{R}_{>0} \).

**Remark 2:** To minimize the error between Eqs. (27) and (31), five parameters can be varied, i.e., \( Y, \hat{\Theta}, k, \alpha, \beta \). By altering the deployment levels of the DSs, values of the atmospheric torque, the gravity gradient torque, and inertia tensor change, and the value of \( Y \) can be altered. The parameter \( \hat{\Theta} \) is updated according to Eq. (36); therefore, the value of Eq. (27) can be modified. The control gains \( k, \alpha, \beta \) can be selected directly by the user to influence the designed values in Eq. (31). Each of these values can be modified by the user to make the minimization realizable. The minimization can be achieved using numerical methods, e.g., MATLAB’s fmincon function. By satisfying the desired control law in Eq. (31), the value of \( Y \) can be computed to satisfy the bounding condition described in Assumption 1.

Substituting Eq. (31) into Eq. (29) yields the closed-loop error system
\[
\dot{r} = Y \hat{\Theta} - kr - \beta e_v + \chi
\] (32)

To facilitate the development of the adaptation law, Eq. (23) can be rewritten as
\[
\dot{r} - \alpha \hat{e}_v = Y \hat{\Theta}
\] (33)

and the integral of the left-hand side of Eq. (33) can be expressed over an integration window of \( \Delta t \in \mathbb{R}_{>0} \) as
\[
\int_{-\Delta t}^{\Delta t} \dot{r}(\sigma) d\sigma \triangleq \int_{-\Delta t}^{\Delta t} (\dot{r}(\sigma) - \alpha \hat{e}_v(\sigma)) d\sigma
\] (34)

The integral of the regression matrix \( Y \) in Eq. (24) is defined as
\[
\int_{-\Delta t}^{\Delta t} Y(\sigma) d\sigma
\] (35)

The implementable form of the ICL-based adaptation law for the parameter estimates is designed as [20, 21]
\[
\dot{\hat{\Theta}} = \text{proj} \left( \Gamma_{ICL} Y^T r + \Gamma_{ICL} k_{ICL} \sum_{i=1}^{N} Y_i^T (U_i - \hat{Y}_i) \right)
\] (36)

where \( \text{proj}(\cdot) \) denotes the continuous projection algorithm defined in Appendix E of [28], which is used to guarantee that \( \hat{\Theta}(t) \) stays within the known region of \( \Theta \). In Eq. (36), \( k_{ICL}, \Gamma_{ICL} \in \mathbb{R}^{2 \times 2} \) are constant, positive-definite, diagonal, control gain matrices, \( N \in \mathbb{Z}_{>0} \), denotes the number of stored input–output data pairs, and \( Y_i \triangleq Y(t_i), U_i \triangleq U(t_i) \) are time points between the initial time and the current time. To facilitate the subsequent stability analysis, substituting \( U(t, \Delta t) = Y \Theta \) and Eq. (26) into Eq. (36) yields the following equivalent analytical form of the adaptation law in Eq. (36) as
\[
\dot{\hat{\Theta}} = \text{proj} \left( \Gamma_{ICL} Y^T r + \Gamma_{ICL} k_{ICL} \sum_{i=1}^{N} Y_i^T Y_i \hat{\Theta} \right)
\] (37)

**Assumption 2:** Assuming that the system is sufficiently excited over a finite duration of time (FE condition), then there exists a finite time \( \bar{t} \in \mathbb{R}_{>0} \) such that
\[
\lambda_{\min} \left( \sum_{i=1}^{N} Y_i^T Y_i \right) \geq \lambda
\] (38)

where \( \lambda \in \mathbb{R}_{>0} \) is an arbitrarily small constant, and the threshold value is related to the exponential convergence rate of the system, as shown in the subsequent stability analysis.

V. Stability Analysis

Two theorems are provided in this section. Theorem 1 shows that the tracking errors \( r(t) \) and \( e_v(t) \) remain bounded for all \( t < \bar{t} \), and Theorem 2 concludes that the tracking errors \( r(t) \) and \( e_v(t) \) converge exponentially to a bounded region and the product of the drag coefficient and atmospheric density are identified when the FE condition is satisfied.

**Theorem 1:** For the attitude dynamics in Eq. (4), the auxiliary controller in Eq. (31) and adaptive update law in Eq. (36) ensure that the attitude tracking errors \( r(t) \) and \( e_v(t) \) remain bounded, provided that Assumption 1 and the gain condition \( \lambda_{\min} \{k\} > (1/2) \) are satisfied in the sense that
\[
||y(t)||^2 \leq b_1 \exp(-b_2 t) + b_3
\] (39)

for all \( t \in [0, \bar{t}] \), where \( b_1 \triangleq (B_Y / \bar{B}_Y) ||y(0)||^2 \in \mathbb{R}_{>0}, b_2 \triangleq (\lambda_1 / \bar{B}_Y) \in \mathbb{R}_{>0}, b_3 \triangleq (B_Y / (2\lambda_1 \bar{B}_Y)) r^2 + ((b - b) / \bar{B}_Y) \in \mathbb{R}_{>0}, \lambda_1 \triangleq \min[\lambda_{\min} \{k\} - (1/2), \beta, \lambda_{\min} \{\alpha\}] \in \mathbb{R}_{>0}, \bar{B}_Y \triangleq (1/2) \max \{1, \beta\} \in \mathbb{R}_{>0}, \text{ and } b, b_2, b_3 \in \mathbb{R}_{>0}.

**Proof:** Let \( V \in \mathbb{R}_{>0} \) be a candidate Lyapunov function defined as
\[
V \triangleq \frac{1}{2} r^T r + \frac{\beta}{2} e_v^2 + \frac{1}{2} \hat{\Theta}^T \Gamma_{ICL}^{-1} \hat{\Theta}
\] (40)

and a composite error vector \( y \in \mathbb{R}^6 \) is
\[
y \triangleq \left[ r^T e_v^T \right]^T
\] (41)

The candidate Lyapunov function can be bounded as
\[
B_Y ||y||^2 + b \leq V(y) \leq B_T ||y||^2 + \bar{b}
\] (42)

where \( B_T, B_Y, b, \bar{b} \) are known positive bounding constants. Substituting Eq. (20) and the closed-loop error system in Eq. (32) into the time derivative of Eq. (40) yields
\[
\dot{V} = r^T \bar{Y} \hat{\Theta} - r^T kr + r^T \chi - \beta e_v^2 - \hat{\Theta}^T \Gamma_{ICL} \dot{\hat{\Theta}}
\] (43)
Substituting the analytical form of the adaptation law in Eq. (32) into Eq. (43) yields

$$
\dot{V} = -r^T k_r + r^T \chi - \beta e_\tau^T a e_\tau - G^T k_{h_{ICL}} \sum_{i=1}^N Y_i^T \tilde{Y}_i
$$

(44)

When \( t \in [0, T) \), using Assumption 1, Eq. (44) can be upper bounded as

$$
\dot{V} \leq -\lambda_{\min}(k) \|r\|^2 - \beta \cdot \lambda_{\min}(\alpha) \|e_\tau\|^2 + 2 \|\epsilon\|
$$

(45)

since \( \sum_{i=1}^N Y_i^T Y_i \) is positive semidefinite. Using Young’s inequality, Eq. (45) can be further upper bounded as

$$
\dot{V} \leq -\left( \lambda_{\min}(k) - \frac{1}{2} \right) \|r\|^2 - \beta \cdot \lambda_{\min}(\alpha) \|e_\tau\|^2 + \frac{1}{2} \epsilon^2
$$

(46)

By satisfying the condition \( \lambda_{\min}(k) > (1/2) \), Eq. (46) can be written as

$$
\dot{V} \leq -\lambda_1 \|y\|^2 + \frac{1}{2} \epsilon^2
$$

(47)

where \( \lambda_1 \) is defined in Eq. (39). By invoking the Comparison Lemma from [29] and using Eq. (42),

$$
V(t) \leq V(0) \exp \left( -\frac{\lambda_1}{B_T} t \right) + \left( B_T \frac{2\lambda_1}{B_T} e^2 + \bar{b} \right) \left( 1 - \exp \left( -\frac{\lambda_1}{B_T} t \right) \right)
$$

(48)

then substituting Eq. (42) into Eq. (48) yields Eq. (39).

From Eqs. (39) and (41), the tracking errors \( \epsilon(t) \) and \( e_\tau(t) \) remain bounded for all \( t \in [0, T] \). Using Eq. (14), since \( e_\tau(t) \in L_\infty \), then \( e_\tau(t) \in L_\infty \). Using Eq. (20), since \( r(t) \), \( e_\tau(t) \in L_\infty \), then \( \dot{e}_\tau(t) \in L_\infty \). Since \( \dot{e}_\tau(t) \), \( e_\tau(t), \dot{e}_\tau(t) \in L_\infty \), using Eq. (21) yields \( \dot{\theta}(t) \in L_\infty \). Since \( \dot{e}_\tau(t), \dot{\theta}(t) \in L_\infty \), using Eq. (22) yields \( \dot{\theta}_d(t) \in L_\infty \). Since \( r(t), \dot{\theta}(t) \in L_\infty \), using Eq. (31) yields \( \dot{u}_d(t) \in L_\infty \). From Assumption 1, \( \chi(t) \in L_\infty \), then \( \dot{u}(t) \in L_\infty \) using Eq. (30). Using the projection algorithm in Eq. (36), \( \Theta(t) \in L_\infty \). Since \( \dot{\theta}(t), \Theta(t) \in L_\infty \), \( Y(t) \in L_\infty \) using Eq. (27). Additional bounding arguments can be used to show that all other signals remain bounded. □

**Theorem 2:** For the attitude dynamics in Eq. (4), the auxiliary controller in Eq. (31) and adaptive update law in Eq. (36) ensure that the attitude tracking error and the parameter estimation errors are uniformly ultimately bounded, provided that Assumptions 1 and 2 and the gain condition \( \lambda_{\min}(k) > (1/2) \) are satisfied in the sense that

$$
\|z(t)\|^2 \leq c_1 \exp(-c_2 t) + c_3
$$

(49)

for all \( t \in [0, \infty) \), where \( c_1 \triangleq (C_T/C_\chi) \|z(0)\|^2 \exp(\lambda_{\min}(C_T/C_\chi)) TI \in R_{\infty} \), \( c_2 \triangleq (\lambda_{\min}(C_\chi)/C_\tau + C_T/C_\chi) TI \in R_{\infty} \), \( c_3 \triangleq ((B_T/(2\lambda_1 C_T)) e^2 + (B_T/C_\chi)) \times \exp(\lambda_{\min}(C_T/C_\chi)) TI \in R_{\infty} \), \( \lambda_{\min}(k) \in R_{\infty} \), \( \lambda_{\min}(\alpha) \in R_{\infty} \), \( C_T \triangleq (1/2) \min(1, \lambda_{\min}(\Theta_{ICL})) \in R_{\infty} \), \( C_\chi \triangleq (1/2) \min(1, \lambda_{\min}(\Theta_{ICL})) \in R_{\infty} \), \( \lambda_1 \triangleq (1/2) \min(1, \lambda_{\min}(\Theta_{ICL})) \in R_{\infty} \).

**Proof:** Let \( V \) be the candidate Lyapunov function defined in Eq. (40), and define another composite error vector \( z \in R^m \) as

$$
z \triangleq \begin{bmatrix} r^T & e_\tau^T & \Theta^T \end{bmatrix}^T
$$

(50)

The candidate Lyapunov function in Eq. (40) can be bounded as

$$
C_T \|z\|^2 \leq V(z) \leq C_T \|z\|^2
$$

(51)

where \( C_T, C_\chi \in R_{\infty} \) are the known bounding constants. From Assumption 2, \( \sum_{i=1}^N Y_i^T Y_i \) is positive definite for \( t \geq T \), and therefore Eq. (44) can be upper bounded as

$$
\dot{V} \leq -\left( \lambda_{\min}(k) - \frac{1}{2} \right) \|r\|^2 - \beta \cdot \lambda_{\min}(\alpha) \|e_\tau\|^2
$$

\[- \lambda \cdot \lambda_{\min}(\Theta_{ICL}) \|\Theta\|^2 + \frac{1}{2} \epsilon^2\]

(52)

where the gain condition \( \lambda_{\min}(k) > (1/2) \) must be satisfied. Using Eq. (51), Eq. (52) can be further upper bounded as

$$
\dot{V} \leq -\lambda_2 \|z\|^2 + \frac{1}{2} \epsilon^2
$$

(53)

where \( \lambda_2 \) is defined in Eq. (49). By invoking the Comparison Lemma from [29] and using Eq. (51),

$$
V(t) \leq V(T) \exp \left( -\frac{\lambda_2}{C_T} (t-T) \right) + \frac{C_T}{2\lambda_2} e^2 \left( 1 - \exp \left( -\frac{\lambda_2}{C_T} (t-T) \right) \right)
$$

(54)

Using the result in Theorem 1, i.e., Eq. (48), yields

$$
V(T) \leq V(0) + \frac{B_T}{2\lambda_1} e^2 + \bar{b}
$$

(55)

Substituting Eqs. (50), (51), and (55) into Eq. (54) yields Eq. (49).

Using the similar bounding arguments, \( e_\tau(t), \dot{e}_\tau(t), r(t), \dot{\theta}(t), \dot{u}_d(t), Y(t) \in L_\infty \).

**VI. Simulation**

Two numerical simulations (i.e., the regulation simulation in Sec. VLA and the tracking simulation in Sec. VLB) were performed to demonstrate the validity of the designed auxiliary controller and the adaptation law. Integration of the nonlinear attitude dynamics was performed using the fourth-order Runge–Kutta method in MATLAB. The auxiliary signal \( \chi(t) \) was minimized using the MATLAB’s fmincon function.

The simulation started on January 5th, 2018, at 00:00 UT, and the deployment level of each DS was calculated every 30 s. The spacecraft was simulated in an International Space Station (ISS)–like orbit with 51 deg inclination and 400 km altitude. The initial conditions were selected as shown in Table 1. The variable atmospheric density obtained from the NRLMSISE-00 empirical model [10] is used for propagating the dynamics and used for comparison with the learned uncertain parameter.

**Remark 3:** The deployment level of each DS was calculated every 30 s. A smaller time step could be used; however, 30 s sampling provided a practical balance between the attitude error transient response and the computational demands. The regulation simulation required an average of 340 s for a 10 h of simulation to complete using a macOS Catalina operating system, 2.9 GHz Dual-Core Intel Core i5 processor, and 8 GB 2133 MHz LPDDR3 memory computer. The tracking simulation takes an average of 379 s for a 10 h of simulation with the same machine specifications to complete.

To achieve the regulation and tracking objectives, the controller gains were selected as

\[10\] The regulation objective in Sec. VLA indicates that the configuration of the spacecraft is regulated to the desired constant attitude angles with respect to the orbit frame, and the tracking objective in Sec. VLB indicates that the configuration of the spacecraft is tracking the desired time-varying roll angle with respect to the orbit frame.
3.0 kg reached steady state, the norm of the torque difference is regulated control inputs expressed in Eqs. (27) and (31). When the system reaches steady state, the roll, pitch, and yaw angles are regulated to the desired roll, pitch, and yaw angles, with steady-state presentation for the regulation control objective, and Fig. 3 shows the tracking of the desired spacecraft orientation in quaternion representation for the regulation control objective, and Fig. 3 shows the spacecraft configuration error for the regulation objective. The physical parameters of the spacecraft used in the simulation are shown in Table 2.

Remark 4: For visualization purpose, a 3-2-1 Euler angles rotation sequence, which brings the orbital frame to the body coordinate system, is used to represent the spacecraft orientation. Specifically, \( \phi, \theta, \psi \in \mathbb{R} \) represent the roll, pitch, and yaw angle of the spacecraft, respectively, \( \dot{\phi}, \dot{\theta}, \dot{\psi} \in \mathbb{R} \) represent their time derivatives, and \( \phi_d, \theta_d, \psi_d \in \mathbb{R} \) represent the desired orientation. The unit quaternion \( q(q_0, q_1) \) used by the controller is transformed into attitude angles (i.e., \( \phi, \theta, \psi \)) using the MATLAB aerospace toolbox.

### A. Regulation

The initial conditions and desired orientation of the spacecraft (in Euler angles) were selected as indicated in Table 3. Figure 2 shows the tracking of the desired spacecraft orientation in quaternion representation for the regulation control objective, and Fig. 3 shows the spacecraft configuration error for the regulation objective.

As described in Eq. (2), the theoretical development is based on the typical assumption that the atmospheric density is an uncertain constant \([1,5]\). However, the more realistic NRLMSISE-00 model is used in the simulation to illustrate the robustness of the developed controller/estimator. The NRLMSISE-00 model includes time-varying perturbations about a mean value (i.e., the typically assumed constant atmospheric density). Despite the unmodeled time-varying perturba-

### Table 2 Physical characteristics of the spacecraft

<table>
<thead>
<tr>
<th>Mass of the body</th>
<th>Mass of the boom</th>
<th>Maximum boom length</th>
<th>Boom width</th>
<th>Nominal value of CD</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.7 m</td>
<td>3.8 × 10⁻² m</td>
<td>9.0 × 10⁻² kg</td>
<td>2.2</td>
<td></td>
</tr>
</tbody>
</table>

The physical parameters of the spacecraft used in the simulation are shown in Table 2.

### Table 3 Initial conditions for the regulation objective

<table>
<thead>
<tr>
<th>( \phi_0 ) = 80 deg</th>
<th>( \theta_0 ) = -60 deg</th>
<th>( \psi_0 ) = 50 deg</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \dot{\phi}_0 ) = 0.02 deg/s</td>
<td>( \dot{\theta}_0 ) = -0.03 deg/s</td>
<td>( \dot{\psi}_0 ) = 0.025 deg/s</td>
</tr>
<tr>
<td>( \phi_d ) = 45 deg</td>
<td>( \theta_d ) = 0 deg</td>
<td>( \psi_d ) = 0 deg</td>
</tr>
</tbody>
</table>

\( \dot{\theta}_0 = [1.4 \times 10^{-11}] \) kg/m³
tions, Fig. 7 indicates that the ICL adaptation method is able to approximate the product of the drag coefficient with the mean atmospheric density with approximately 4.8% steady-state error (i.e., $1.509 \times 10^{-12}$ kg/m$^3$ true vs $1.582 \times 10^{-12}$ kg/m$^3$ estimated). Figure 8 shows the root-mean-square (RMS) error between the estimated parameter value and the true parameter value, and the RMS error is significantly decreasing to a small level when compared with the magnitude of the real density.

To incorporate the ICL term in the adaptation law, the history stack (i.e., $\sum_{i=1}^{N} Y_i^T Y_i$) is appended to the adaptation law at each time step as shown in Eq. (38). To improve the parameter estimation performance, the minimum eigenvalue of the history stack (i.e., $\lambda_{\text{min}} \{ \sum_{i=1}^{N} Y_i^T Y_i \}$) is evaluated at each time step and compared with the minimum eigenvalue of the history stack at the previous time step. The value of $\lambda$ is updated only when the current value is larger than the previous value because larger $\lambda$ indicates faster parameter convergence according to Eq. (49) [30]. Figure 9 shows the minimum eigenvalue of the history stack, i.e., $\lambda_{\text{min}} \{ \sum_{i=1}^{N} Y_i^T Y_i \}$.

B. Tracking

To achieve the tracking objective, the desired orientation of the spacecraft with respect to the orbital frame was changed to a time-varying function. In addition to validate the robustness of the designed controller, values of the initial conditions for the attitude angle rates (i.e., $\dot{\phi}_0, \dot{\theta}_0,$ and $\dot{\psi}_0$) were increased. The initial conditions

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Initial conditions for the tracking objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_0 = 80$ deg</td>
<td>$\theta_0 = -60$ deg</td>
</tr>
<tr>
<td>$\phi_0 = 0.5$ deg/s</td>
<td>$\theta_0 = -1$ deg/s</td>
</tr>
<tr>
<td>$\phi_d = \sin(\pi/60000) \tau$ deg</td>
<td>$\theta_d = 0$ deg</td>
</tr>
<tr>
<td>$\Theta_0 = [1.4 \times 10^{-11}] T$ kg/m$^3$</td>
<td></td>
</tr>
</tbody>
</table>
and desired orientation of the spacecraft for the tracking objective were selected as indicated in Table 4.

Similar to the regulation objective, Fig. 10 shows the tracking of the desired spacecraft orientation in quaternion representation for the tracking objective. Figure 11 shows the quaternion error signals, and the control objective is also achieved as the result in Fig. 11 is matching with Eq. (18). As shown in Fig. 12, the orientation of the spacecraft is tracking the desired time-varying orientation for the roll angle (i.e., \( \phi_d = \sin(\pi/6000)t \) deg). When the system reaches steady state, the roll, pitch, and yaw angles are tracking the desired roll, pitch, and yaw angles, with steady-state errors of \( \pm 1.0 \times 10^{-2} \) deg.

Fig. 10  Spacecraft configuration tracking (quaternion) for the tracking objective.

![Fig. 10](image1.png)

Fig. 11  Spacecraft configuration error for the tracking objective.

![Fig. 11](image2.png)

Fig. 12  Configuration tracking with real-time roll \( \phi \), pitch \( \theta \), and yaw \( \psi \) vs the desired roll \( \phi_d \), pitch \( \theta_d \), and yaw \( \psi_d \) attitude angles, respectively.

![Fig. 12](image3.png)

Fig. 13  Boom lengths of the CubeSat drag maneuvering device in real-time for the tracking objective.

![Fig. 13](image4.png)

Fig. 14  Auxiliary control difference for the tracking objective.

![Fig. 14](image5.png)

Fig. 15  Estimated parameter value and true parameter value for the tracking objective.

![Fig. 15](image6.png)

**The unit for time is second.**
The steady-state norm of the torque difference is regulated within the tracking objective. When the system reaches steady state, the mismatch between the actual and posed controller and adaptation law design.

VII. Conclusions

An adaptive control method is presented to track the desired attitude trajectory of a CubeSat using a DMD regardless of the uncertain drag coefficient and atmospheric density parameters. By using retractable DSs, the atmospheric and gravity gradient torques are exploited to track a given attitude trajectory. A time derivative of the inertia tensor term is included in the dynamics, and the control inputs are isolated on one side of the equation. An optimization is used to minimize the difference between the value of actual auxiliary control inputs and the value of designed auxiliary control inputs. An ICL approach is implemented to compensate for the uncertain parameter. Two simulation examples are performed to illustrate the proposed controller and adaptation law design. 
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