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Event/Self-Triggered Approximate
Leader-Follower Consensus With Resilience to

Byzantine Adversaries
Federico M. Zegers , Patryk Deptula , John M. Shea , and Warren E. Dixon , Fellow, IEEE

Abstract—Distributed event- and self-triggered con-
trollers are developed for approximate leader-follower con-
sensus with robustness to adversarial Byzantine agents
for a class of homogeneous multi-agent systems (MASs).
A strategy is developed for each agent to detect Byzan-
tine agent behaviors within their neighbor set and then
selectively disregard their transmission. Selectively remov-
ing Byzantine agents results in time-varying discontinuous
changes to the network topology. Nonsmooth dynamics
also result from the use of event/self-triggered strategies
and triggering condition estimators that enable intermittent
communication. Nonsmooth Lyapunov methods are used
to prove approximate consensus of the MAS consisting of
the remaining cooperative agents. Simulations are included
to validate the result and to outline the tradeoff between
communication and performance.

Index Terms—Decentralized control, fault tolerant con-
trol, multi-agent systems, networked control systems.

I. INTRODUCTION

A PPROXIMATE leader-follower consensus along with sev-
eral other consensus variants have been extensively stud-

ied since they have a wide range of applications in multi-agent
systems (MASs) and distributed computing (see [1]–[9]). The
approximate leader-follower consensus objective is to posi-
tion the follower agents of an MAS so they converge into a
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forward-invariant neighborhood of the leader’s position. Most
consensus results consider continuous-time dynamical MASs
and assume continuous communication and sensing. However,
physical constraints on a network, like communication band-
width, data packet losses, and delays, may inhibit continuous
communication.

Motivated by intermittent communication challenges, event-
triggered control (ETC) enables the manipulation of continuous-
time dynamical systems under intermittent state feedback
(see [10]–[15]). ETC opportunistically selects when to update
the system to efficiently perform a task [16]. With respect to
an MAS, interagent communication occurs at times dictated by
an event-trigger, which is derived from the need to preserve
system stability, and if desired, a performance criterion [17].
For example, the authors in [10] investigate event-triggered
pinning control for the synchronization of complex networks of
nonlinear dynamical systems. A multi-agent formation control
problem is investigated in [18] with ETC updates and additive
disturbances, where agents only communicate by exchanging
information via a cloud repository. In [12], a decentralized
controller is developed that uses ETC scheduling to enable
leader-follower consensus under fixed and switching commu-
nication topologies.

The event-trigger design can have significant ramifications
on the overall system performance. Typically, agents are re-
quired to continuously monitor their trigger condition while
each neighbor continuously monitors a neighbor’s communi-
cation. Self-triggered control (STC) provides a more efficient
triggering method that leverages the system model to predict
when to monitor/communicate (see [19], [20]). Moreover, an
STC strategy can also be developed that eliminates the need for
an agent’s neighbors to continuously monitor for information
requests.1 While ETC and STC strategies provide numerous
benefits, critical communication timing conditions introduce po-
tential vulnerabilities. Specifically, since the trigger conditions
are based on feedback from multiple agents, erroneous feedback
can lead to undesired outcomes.

Assuming knowledge of the number of adversarial agents, the
authors in [22] study event-triggered secure cooperative control
of linear MASs under denial of service (DoS) attacks, which are

1Eliminating the need for continuous monitoring allows the potential for
power savings [21].
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defined as interruptions of communication on the control chan-
nels carried out by an intelligent adversary. Static networks with
cooperative and malicious nodes have been extensively studied
within the computer science literature [23], [24], resulting in
iterative consensus algorithms for distributed computing appli-
cations that are robust to components subject to faults. Different
research communities are beginning to extend these architec-
tures to MAS applications consisting of mobile agents, which
requires the nontrivial study of motion planning to preserve
algebraic graph properties such as connectivity. For example, the
authors in [25] address the problem of resilient in-network con-
sensus in the presence of Byzantine nodes [23], where resilience
is designed for worst-case security breaches and omnipotent
malicious nodes. The weighted-mean-subsequence-reduced (W-
MSR) algorithm enables each node to receive state information
from its neighbors, sort the states, and neglect at mostF extreme
states relative to the node’s state. While asymptotic consensus
is obtained using the W-MSR algorithm, the result requires an
upper bound of the maximum number of Byzantine agents.
Such an approach requires at least 2F + 1 reliable neighbors,
which is difficult to scale with increasing node number. More-
over, information is shared with all agents regardless of their
cooperative/Byzantine status, which can impact secure MAS
consensus. The result in [26] also enables resilient consensus
assuming the maximum number of malicious agents is known.
The result in [27] achieves resilient approximate consensus by
removing extreme values similar to the W-MSR algorithm while
enabling asynchronous communication through a self-triggered
strategy given a known upper bound for the maximum number of
Byzantine agents. The result in [28] achieves consensus tracking
of an arbitrary piecewise continuous step function for a network
of agents using the W-MSR algorithm provided the network is
strongly (2F + 1)−robust. While malicious agent identification
is not required, MAS consensus is limited to at most F mali-
cious agents. Nonetheless, ETC and STC strategies that enable
secure MAS consensus while detecting and mitigating against
Byzantine adversaries require further investigation.

In graph theoretic terms, antagonistic interactions can be
modeled by replacing the standard communication graph, char-
acterized by nonnegative weights, with a signed graph displaying
both positive and negative weights (see [29], [30]). Positive
directed/undirected paths correspond to cooperative interactions
with agents, while negative directed/undirected paths describe
interactions with antagonistic agents. The work in [31] develops
the concept of bipartite consensus among agents with antago-
nistic interaction, where bipartite consensus or agreed dissensus
is defined as when all agents in the MAS converge to a state that
is the same in magnitude but not in sign, effectively enabling
each team to reach their own consensus state. By addressing the
classical example of homogeneous agents modeled as simple
scalar integrators, the authors in [31] prove that if the signed,
weighted, and connected communication graph describing the
agents’ interactions is structurally balanced, then the agents
reach bipartite consensus. If the interactions are antagonistic,
but not structurally balanced, the only agreement that can be
achieved among the agents is the trivial one, where all the agents’
states converge to zero.

The authors in [32] extend the results in [31] to an MAS
consisting of N agents with linear time-invariant (LTI) dynam-
ics and establish conditions to ensure consensus and bipartite
consensus under the assumption that the agent interactions can
be described by a weighted, signed, connected, and structurally
balanced graph. Moreover, bipartite consensus can always be
reached under the assumption that the agent dynamics are sta-
bilizable. However, consensus to a common state for the two
antagonistic groups can be achieved only under more restrictive
requirements on the Laplacian associated with the communica-
tion graph and on the agents’ description. In particular, consen-
sus may be achieved only if there is some equilibrium between
the two groups, both in terms of cardinality and in terms of the
weights of the conflicting interactions among agents. The result
in [33] considers the bipartite consensus problem for an MAS
composed of agents with LTI dynamics and input saturation over
directed and unbalanced networks.

The works in [31]–[33] share the common goal of enabling
both teams in the antagonistic network to reach their own respec-
tive consensus, which assumes both consensus states can coexist.
However, signed graphs can also be extended to applications,
where the goal of one team is to reach consensus while the goal
of the opposition is to prevent the other team from reaching
consensus. Such a scenario works under the assumption that
each team has a goal and must cooperatively work together to
reach their goal. However, it is not possible for both teams to
reach their goal simultaneously. Hence, if one team is to conspire
against the other in a cooperative manner, then signed graphs can
be leveraged to model these interactions. However, if one group
is organized while the other is not, a traditional graph is sufficient
to model the cooperative interactions of the organized team.

In this article, the approximate leader-follower consensus
problem for cooperative agents in the presence of Byzantine
adversaries is investigated, where approximate leader-follower
consensus is achieved when the state of the followers is driven
into a forward invariant neighborhood of the state of the leader.
Since only the cooperative followers must collaborate to reach
leader-follower consensus and the Byzantine adversaries are
assumed to operate independently (i.e., do not work together
against the cooperative followers), a traditional unsigned graph
is used to model the network topology of the followers. More-
over, this article presents event- and self-triggered strategies
for the approximate leader-follower consensus problem while
providing robustness to Byzantine adversaries. Unlike methods
such as W-MSR, that need to know an upper bound on the
number of Byzantine agents a priori and then reject some
amount of outlier information, the work in this article uses a
Lyapunov-based detection strategy to identify Byzantine actors
online. Motivated by the potential for different ways in which
an agent can be compromised (e.g., different combinations
of sensing, actuation, or computation) and different potential
responses to such behavior as described in Section V-C, we seg-
regate Byzantine agents into different categories. Based on the
agent category, the resulting graph can become directed, time-
varying, and unbalanced. Despite these complications, the result
achieves approximate leader-follower consensus, between the
leader and cooperative followers, in a distributed manner, where
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each agent’s control input is computed from local neighbor
interactions. Moreover, in the absence of Byzantine adversaries,
this work can recover the result in and is a generalization of [12],
which did not consider Byzantine agents. The stability of the
event- and self-triggered control strategies are examined through
a nonsmooth Lyapunov analysis. This work is a generalization of
our precursory result in [34]. Specifically, this article provides
broader context, additional mathematical development for the
stability analysis, a more detailed fault detection method, and
simulation results investigating the tradeoff between the event-
and self-triggered strategies with respect to power savings, com-
munication bandwidth, and performance.

II. PRELIMINARIES

A. Notation

Let R and Z denote the set of real numbers and integers, re-
spectively, where R≥0 � [0,∞),R>0 � (0,∞),Z≥0 � R≥0 ∩
Z, and Z>0 � R>0 ∩ Z. Let A ∈ Rp×q be a real-valued p× q
matrix, where p, q ∈ Z>0. If p = q and A has real eigenval-
ues, then the maximum and minimum eigenvalues of A are
denoted by λmax(A) ∈ R and λmin(A) ∈ R, respectively. If
p �= q, then the maximum singular value of A is denoted by
Smax(A) ∈ R≥0. The p× q zero matrix and the p× 1 zero
vector are denoted by 0p×q and 0p, respectively. Let 1p ∈ Rp

denote a column vector with all entries being 1. The p× p
identity matrix is denoted by Ip. The Euclidean norm of a vector
r ∈ Rp is denoted by ‖r‖ �

√
rT r. The Kronecker product of

A ∈ Rp×q and B ∈ Ru×v is denoted by (A⊗B) ∈ Rpu×qv.
The symbols ∧, ∨, and ¬ denote logical AND, OR, and NOT,
respectively. Let 2S denote the power set of the set S.

B. Algebraic Graph Properties

Let G(t) � (V, E(t),A(t)) be a time-varying, weighted,
and undirected graph with node set V � {1, 2, . . ., N} for
some N ∈ Z>0, undirected edge mapping E : [0,∞) → 2V×V ,
and weighted adjacency mapping A : [0,∞) → RN×N

≥0 , where
A(t) � [aij(t)] and aij : [0,∞) → {0, 1}. Note that aij(t) = 1
implies node i can receive information from node j, andaij(t) =
0 implies node i cannot receive information from node j, where
only binary weights are considered. Within the context of this
article, no self-loops are considered, and therefore, aii(t) � 0
for all i ∈ V and t ≥ 0. In general, aij(t) �= aji(t), but equality
is possible. An undirected edge is defined as an ordered pair
(j, i), where (j, i) ∈ E(t) if and only if (i, j) ∈ E(t). Note that
(j, i) ∈ E(t) implies node j can send information to node i. An
undirected path is a sequence of edges in E(t). An undirected
graph is called connected if and only if there exists an undi-
rected path between any two distinct nodes. The time-varying
neighbor set of node i is defined by Ni : [0,∞) → 2V , where
Ni(t) � {j ∈ V : (j, i) ∈ E(t), j �= i}.

The diagonal degree mapping Δ : [0,∞) → RN×N
≥0 of the

undirected graph G(t) is defined by Δ(t) � [Δij(t)], where for
all i �= j and t ≥ 0,Δij(t) � 0 and Δii(t) �

∑
j∈V aij(t). The

graph Laplacian L : [0,∞) → RN×N of the undirected graph
G(t) is defined by L(t) � Δ(t)−A(t). Consider a single node,

indexed by 0, along with the mapping D : [0,∞) → RN×N
≥0 ,

such that D � [dij ] and dij : [0,∞) → {0, 1}. For all i �= j and
t ≥ 0, dij(t) � 0. Let di(t) � dii(t), where di(t) = 1 if node 0
can send information to node i, and di(t) = 0 otherwise. Hence,
the weighted connectivity matrix encoding all communication
links between all nodes in V ∪ {0} is given by the mapping
H : [0,∞) → RN×N , where H(t) � L(t) +D(t).

Remark 1: While H(t) is a time-varying matrix, the set
{H(t)} is finite since there are a finite number of configurations
in which the agents of the MAS can be connected.

III. AGENT DYNAMICS AND NETWORK TOPOLOGY

Consider a homogeneous MAS consisting of a single leader
indexed by 0 and a set of N ∈ Z>0 follower agents indexed by
V. The linear time-invariant model of agent i ∈ V ∪ {0} is

ẋi(t) = Axi(t) +Bui(t), (1)

where xi : [0,∞) → Rm denotes the position, ẋi : [0,∞) →
Rm denotes the velocity, A ∈ Rm×m denotes the known con-
stant state matrix, B ∈ Rm×n denotes the known full-row rank
control effectiveness matrix, and ui : [0,∞) → Rn denotes the
control input for agent i. Within this article, the followers can be
categorized as either Byzantine or cooperative. Let the mapping
B : [0,∞) → 2V define the time-varying set of Byzantine agents
and the mapping C : [0,∞) → 2V define the time-varying set of
cooperative agents, where B(t) ∩ C(t) = ∅ and B(t) ∪ C(t) =
V for all t ≥ 0. The following assumptions are made to facilitate
the subsequent analysis.

Assumption 1: Each agent is capable of measuring its own
position for all t ≥ 0.

Assumption 2: The pair (A,B) is stabilizable.
Assumption 3: The control and state of the leader are contin-

uous and bounded, i.e., there exists M0, M0 ∈ R>0, such that
‖u0(t)‖ ≤ M0 and ‖x0(t)‖ ≤ M0 for all t ≥ 0.

The flow of information between the followers of the MAS
is modeled by a time-varying, weighted, and undirected graph
G(t) = (V, E(t),A(t)). Within this article, (j, i) ∈ E(t) if and
only if ‖xi(t)− xj(t)‖ ≤ Rcom, where Rcom ∈ R>0 denotes
the communication radius of each agent i ∈ V ∪ {0}. It then
follows that Ni(t) = {j ∈ V \ {i} : ‖xi(t)− xj(t)‖ ≤ Rcom}.
Let EC(t) denote the undirected edge set and AC(t) denote
the weighted adjacency matrix associated with all cooperative
followers in C(t). The sub-MAS consisting of only the cooper-
ative followers is modeled by the time-varying, weighted, and
undirected graph GC(t) � (C(t), EC(t),AC(t)) and is referred
to as the cooperative MAS (CMAS).

Assumption 4: The leader is a cooperative agent for all t ≥ 0.
Assumption 5: The graph GC(t) is connected for all t ≥ 0,

and di(t) = 1 for some i ∈ C(t) for all t ≥ 0.2

IV. OBJECTIVES

The objective is to design distributed event- and self-triggered
controllers for each cooperative agent governed by (1) to

2Future works will develop network connectivity maintenance methods for
the CMAS. Potential inroads to such results include [35].
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achieve approximate leader-follower consensus while identi-
fying Byzantine adversaries and disregarding their disruptive
inputs. Resilience to Byzantine adversaries is achieved by pro-
viding each follower the ability to detect Byzantine agents in
their neighbor set and delete existing edges between themselves
and all Byzantine neighbors. The result ensures each cooperative
agent coordinates its motion based only on information from
cooperative neighbors yieldingGC(t).To quantify the consensus
objective, let e1,i : [0,∞) → Rm be defined as

e1,i(t) � xi(t)− x0(t). (2)

Approximate leader-follower consensus is achieved when
e1,i(t) is uniformly ultimately bounded (UUB) for all coop-
erative followers i ∈ V. Since the behavior of Byzantine agents
cannot be guaranteed, the objective can only be satisfied by the
cooperative agents. The use of ETC/STC methods also motivates
the development of an observer to provide state estimates. The
state estimation error of follower i is defined by e2,i : [0,∞) →
Rm, where

e2,i(t) � x̂i(t)− xi(t) (3)

such that x̂i : [0,∞) → Rm denotes the state estimate of xi for
each i ∈ V.

In Section V, the Byzantine adversary model, detection strat-
egy, and mitigation protocol are presented. A general detection
method enables each follower to distinguish between coop-
erative and Byzantine neighbors, and one such approach is
introduced in Section V-B. Section V-C then presents a method
enabling each follower to disregard data transmissions from
Byzantine neighbors to satisfy the objective. In Section VI-A,
an event-triggered strategy that satisfies the objective is de-
veloped, where Section VI-B provides a stability analysis for
the controller and observer presented in Section VI-A. Sec-
tion VI-C completes the ETC development by excluding the
possibility of Zeno behavior for the proposed event-trigger.
Section VII provides an STC extension, and Section VIII il-
lustrates and compares the performance of the ETC and STC
methods.

V. AGENT MODELS, DETECTION, AND MITIGATION

A detection method is presented in this section that provides
distributed detection, where each agent formulates an inequality-
based test to determine if an agent is Byzantine. Since (suffi-
ciently disturbing) Byzantine actions violate the inequality, the
detection method is considered instantaneous (or finite-time over
the duration between communication events) in the sense that
the inequality condition is interrogated at each communication
event. Example strategies that enable finite-time Byzantine agent
detection include [36]–[39]. Note that the methods in [36]–[38]
are not directly applicable to the results in this article since these
techniques utilize observers that require continuous communi-
cation. Furthermore, while [39] provides an alternative detection
strategy, like our detector, it also does not guarantee detection
of Byzantine adversaries that have complete knowledge of the
detection strategy.

A. Agent Definitions

In this article, a Byzantine agent is defined as a noncompliant
follower (cf. [23], [40]). Since noncompliance covers a broad
scope of behaviors, we narrow our focus to two types of Byzan-
tine agents, namely, Type I and Type II. A Type I Byzantine agent
is defined as a follower that executes the intended controller
but communicates false state information about itself to its
neighbors. A Type II Byzantine agent is defined as a follower that
executes a controller that is different from the intended controller
or executes the intended controller under the influence of faulty
hardware, while communicating true or no state information
about itself to its neighbors. Consequently, a Type I Byzantine
agent remains within the communication range of the CMAS
since a Type I Byzantine agent executes the intended controller.
In contrast, a Type II Byzantine agent may potentially leave the
communication range of the CMAS. Note that nonresponsive
communication is a characteristic of Type II Byzantine behavior
and can occur due to a follower leaving the CMAS, radio failure,
or malicious intent. A cooperative agent is defined as a follower
that successfully executes the intended controller and provides
true state information about itself to all its neighbors.

B. Agent Models and Detection

The Byzantine agent detection problem is similar to fault
detection since a Byzantine agent can elicit undesirable behav-
ior in an MAS. Several methods can enable Byzantine agent
detection, e.g., performance-based fault detection and model-
based fault detection [41], [42]. Such detection strategies are
threshold-based methods, which compare an error metric to
some user-defined threshold. There are multiple ways to deter-
mine a threshold, e.g., through a statistical analysis of data gen-
erated by a simulation/experimental study or an analysis-based
derivation. Yet, no threshold strategy is perfect, and we cannot
guarantee Byzantine agent detection for all instances and all
types of Byzantine behavior. Hence, Byzantine agent detection
is an open problem that requires further investigation.

Let {tik}∞k=0 ⊂ R≥0 be an increasing sequence of event-times
determined by a subsequently defined event-trigger (see Theo-
rem 1). Note that tik denotes the kth instance follower i broad-
casts its state to its neighbors. Suppose follower i broadcasts its
state information to all followers j ∈ Ni(t) at time tik, where
xi(t

i
k) denotes the true state of follower i at time tik, and

xi,j(t
i
k) ∈ Rm denotes the state information that is broadcast

from follower i to follower j at time tik. Given the ETC strategy,
the state estimate of follower i is reset to the broadcast state
of follower i as defined in (11), where x̂i(t

i
k) = xi,j(t

i
k) for

each j ∈ Ni(t). Moreover, let x̂−
i (t

i
k) denote the state estimate

of follower i the moment before being reset to xi,j(t
i
k), where

the mismatch between the state estimate of follower i before
and after the reset at time tik with respect to follower j is
defined as

ēi,j
(
tik
)
� x̂−

i

(
tik
)
− xi,j

(
tik
)
. (4)

Similarly, let

e−2,i
(
tik
)
� x̂−

i

(
tik
)
− x−

i

(
tik
)

(5)
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denote the state estimation error of follower i the moment
before being reset at time tik. In a cooperative setting, follower
i broadcasts its true state to all of its neighbors at time tik,
i.e., xi(t

i
k) = xi,j(t

i
k) for all j ∈ Ni(t), where it can be shown

that e−2,i(t
i
k) = ēi,j(t

i
k). Let Ψi,k denote an upper bound3 for

‖e−2,i(tik)‖, where ∥∥e−2,i (tik)∥∥ ≤ Ψi,k. (6)

Since ‖e−2,i(tik)‖ = ‖ēi,j(tik)‖ and ‖e−2,i(tik)‖ ≤ Ψi,k,

‖ēi,j(tik)‖ ≤ Ψi,k. However, within a contested environment,
it is possible for xi(t

i
k) to differ from xi,j(t

i
k), i.e., follower

i can provide misinformation about its state. Therefore, the
Byzantine agent detector that follower j uses to determine the
status of follower i ∈ Nj(t) at time tik is4

Ξi,k �
∥∥ēi,j (tik)∥∥−Ψi,k, (7)

where follower i is a cooperative neighbor of follower j at time
tik ifΞi,k ≤ 0, and follower i is a Byzantine neighbor of follower
j at time tik if Ξi,k > 0. The estimated state of follower i before
the reset is compared to the potential state estimate update of
follower i after the reset in (4). Therefore, this strategy enables
instantaneous detection of Byzantine adversaries that provide
sufficiently disturbing state information.

The following atomic propositions are presented to precisely
model the behavior of Type I Byzantine agents, Type II Byzan-
tine agents, and cooperative agents within this article. Let Dk,i

define the statement Ξi,k ≤ 0,Xi,j define the statement xi(t) =
xi,j(t), and Tk,i define the statement tik ≤ tik−1 +Δi, where
Δi ∈ R>0 is a constant parameter that is defined in Remark 6.
Hence, Dk,i, Xi,j , and Tk,i are each either true or false.

Observe that Dk,i, Xi,j , and Tk,i encode acceptable agent
motion, honest state reporting, and punctual state reporting,
respectively, for follower i at time tik. With respect to follower
j and for each broadcast time tik, follower i ∈ Nj(t) is⎧⎨⎩

cooperative, Dk,i ∧ Xi,j ∧ Tk,i
Type I, ¬ (Dk,i ∨ Xi,j) ∧ Tk,i
Type II, ¬ (Dk,i ∧ Tk,i) ∧ Xi,j .

(8)

Hence, given the agent models in (8), the set of cooperative
neighbors of follower j is given by

Cj(t) �
{
i ∈ Nj(t) : ∀tik ≤ t Dk,i ∧ Tk,i

}
,

and the set of Byzantine neighbors of follower j is given by

Bj(t) �
{
i ∈ Nj(t) : ∃tik ≤ t ¬ (Dk,i ∧ Tk,i)

}
.

By convention, if follower i does not provide follower j with
state information within a predetermined time period, i.e., tik >
tik−1 +Δi, then follower j categorizes follower i as Byzantine,
i.e., i ∈ Bj(t). Efforts in this article focus only on detectable
Type I and Type II behaviors, and additional efforts are required

3See Remark 5 (for ETC) or Remark 8 (for STC) for specific examples of
Ψi,k.

4Ψi,k in (6) represents a threshold that is used for Byzantine agent detection.
As with any threshold detection method, if the adversary knows this threshold,
then it can inject small perturbations below the threshold to yield some effect.
These small perturbations can be modeled as a bounded disturbance, which
leads to a larger UUB bound given the proposed controller. An open problem
for all such detection strategies is to determine the most sensitive threshold that
balances detection with false positives, especially in the presence of noise.

to generalize the development to broader classes of adversarial
behaviors.

C. Mitigation

Since the objective is to achieve approximate leader-follower
consensus by the cooperative followers, and both the detec-
tor in (7) and the communication timing condition, i.e., tik ≤
tik−1 +Δi, allows each follower to identify their cooperative
and Byzantine neighbors, the edge weights can be intermittently
updated according to the status of each neighbor. Hence, for
all t ∈ [tjk, t

j
k+1), the piecewise constant edge weight aij(t) is

defined by

aij(t) �
{
1, j ∈ Ci(t)
0, j ∈ Bi(t).

(9)

From (9), the edge weight aij(t) = 1 for all t ∈ [tjk, t
j
k+1) if

follower j is a cooperative neighbor of follower i at time tjk,

and aij(t) = 0 for all t ∈ [tjk, t
j
k+1) if follower j is a Byzantine

neighbor of follower i at time tjk.
Although the proposed detection and mitigation strategy en-

ables each cooperative agent to insulate itself from Byzantine
neighbors, the choice remains to allow each cooperative agent to
communicate state information about itself to Byzantine neigh-
bors or not. Communication could enable a Type I Byzantine
adversary to be regulated to a desired location for remedia-
tion. However, communicating with a compromised agent could
endanger security. Without loss of generality, the subsequent
work enables communication from cooperative agents to their
Byzantine neighbors.

Assumption 6: For all j ∈ Bi(t) and each i ∈ V, follower i
communicates state information about itself to follower j.5

Remark 2: While a threshold-based detection strategy is used
to categorize the neighbors of follower i as either cooperative
or Byzantine for each i ∈ V, any other detection method that
enables the construction of (9) can be implemented along with
the observer in (10)–(11), controller in (12)–(13), and event-
trigger in (24) to achieve the objective.

VI. STATE ESTIMATION AND EVENT-TRIGGERED CONTROL

A. Control and Observer Development

Given the use of an event-triggered strategy, the state estimate
of follower j ∈ V is generated by the following observer:

˙̂xj(t) � Ax̂j(t), t ∈
[
tjk, t

j
k+1

)
(10)

x̂j

(
tjk

)
� xj,i

(
tjk

)
, (11)

which is synchronized among all followers i ∈ Nj(t) ∪ {j}.
Note that for each j ∈ V, self-communication does not occur
and x̂j(t

j
k) � xj(t

j
k). Moreover, recall that xj,i(t

j
k) = xj(t

j
k)

provided follower j is cooperative. The solution to (10) over
[tjk, t

j
k+1) is x̂j(t) = eA(t−tjk)x̂j(t

j
k).Hence, accurate estimation

5The leader will also communicate state information about itself to its neigh-
bors.
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of the state of follower j requires an accurate initial condi-
tion, i.e., correct state estimation is ensured provided x̂j(t

j
k) =

xj(t
j
k). Therefore, in this article, if j ∈ Bi(t

j
k), then j ∈ Bi(t)

for all t ≥ tjk. The Byzantine designation is permanent since
follower i does not have an accurate state of the follower in
question with which to propagate the estimate forward and
compare to the corresponding sampled state. There are various
methods to allow the inclusion of a rehabilitated follower into
the cooperative follower set, e.g., trusted third party information
can be used to reset the observer or a reputation algorithm such
as in [43] can potentially be used as an alternative to adjust the
graph edge weights. These potential extensions merit further
investigation and are beyond the scope of this article.

Assumption 7: All followers are cooperative agents at time
t = 0.

Assumption 7 enables the detection of Byzantine followers
after the initial time t = 0. Like most fault or change detection
methods, a baseline condition (i.e., at t = 0) is first required for
comparison (cf. [41], [42]). However, Byzantine follower de-
tection can be accomplished using the threshold-based detector
in (7) at the initial time provided all followers know the initial
position of their neighbors. Motivated by [12], the controller for
follower i ∈ V is

ui(t) � Kzi(t) +Ke2,i(t) (12)

zi(t) �
∑

j∈Ni(t)

aij(t) (x̂j(t)− x̂i(t))

+ di(t) (x0(t)− x̂i(t)) , (13)

where zi : [0,∞) → Rm is the estimate-based consensus con-
trol effort. The gain matrix K ∈ Rn×m in (12) is designed as
K � BTP, where P ∈ Rm×m is the symmetric and positive
definite solution to the algebraic Riccati equation (ARE) given
by

ATP + PA− λmin (Hmin) 2PBBTP + kIm = 0m×m.
(14)

Note that λmin(Hmin) � min{λmin(Hsym(t))} ∈ R>0, such

that Hsym(t) � 1
2 (H(t) +H(t)T ) ∈ RN×N and k ≥ k1 +

ρ2

δ ,

where ρ > 2
√
NM0Smax(PB) ∈ R>0, k1 � k2 + k3, and

k2, k3, δ ∈ R>0 are user-defined parameters. Rather than use a
traditional sample-and-hold event-triggered consensus control
law such as in [20], the combined use of (10)–(13) enable each
follower i to continuously compute a control input that evolves
according to the leader’s drift dynamics [44].

By using (1)–(3), (12), and (13), the time-derivative of (2) can
be expressed as

ė1,i(t) = Ae1,i(t)−BKdi(t)e1,i(t)−BKdi(t)e2,i(t)

+BK
∑

j∈Ni(t)

aij(t) (e1,j(t)− e1,i(t))

+BK
∑

j∈Ni(t)

aij(t) (e2,j(t)− e2,i(t))

+BKe2,i(t)−Bu0(t). (15)

Similarly, using (1)–(3), (10), (12), and (13), the weak time-
derivative6 of (3) can be expressed as

ė2,i(t) = Ae2,i(t) +BKdi(t)e2,i(t) +BKdi(t)e1,i(t)

−BK
∑

j∈Ni(t)

aij(t) (e2,j(t)− e2,i(t))

−BK
∑

j∈Ni(t)

aij(t) (e1,j(t)− e1,i(t))

−BKe2,i(t). (16)

The stacked forms of (2) and (3) are defined as

e1(t) �
[
eT1,1(t), e

T
1,2(t), . . ., e

T
1,N (t)

]T ∈ RmN , (17)

e2(t) �
[
eT2,1(t), e

T
2,2(t), . . ., e

T
2,N (t)

]T ∈ RmN , (18)

respectively. Substituting (15) and (16) into the time-derivative
of (17) and (18), respectively, and compactly expressing the
results with the Kronecker product yields

ė1(t) = (IN ⊗A) e1(t) + ((IN −H(t))⊗BK) e2(t)

− (H(t)⊗BK) e1(t)− (1N ⊗Bu0(t)) , (19)

ė2(t) = (IN ⊗ (A−BK)) e2(t) + (H(t)⊗BK) e2(t)

+ (H(t)⊗BK) e1(t), (20)

respectively. The stacked form of (13) is defined by
z(t) � [zT1 (t), z

T
2 (t), . . ., z

T
N (t)]T ∈ RmN .Substituting x̂(t) �

[x̂T
1 (t), x̂

T
2 (t), . . ., x̂

T
N (t)]T ∈ RmN and (13) for all i ∈ V into

z(t) yields

z(t) = − (H(t)⊗ Im) x̂(t) + (D(t)⊗ Im) (1N ⊗ x0(t)) .
(21)

Moreover, substituting (2), (3), and (13) for all i ∈ V into z(t)
yields

z(t) = − (H(t)⊗ Im) e2(t)− (H(t)⊗ Im) e1(t). (22)

Since the objective is achieved when e1,i(t) is UUB for all coop-
erative followers i ∈ V, it is sufficient to show that e1(t) is UUB.
However, since e1(t) may contain error signals belonging to
Byzantine followers, where the behavior of Byzantine followers
cannot be controlled, the objective can only be guaranteed for
the cooperative followers. Hence, if follower j is categorized as
a Byzantine agent at tjk for some k ∈ Z≥0, then e1,j(t) � 0m
and e2,j(t) � 0m for all t ≥ tjk.

B. Stability Analysis

To facilitate the subsequent stability analysis, let

γ � max
{∥∥(IN −H(t))⊗ 2PBBTP

∥∥} ∈ R>0,

φ1 � k2 −
κ (2k3 + γ)

2
∈ R>0,

φ2 � k3 +
2k3 + γ

2κ
∈ R>0,

φ3 � k3

max
{
‖H(t)⊗ Im‖2

} ∈ R>0,

6Weak time-derivative refers to the existence of the time-derivative for almost
all time.
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where κ ∈ R>0 is a user-defined parameter used in Young’s
inequality. Moreover, let δ̄ � δ + θ ∈ R>0, where δ ∈ R>0 is a
user-defined parameter used to compensate for the effect of the
leader’s control input, and θ ∈ R>0 is a user-defined parameter
used to exclude Zeno behavior. Based on the definition of δ̄, we
define additional constants, to facilitate the analysis, as

β1 �

√
λmax (IN ⊗ P ) δ̄

λmin (IN ⊗ P )φ1
∈ R>0,

β2 �
√

V1 (e1(0))

λmin (IN ⊗ P )
∈ R≥0,

β3 � φ1

2λmax (IN ⊗ P )
∈ R>0.

Given Assumption 2, the ARE in (14) has a positive definite
solution P provided λmin(Hmin) > 0 [12], [44]. The following
lemma shows λmin(Hmin) > 0.

Lemma 1: Suppose Assumptions 4–6 are satisfied. If all co-
operative followers detect their Byzantine neighbors and employ
(9), then λmin(Hmin) > 0.

Proof: See Appendix A. �
Theorem 1: The edge weight policy in (9), state observer in

(10) and (11), and controller in (12) and (13) ensure the leader-
follower error e1(t) is globally UBB as

‖e1(t)‖ ≤ β1 + β2e
−β3t (23)

provided state feedback is available as dictated by the event-
trigger in

tik+1 � inf

{
t > tik : φ2 ‖e2,i(t)‖2 ≥ φ3 ‖zi(t)‖2 +

θ

N

}
(24)

for all i ∈ V, Assumptions 1–7 are satisfied, and the following
sufficient user-defined parameter conditions are selected as fol-
lows: Use Algorithm 1 to determine P, and select κ > 0, δ > 0,

θ > 0, ρ > 2
√
NM0Smax(PB), k3 > 0, k2 > κ(2k3+γ)

2 , and

k ≥ k1 +
ρ2

δ .
Proof: Consider the following candidate Lyapunov function

V1 : RmN → R≥0 defined as:

V1 (e1(t)) � eT1 (t) (IN ⊗ P ) e1(t). (25)

By the Rayleigh quotient,

λmin (IN ⊗ P ) ‖e1(t)‖2 ≤ V1 (e1(t))

≤ λmax (IN ⊗ P ) ‖e1(t)‖2 . (26)

Suppose g : [0,∞) → RmN is a Filippov solution to the differ-
ential inclusion ġ(t) ∈ K[h](g(t)), where g(t) = e1(t), K[·] is
defined as in [45], andh : RmN → RmN is defined ash(g(t)) =
ė1(t). The time-derivative of V1 exists almost everywhere (a.e.),
i.e., for almost all t ∈ [0,∞), and

V̇1 (g(t))
a.e.
∈ ˙̃

V 1 (g(t)) , (27)

where ˙̃
V 1(g(t)) is the generalized time-derivative of V1

along the Filippov trajectories of ġ(t) = h(g(t)). By [46,

eq. 13], ˙̃
V 1(g(t)) �

⋂
ξ∈∂V1(g(t))

ξT [K[h]T (g(t)), 1]T , where
∂V1(g(t)) denotes the Clarke generalized gradient of

V1(g(t)). Since V1(g(t)) is continuously differentiable in g(t),
∂V1(g(t)) = {∇V1(g(t))}, where ∇ denotes the gradient oper-
ator. The generalized time-derivative of (25) is

˙̃
V 1 (g (t)) ⊆ 2eT1 (t) (IN ⊗ P )K [h] (g (t)) . (28)

Using the calculus of K[·] from [45] along with (28) and simpli-
fying the substitution of (19) andK = BTP into the generalized
time-derivative of (25) yields

˙̃
V 1 (g(t)) ⊆

{
eT1 (t)

(
IN ⊗

(
ATP + PA

))
e1(t)

}
− eT1 (t)K

[
H(t)⊗ 2PBBTP

]
e1(t)

+ eT1 (t)K
[(
(IN −H(t))⊗ 2PBBTP

)
e2(t)

]
−
{
eT1 (t) (1N ⊗ 2PBu0(t))

}
. (29)

Let M � H(t)⊗ 2PBBTP ∈ RmN×mN , Msym � 1
2 (M +

MT ) ∈ RmN×mN , and Mskew � 1
2 (M −MT ) ∈ RmN×mN ,

where M = Msym +Mskew. Since Mskew is a skew symmetric
matrix, we see that eT1 (t)(H(t)⊗ 2PBBTP )e1(t) =
eT1 (t)Msyme1(t). It follows from the definition of Msym

that eT1 (t)Msyme1(t) = eT1 (t)(Hsym(t)⊗ 2PBBTP )e1(t).
Hence, eT1 (t)(H(t)⊗ 2PBBTP )e1(t) = eT1 (t)(Hsym(t)⊗
2PBBTP )e1(t). Since Hsym(t) is a real, symmetric matrix, we
then see that Hsym(t) is diagonalizable, where there exists an
orthogonal eigenvector matrix T (t) ∈ RN×N and eigenvalue
matrix Λ(t) ∈ RN×N , such that Hsym(t) = T (t)Λ(t)TT (t) ∈
RN×N . Hence, the eigendecomposition of Hsym(t), the ARE,
and (27) enable (29) to yield

V̇1 (e1(t))
a.e.
≤ −keT1 (t)e1(t)− eT1 (t) (1N ⊗ 2PBu0 (t))

+ eT1 (t)
(
(IN −H (t))⊗ 2PBBTP

)
e2 (t) .

(30)

Using Assumption 3 and selecting k ≥ k1 +
ρ2

δ , equation (30)
can be upper bounded by

V̇1 (e1(t))
a.e.
≤ −k1 ‖e1(t)‖2 + δ + γ ‖e2(t)‖ ‖e1(t)‖ . (31)

Using (22), equation (31) can be further upper bounded by

V̇1 (e1(t))
a.e.
≤ −φ1 ‖e1(t)‖2 + δ̄ +

∑
i∈V

[
φ2 ‖e2,i(t)‖2

− φ3 ‖zi(t)‖2 −
θ

N

]
. (32)

By selecting k3 > 0 and k2 > κ(2k3+γ)
2 , φ1 > 0, φ2 > 0, and

φ3 > 0. Based on (32), the event-trigger for each follower i ∈ V
is given by (24). Hence, provided state feedback is available
according to (24), it follows that:

V̇1 (e1(t))
a.e.
≤ −φ1 ‖e1(t)‖2 + δ̄ (33)

for all t ≥ 0. Substituting (26) into (33) yields

V̇1 (e1(t))
a.e.
≤ − φ1

λmax (IN ⊗ P )
V1 (e1(t)) + δ̄. (34)

Since the set of discontinuities as given by
⋃

k∈Z≥0

⋃
i∈V{tik} is

countable, V̇1(e1(t)) andV1(e1(t)) are Lebesgue integrable over
R≥0.The result in (23) then follows from (34) [47, Th. 2.5.1. Part
V]. Observe that the constant β1 can be made small, resulting in
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a small steady-state error for e1(t). Since e1(t) ∈ L∞ by (23),
e1,i(t) ∈ L∞ for all i ∈ C(t). From Assumption 3, x0(t) ∈ L∞.
By (2) and x0(t) ∈ L∞, xi(t) ∈ L∞ for each i ∈ C(t). Given
(10) and (11), we see that x̂i(t) = eA(t−tik)x̂i(t

i
k) over t ∈

[tik, t
i
k+1), where x̂i(t

i
k) = xi(t

i
k) for all k ∈ Z≥0. Therefore,

x̂i(t) ∈ L∞ for each i ∈ C(t), which then implies e2,i(t) ∈ L∞
by (3) for each i ∈ C(t).Hence, ui(t) ∈ L∞ for each i ∈ C(t).�

Remark 3: There are two reasons why UUB stability is ob-
tained rather than asymptotic stability. In (30), since

− eT1 (t) (1N ⊗ 2PBu0 (t))

≤ ‖e1 (t)‖ ‖1N ⊗ 2PBu0 (t)‖ ,
where ‖1N ⊗ 2PBu0 (t)‖ ≤ c for some c ∈ R>0 by Assump-
tion 3, − (1N ⊗ 2PBu0 (t)) e1 (t) ≤ c ‖e1 (t)‖. Since the con-
troller in (12)–(13) does not employ a sliding mode term or one
of its variants, c‖e1(t)‖ can only be compensated with high gain,
which results in a residual δ > 0. Note that it is not clear how to
incorporate a sliding mode term into the controller in (12)–(13)
since doing so would require sgn(e1,i(t)) and e1,i(t) is not
measurable by all followers. Next, the event-triggered strategy
requires exclusion from Zeno behavior, which is accomplished
by injecting θ > 0 into (32), as shown in the proof of Theorem
2. Hence, the θ > 0 term is combined with the residual δ > 0
resulting in δ̄ = δ + θ, and hence, UUB stability.

C. Exclusion of Zeno Behavior

Theorem 2: For each follower i ∈ V, the difference between
consecutive broadcast times generated by the event-trigger of
follower i in (24) is uniformly lower bounded by

tik+1 − tik ≥ 1

‖A−BK‖ ln

(
‖A−BK‖
‖BK‖ z̄i

√
θ

Nφ2
+ 1

)
(35)

for all k ∈ Z≥0.
Proof: Let t ∈ [tik,∞). Substituting (1), (10), and (12) into

the time-derivative of (3) yields ė2,i(t) = (A−BK)e2,i(t)−
BKzi(t). Since ‖x0(t)‖ ≤ M0 by Assumption 3 and x̂ ∈ L∞
by the proof of Theorem 1, equation (21) implies the existence of
z̄i ∈ R>0, such that ‖zi(t)‖ ≤ z̄i for all t ∈ R≥0. It then follows
that:

‖ė2,i(t)‖ ≤ ‖A−BK‖ ‖e2,i(t)‖+ ‖BK‖ z̄i. (36)

Let υi : [t
i
k,∞) → R≥0 satisfy υ̇i(t) = ‖A−BK‖υi(t) +

‖BK‖z̄i with initial condition υi(t
i
k) = ‖e2,i(tik)‖. Then,

υi(t
i
k) = 0 and

υi(t) =
‖BK‖ z̄i

‖A−BK‖
(
e‖A−BK‖(t−tik) − 1

)
. (37)

Since d
dt‖e2,i(t)‖

a.e.
≤ ‖ė2,i(t)‖, equation (36) implies d

dt‖e2,i
(t)‖

a.e.
≤ ‖A−BK‖‖e2,i(t)‖+ ‖BK‖z̄i, where ‖e2,i

(t)‖ ≤ υi(t) for all t ∈ [tik,∞). Since ‖e2,i(t)‖ ≤ υi(t)
and ‖zi(t)‖ ≥ 0, equation (24) implies (35), where

1
‖A−BK‖ ln(

‖A−BK‖
‖BK‖z̄i

√
θ

Nφ2
+ 1) > 0 since ‖A−BK‖

‖BK‖z̄i

√
θ

Nφ2
>

0. �

Remark 4: Since the event-trigger in (24) is free from Zeno
behavior by the proof of Theorem 2, no follower continu-
ously broadcasts state information about itself to its neighbors.
Moreover, the difference between consecutive event-times can
be made arbitrarily large by selecting a large θ. Since β1 =√

λmax(IN⊗P )δ̄
λmin(IN⊗P )φ1

, where δ̄ = δ + θ, selecting a large θ forces β1

to be large as well. Hence, there is a tradeoff between the size
of the neighborhood containing the cooperative followers and
leader once approximate consensus is achieved and the amount
of communication.

Remark 5: Define (37) over [tik−1, t
i
k), and observe that since

‖e2,i(t)‖ ≤ υi(t) over [tik−1, t
i
k), ‖e2,i(tik)‖ = 0, and υi(t) in

(37) is strictly increasing, it follows that ‖e−2,i(t)‖ defined in (5)
satisfies the inequality ‖e−2,i(t)‖ ≤ υi(t

i
k). Therefore, υi(tik) is

a candidate for Ψi,k.
Remark 6: If the event-trigger condition in (24) is satisfied

for all t ≥ 0, then

φ2 ‖e2,i(t)‖2 ≤ φ3 ‖zi(t)‖2 +
θ

N
.

Since ‖zi(t)‖ ≤ z̄i for all t ∈ R≥0, substituting ‖zi(t)‖ ≤ z̄i
into φ2‖e2,i(t)‖2 ≤ φ3‖zi(t)‖2 + θ

N yields

‖e2,i(t)‖ ≤

√
φ3z̄2i
φ2

+
θ

Nφ2
∈ R>0.

Since ‖e2,i(t)‖ ≤ υi(t) for all t ∈ [tik−1, t
i
k), υi(t

i
k) > 0, and

‖e2,i(tik)‖ = 0, ‖e2,i(t)‖ ≤ υi(t) for all t ∈ [tik−1, t
i
k]. Since

υi(t) will reach
√

φ3z̄2
i

φ2
+ θ

Nφ2
before or at the same time as

‖e2,i(t)‖, we then see that ‖BK‖z̄i
‖A−BK‖ (e

‖A−BK‖(tik−tik−1) − 1) ≤√
φ3z̄2

i

φ2
+ θ

Nφ2
implies tik ≤ tik−1 +Δi,min, where

Δi,min � 1

‖A−BK‖ ln

⎛⎝‖A−BK‖
‖BK‖ z̄i

√
φ3z̄2i
φ2

+
θ

Nφ2
+ 1

⎞⎠
(38)

and Δi,min ∈ R>0. Hence, ‖e2,i(t)‖ ≤
√

φ3z̄2
i

φ2
+ θ

Nφ2
for all

t ≥ 0 provided tik ≤ tik−1 +Δi for each k ∈ Z>0, where Δi is
a user-defined parameter to be selected, such that Δi ≥ Δi,min.
Note that an analytical upper bound for Δi requires the deriva-
tion of a nonzero lower bound for‖e2,i(t)‖,which is not obvious.

Algorithm 1 presents a method for parameter selection.

VII. SELF-TRIGGERED CONTROL

When the trigger condition in (24) is true, follower i will
broadcast its state to each follower j ∈ Ni(t) to reset (3)
and ensure (33). Such an ETC strategy requires follower i to
continuously monitor (24) and for each follower j ∈ Ni(t) to
continuously sense for follower i’s broadcast. An STC strategy
is developed in this section, where follower i determines and
reports to its neighbors the future time when its own trigger
condition will become true, eliminating the need for followers
to continuously monitor for a neighbor’s broadcast.

Based on (32), stability is preserved when φ2‖e2,i(t)‖2 −
φ3‖zi(t)‖2 − θ

N ≤ 0 for each i ∈ V. Since φ3 > 0 and
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Algorithm 1: Parameter Selection Protocol.
1: Select δ, κ, θ, k, k3 ∈ R>0.
2: Compute δ̄ = δ + θ.
3: Compute λmin(Hmin) = min{λmin(Hsym(t))}.
4: while true do
5: Compute P from (14).
6: Select ρ > 2

√
NM0Smax(PB).

7: Compute
γ = max{‖(IN −H(t))⊗ 2PBBTP‖}.

8: Select k2 > κ(2k3+γ)
2 .

9: Compute k1 = k2 + k3.

10: if k1 +
ρ2

δ ≤ k then
11: break
12: else
13: k = k1 +

ρ2

δ .
14: end if
15: end while
16: Compute K = BTP.

17: Compute φ1 = k2 − κ(2k3+γ)
2 .

18: Compute φ2 = k3 +
2k3+γ

2κ .

19: Compute φ3 = k3

max{‖H(t)⊗Im‖2} .

‖zi(t)‖ ≥ 0, φ3‖zi(t)‖2 ≥ 0, where stability is preserved pro-
vided φ2‖e2,i(t)‖2 − θ

N ≤ 0 for each i ∈ V. While trigger-
ing based on φ2‖e2,i(t)‖2 − θ

N ≥ 0 results in more conser-
vative event-times for follower i than when triggering based
on φ2‖e2,i(t)‖2 − φ3‖zi(t)‖2 − θ

N ≥ 0, the former results in a
simpler condition from which to develop a self-trigger. Let tik
mark the kth instance when φ2‖e2,i(t)‖2 − θ

N ≥ 0. Hence, an
event for follower i occurs at tik provided φ2‖e2,i(tik)‖2 − θ

N ≥
0. Note that for t ∈ [tik, t

i
k+1), φ2‖e2,i(t)‖2 − θ

N ≤ 0 since
‖e2,i(tik)‖ = 0 and ‖e2,i(t)‖ may increase otherwise.

Substituting (1) and (10) into the time-derivative of (3) yields

ė2,i(t) = Ae2,i(t)−Bui(t). (39)

The evolution of (3) is governed by (39), where the solu-
tion to (39) is not available since ui(t) is unknown a priori.
Therefore, follower i cannot determine its own event-times.
Let ĕ2,i : [0,∞) → R≥0 denote an estimate of ‖e2,i(t)‖, and
let {t̂ik}∞k=1 ⊂ R≥0 be an increasing sequence of estimated
event-times determined by a subsequently developed self-trigger
for follower i. The estimate ĕ2,i(t) is designed, such that

φ2 ‖e2,i(t)‖2 −
θ

N
≤ φ2ĕ

2
2,i(t)−

θ

N
(40)

holds for all t ∈ [tik, t
i
k+1). Hence, executing the consensus

protocol based on the estimated event-times originating from
a self-trigger using ĕ2,i (t) for all i ∈ V ensures the stability of
the MAS. Based on the subsequent stability analysis, for each
[tik, t

i
k+1), the estimate ĕ2,i(t) is designed as

ĕ2,i(t) � ξi

(
eSmax(A)(t−tik) − 1

)
, (41)

ξi �
Smax(B)Mi

Smax(A)
∈ R>0. (42)

In (42), Mi ∈ R>0 is a known upper bound for ‖ui(t)‖, which
exists given the proof of Theorem 1. Furthermore, Lemma 2
provides an upper bound for ‖ui(t)‖.

Lemma 2: If the conditions in Theorem 1 are satisfied, then
for each i ∈ C(t) and all t ≥ 0

‖ui(t)‖ ≤ Smax

(
BTP

)
max {‖H(t)⊗ Im‖}

√
θ

φ2

+ Smax

(
BTP

)
max {‖H(t)⊗ Im‖} (β1 + β2)

+ Smax

(
BTP

)√ θ

Nφ2
. (43)

Proof: See Appendix B.
Theorem 3: The estimate given by (41) and (42) satisfies

(40) for all t ∈ [tik, t
i
k+1), where t̂ik+1 ≤ tik+1, such that t̂ik+1

originates from the self-trigger given by

t̂ik+1 � inf
{
t > t̂ik : φ2ĕ2,i(t)

2 ≥ θ

N

}
. (44)

Proof: To satisfy (40), it is equivalent to show that ĕ2,i(t) ≥
‖e2,i(t)‖ for all t ∈ [tik, t

i
k+1). Let t ∈ [tik, t

i
k+1). A Lyapunov-

like function V2,i : Rm → R≥0 is defined as

V2,i (e2,i(t)) � 1

2
eT2,i(t)e2,i(t), (45)

which is continuously differentiable over t ∈ [tik, t
i
k+1). Substi-

tuting (39) into the time-derivative of (45) results in

V̇2,i (e2,i(t)) ≤ Smax(A) ‖e2,i(t)‖2

+ Smax(B) ‖e2,i(t)‖ ‖ui(t)‖ . (46)

Based on the proof of Theorem 1, ui(t) ∈ L∞,where ‖ui(t)‖ ≤
Mi, such thatMi is a known bounding constant. Hence, equation
(46) can be upper bounded by

V̇2,i (e2,i(t)) ≤ 2Smax(A)V2,i (e2,i(t))

+ Smax(B)Mi

√
2V2,i (e2,i(t)). (47)

Since follower i broadcasts its state at tik, V2,i(e2,i(t
i
k)) = 0.

Invoking the Comparison lemma in [48, Lemma 3.4] on (47)
yields

V2,i (e2,i(t)) ≤

⎛⎝√
2ξi

(
eSmax(A)(t−tik) − 1

)
2

⎞⎠2

. (48)

Substituting (45) into (48) yields ‖e2,i(t)‖ ≤ ξi(e
Smax(A)(t−tik)

− 1) = ĕ2,i(t).Hence, equation (40) holds for all t ∈ [tik, t
i
k+1),

where the conditions in (24) and (44) imply t̂ik+1 ≤ tik+1.
7 �

Remark 7: The self-trigger condition in (44) is free from Zeno
behavior by a similar argument provided in the proof of Theorem
2.

Remark 8: Define (41) over [tik−1, t
i
k), and observe that since

‖e2,i(t)‖ ≤ ĕ2,i(t) over [tik−1, t
i
k), ‖e2,i(tik)‖ = 0, and ĕ2,i(t) in

(41) is strictly increasing, it follows that ‖e−2,i(t)‖ defined in (5)
satisfies the inequality ‖e−2,i(t)‖ ≤ ĕ2,i(t

i
k). Therefore, ĕ2,i(tik)

is a candidate for Ψi,k.

7While (41) is initialized at tik in the development, implementation of the
STC strategy requires communication at t̂ik.
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VIII. SIMULATION STUDY

A simulation study is included to demonstrate and compare
the performances of the developed approaches. The simulated
MAS consists of five follower agents and a single leader agent.
The initial positions of each agent, which are equivalent for
all simulations, are x0(0) = [6, 2]T m, x1(0) = [12, 2.5]T m,
x2(0) = [12, 2]T m, x3(0) = [12, 1.5]T m, x4(0) = [13, 2.25]T

m, and x5(0) = [13, 1.75]T m. The known state and control
effectiveness matrices used in all simulations are given by

A �
[
0.05 0
0 0

]
, B �

[
0.3 0
0 0.3

]
.

The known desired trajectory xd : [0,∞) → R2 of the leader is

xd(t) � [5 cos (0.2πt) , 5 sin (0.4πt)]T , (49)

while the leader’s trajectory tracking error e0 : [0,∞) → R2 is

e0(t) � xd(t)− x0(t). (50)

The leader’s tracking error in (50) can be globally exponentially
regulated using the following controller:

u0(t) � B−1 (ẋd(t)−Ax0(t) + k0e0(t)) , (51)

where k0 > 0.
Lemma 3: The controller of the leader provided in (51) en-

sures (50) is globally exponentially regulated and x0, u0 ∈ L∞
provided the desired trajectory satisfies xd, ẋd ∈ L∞, Assump-
tion 1 is satisfied, the right pseudo inverse of the control ef-
fectiveness matrix, i.e., B, exists, and k0 is selected, such that
k0 > 0.

Proof: See Appendix C.
All simulations are 12-s long and use an integration time-step

of 1.00× 10−5 s. Additionally, all ETC and STC simulations
used the following parameters, which originate from Algo-
rithm 1:k0 = 3s−1, δ = 3× 107, κ = 1.00× 10−2, ρ = 4.87×
105, γ = 1.54× 105, k1 = 2.78× 103, k2 = 1.78× 103, k3 =
1.00× 103, k = 1.07× 104, θ = 1.00× 103 m2 · s−1, φ1 =
1.00× 103 s−1, φ2 = 7.80× 106 s−1, φ3 = 37.87 s−1, M1 =
800 m, M2 = 800 m, M3 = 800 m, M4 = 800 m, and M5 =
800 m.

A. Benchmark Simulation

As a benchmark, the MAS is first simulated by using an
event-triggered approach, where all followers are designed as
cooperative agents for the entire simulation. The network used
in the benchmark simulation is depicted by the left topology in
Fig. 1, and Figs. 2 and 3 display the results.

Fig. 2 displays a planar view of the MAS trajectories for the
ETC method with cooperative agents. Fig. 3 presents the norm
of the tracking errors of the followers and leader as quantified by
(2) and (50), respectively. In Fig. 3, the followers connected to
the leader experience smaller tracking errors than the followers
that are not connected to the leader. The maximum steady-state
tracking errors of Followers 1–5 are 0.41, 0.46, 0.68, 0.59,
and 0.72 m, respectively. Moreover, the maximum steady-state
velocities of Followers 1–5 are 7.38, 7.34, 7.27, 7.39, and 7.22
m/s, respectively. The time instances a follower sent information
to a neighbor were measured throughout the simulation. The
minimum time difference between consecutive communication

Fig. 1. Illustration of the network topologies used in simulations. The
network on the left consists only of cooperative followers while the net-
work on the right consists of both cooperative and Byzantine followers.
The blue square denotes the leader agent, the orange circles denote
the cooperative followers, and the red triangles denote the Byzantine
followers.

Fig. 2. Planar trajectories of the MAS using an event-triggered ap-
proach. The x’s denote the starting position of each agent.

Fig. 3. Norm of tracking errors for the MAS using the ETC approach.
All followers are cooperative agents.
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Fig. 4. Norm of tracking errors for the MAS using the ETC approach.
Follower 4 is a Type II Byzantine agent, and Follower 5 is a Type I
Byzantine agent.

instances for all followers was 6.00× 10−5 s, which implies
that all followers must be equipped with radios capable of
broadcasting at approximately 16.67 kHz.

B. ETC Simulation With Byzantine Adversaries

The next simulation is similar to the benchmark, except two
originally cooperative followers are converted into Byzantine
agents. Specifically, Follower 4 is converted into a Type II
Byzantine agent at time t = 9 s, and Follower 5 is converted
into a Type I Byzantine agent at time t = 5 s. For t ≥ 9 s,
Follower 4 executes the controller u4(t) = [50,−50]T , and for
t ≥ 5 s, Follower 5 communicates state information about itself
to its neighbors according to x5,i(t) = e100I2(t−5)x5(t), where
x5,i(t) denotes the position of Follower 5 within the global
coordinate frame at time t ≥ 5 that is communicated to neighbor
i. The objective of the remaining cooperative followers is to iden-
tify any potential Byzantine neighbors, remove the Byzantine
agent’s influence from their controllers, and synchronize their
trajectories to the leader’s trajectory. Successful execution of
this protocol will transform the communication topology from
the left network to the right network in Fig. 1.

Fig. 4 demonstrates that the cooperative followers satisfied
the objective, where Followers 1 and 2 each detected the Type II
Byzantine agent at t = 9.04 s and Follower 3 detected the Type
I Byzantine agent at t = 5.02 s. As seen in Fig. 4, the followers
connected to the leader experience smaller tracking errors than
followers that are not connected to the leader. The maximum
steady-state tracking errors of Followers 1–3 are 0.41, 0.46, and
0.68 m, respectively. Moreover, the maximum steady-state ve-
locities of Followers 1–3 are 7.58, 7.75, 11.57 m/s, respectively.
The minimum time difference between consecutive communi-
cation instances for all followers was 6.00× 10−5 s. Followers 4
and 5 are Byzantine adversaries, where their behaviors cannot be
guaranteed. Therefore, their steady-state tracking error and max-
imum steady-state velocity are not included. When compared to

Fig. 5. Norm of tracking errors for the MAS using the STC approach.
Follower 4 is a Type II Byzantine agent, and Follower 5 is a Type I
Byzantine agent.

the benchmark simulation results, the cooperative followers in
this simulation obtain the same steady-state tracking errors and
similar maximum steady-state velocities. Therefore, the ETC
method obtained similar performance to the benchmark result.

C. STC Simulation With Byzantine Adversaries

This simulation is identical to the one in Section VIII-B,
except the STC method from Section VII is used instead.
Fig. 5 demonstrates that the cooperative followers satisfied
the objective, where Followers 1 and 2 detected the Type II
Byzantine agent at t = 9.001 s and Follower 3 detected the
Type I Byzantine agent at t = 5.001 s. As depicted in Fig. 5, the
followers connected to the leader experience smaller tracking
errors than followers that are not connected to the leader. The
maximum steady-state tracking errors of Followers 1–3 are
0.40, 0.46, and 0.67 m, respectively. Moreover, the maximum
steady-state velocities of Followers 1–3 are 7.25, 7.31, 7.70 m/s,
respectively. The minimum time difference between consecutive
communication instances for all followers was 2.00× 10−5 s.

When compared to the ETC results with Byzantine agents,
the cooperative followers in the STC simulation obtain similar
steady-state tracking errors and maximum steady-state veloci-
ties. While the same θ parameter was used between simulations,
further investigation of the effect θ has on communication is
needed for the ETC and STC approaches. The results of such a
study are provided in the following subsection.

D. Communication Frequency Versus Performance
Study

In this section, six simulations are performed for the ETC
and STC strategies under the same parameters as the previous
simulations, except θ is varied to investigate the tradeoff between
communication frequency and steady-state consensus errors.
Furthermore, an additional reference simulation is performed
to enable comparison between the ETC and STC results. The
reference simulation is performed under the same parameters as
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TABLE I
ETC COMMUNICATION-PERFORMANCE SUMMARY

TABLE II
STC COMMUNICATION-PERFORMANCE SUMMARY

the previous simulations except all agents communicate at the
same fixed rate of 10 kHz. A communication rate of 10 kHz for a
12-s simulation results in 1.20× 105 reference event-times, i.e.,
reference communication instances. Tables I and II summarize
the results of the ETC and STC simulations, respectively, where
β1,m denotes the maximum steady-state tracking error between
Followers 1–3, Min. Comm. Time denotes the minimum time
difference between consecutive communication events over all
followers, Comm. Fraction represents the amount of communi-
cation performed by an agent as determined by

Comm. Fraction � Number of Event Times
Number of Ref. Event Times

, (52)

and Comm. Max. Energy denotes the maximum amount of
energy used by all followers to monitor and transmit data.
According to [49], the energy Ji : [0,∞) → R≥0 consumed
by follower i at time t to monitor and transmit data under an
ETC approach is given by Ji(t) �

∑
k∈Γi(t)

(c1 + p2c2) + c3t,

where Γi(t) � {k : tik ≤ t}, c1 describes the cost associated
to the packet overhead transmission, c2 describes the cost per
transmitted scalar, c3 describes the cost of continuous monitor-
ing, and p2 denotes the number of transmitted scalars. Since

the STC method does not require continuous monitoring of the
trigger condition, where monitoring is done at the same time as
transmission, the monitoring cost is negligible when compared
to the ETC approach. Therefore, the energy consumption func-
tion for follower i using STC is Ji(t) �

∑
k∈Γi(t)

(c1 + p2c2).
The parameters c1 through c3 denote fixed energy costs con-
sumed per update. Since each follower transmits its state at
the current event-time under the ETC approach, p2 = 2 given
xi(t) ∈ R2. For STC, each follower transmits its state and
future event-time at the current event-time. Hence, p2 = 3 since
xi(t) ∈ R2 and tik ∈ R≥0. The parameters used in the energy
consumption functions are c1 = 38.4 mJ, c2 = 3.2 mJ, and
c3 = 60 mW, which are approximations obtained from power
consumption values for a MicaZ using a ZigBee for wireless
communication [49].

The * next to the Comm. Fraction of Follower 5 in Table I
indicates that Follower 5 was not able to detect Follower 4
as a Byzantine neighbor. As seen in Tables I and II, frequent
communication results in high-energy costs. Moreover, frequent
communication leads to better tracking performance, where
the cooperative followers can track the leader more closely.
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Tables I and II also indicate that the STC approach yields better
performance than the ETC strategy relative to the same value
of θ because of the more frequent communication by STC than
ETC. However, ETC can yield comparable performance to STC
while using less energy to communicate.

IX. CONCLUSION

In this work, the approximate leader-follower consensus prob-
lem in the presence of Byzantine adversaries for a homogeneous
MAS is examined. Distributed event- and self-triggered con-
trollers are developed along with a Lyapunov-based detection
method that enables followers to discern between cooperative
and Byzantine neighbors. The controllers can remove the influ-
ence from Byzantine agents by altering the interaction topology
and enabling consensus for all cooperative followers. Moreover,
a time-based estimate for each follower’s trigger condition is
developed, which allows each follower to estimate the future
time when state information from its neighbors will be required.
The STC approach alleviates the continuous monitoring require-
ment of ETC and enables intermittent communication and mon-
itoring. Future efforts could focus on generalizing the result to
more abstract network topologies, developing more capable and
sensitive Byzantine detection and trigger condition estimation
methods, and relaxing Assumption 5 by developing a controller
capable of ensuring network connectivity maintenance in the
presence of Byzantine adversaries. Moreover, uncertain agent
dynamics can be considered, the impact of which leads to
faster divergence rates between the estimated and true follower
position, and more frequent triggering and communication. Sim-
ulation results demonstrate that both ETC and STC methods
enable approximate leader-follower consensus while identifying
and mitigating against Byzantine adversaries. Results also show
that increased communication leads to better tracking of the
leader for both ETC and STC. Moreover, both methods can
provide identical tracking performance, but depending on the
choice of parameters, one method can provide communication
energy savings over the other.

APPENDIX

A. Proof of Lemma 1

Proof: Assume the hypothesis of Lemma 1, and fix t1 ≥ 0.
By Assumptions 5 and 6, H(t1) is a diagonally dominant
matrix, where each row of H(t1) is nonzero. By Assumptions
4 and 5, H(t1) contains a strictly diagonally dominant row,
i.e., |Hii(t1)| >

∑
j∈V,j �=i |Hij(t1)| for some i ∈ V. Claim: If

H(t1) is a diagonally dominant matrix with a strictly diago-
nally dominant row, then Hsym(t1) is a symmetric, diagonally
dominant matrix with a strictly diagonally dominant row. Sup-
pose the claim is true. Therefore, Hsym(t1) is a symmetric,
diagonally dominant matrix with a strictly diagonally dominant
row. Since IN + |Hsym(t1)| is a symmetric, strictly diagonally
dominant matrix, IN + |Hsym(t1)| is positive definite by the
Gershgorin disk theorem in [9, Th. 3.9.]. Let {λi}Ni=1 ⊂ R>0

denote the eigenvalues of IN + |Hsym(t1)|. Since λi ∈ R>0

for all i ∈ V, and the eigenvalues of (IN + |Hsym(t1)|)N−1

are {λN−1
i }Ni=1, λN−1

i ∈ R>0 for each i ∈ V. Since (IN +
|Hsym(t1)|)N−1 is a symmetric matrix with positive eigenvalues,
(IN + |Hsym(t1)|)N−1 is positive definite. Hence, Hsym(t1) is
irreducible by [50, Theorem 6.2.24.]. Since Hsym(t1) is an
irreducible, diagonally dominant matrix with a strictly diago-
nally dominant row,Hsym(t1) is irreducibly diagonally dominant
by [50, Definition 6.2.25.]. Since Hsym(t1) is irreducibly diago-
nally dominant, Hsym(t1) is nonsingular [50, Corollary 6.2.27.],
i.e., λmin(Hsym(t1)) > 0. Since t1 is arbitrary, λmin(Hsym(t)) >
0 for all t ≥ 0. Since {λmin(Hsym(t)) : ∀t ≥ 0} is a finite set,
λmin(Hmin) � min{λmin(Hsym(t))} ∈ R>0 is well defined.

Proof of Claim: Let H(t1) be a diagonally dominant
matrix, i.e., row diagonally dominant, where |Hii(t1)| ≥∑

j �=i |Hij(t1)| for all i ∈ V. Then, H(t1)
T is a column diag-

onally dominant matrix, where |Hii(t1)| ≥
∑

j �=i |Hji(t1)| for
all i ∈ V. Recall that Hsym(t1) =

1
2 (H(t1) +H(t1)

T ). Then,
for fixed i ∈ V, it follows that:∑

j �=i

|Hsym,ij | =
∑
j �=i

∣∣∣∣12 (Hij (t1) +Hji (t1))

∣∣∣∣
=

1

2

∑
j �=i

|Hij (t1) +Hji (t1)|

≤ 1

2

∑
j �=i

(|Hij (t1)|+ |Hji (t1)|)

≤ |Hii (t1)|
= |Hsym,ii(t)| .

Since
∑

j �=i |Hsym,ij | ≤ |Hsym,ii(t)| for each i ∈ V, Hsym(t1)
is diagonally dominant. The existence of a strictly diagonally
dominant row/column follows by a similar argument. �

B. Proof of Lemma 2

Proof: Let t ≥ 0. Given (12) and K = BTP, it follows that

‖ui(t)‖ ≤ Smax

(
BTP

)
‖zi(t)‖+ Smax

(
BTP

)
‖e2,i(t)‖ .

(53)

Provided the self-trigger in (44) is satisfied for all t ≥ 0,
φ2‖e2,i(t)‖2 − θ

N ≤ 0 for all t ≥ 0 by Theorem 3, where

‖e2,i(t)‖ ≤
√

θ

Nφ2
. (54)

By (22), it follows that:

‖z(t)‖ ≤ max {‖H(t)⊗ Im‖} (‖e2(t)‖+ ‖e1(t)‖) . (55)

Since ‖e1(t)‖ ≤ β1 + β2e
−β3t for all t ≥ 0 by Theorem 1

‖e1(t)‖ ≤ β1 + β2. (56)

Substituting (54) into ‖e2(t)‖2 =
∑

i∈V ‖e2,i(t)‖2 implies

‖e2(t)‖ ≤
√

θ

φ2
. (57)

Since ‖zi(t)‖ ≤ ‖z(t)‖, (55) implies

‖zi(t)‖ ≤ max {‖H(t)⊗ Im‖} (‖e2(t)‖+ ‖e1(t)‖) . (58)

Substituting (54), (56), (57), and (58) into (53) yields (43). �
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C. Proof of Lemma 3

Proof: Consider the candidate Lyapunov function V0 :
Rm → R≥0 defined as

V0 (e0(t)) � 1

2
eT0 (t)e0(t). (59)

Substituting (1) and (51) into the time-derivative of (50) yields

ė0(t) = −k0e0(t). (60)

Substituting (60) into the time-derivative of (59) yields

V̇0 (e0(t)) = −k0e
T
0 (t)e0(t), (61)

where substituting (59) into (61) yields

V̇0 (e0(t)) = −2k0V0 (e0(t)) . (62)

Solving (62) yields V0(e0(t)) = V0(e0(0))e
−2k0t. Since

V0(e0(t)) is radially unbounded with an unrestricted
domain, equation (50) is globally exponentially regulated.
Since V0(e0(t)) is positive definite and V̇0(e0(t)) is
negative definite, provided k0 > 0, V0(e0(t)) ∈ L∞. Since
V0(e0(t)) ∈ L∞, e0(t) ∈ L∞. Since xd(t) ∈ L∞, x0(t) ∈ L∞.
Since xd(t) ∈ L∞, ẋd(t) ∈ L∞, and x0(t) ∈ L∞, we see that
u0(t) ∈ L∞. �
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