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Graph Matching-Based Formation Reconfiguration of
Networked Agents With Connectivity

Maintenance
Zhen Kan, Leenhapat Navaravong, John M. Shea, Eduardo L. Pasiliao, Jr., and Warren E. Dixon

Abstract—Various applications require networked agents to
cooperatively achieve specified formations. In this paper, forma-
tion reconfiguration for a group of identical agents with limited
communication capabilities is considered. Since the considered
agents are identical, their roles are interchangeable, and each
position in the desired formation can be taken by any agent. To
reduce the total amount of node movement required for formation
reconfiguration, a weighted graph-matching-based node-mapping
strategy is developed to specify the node correspondence between
an arbitrary initial graph and the desired graph. After the node
mapping is determined, agents are required to move physically to
form the desired formation. Since agents are only able to commu-
nicate within a certain range, formation reconfiguration must be
accomplished with network connectivity constraints (i.e., specified
nodes remain within specified sensing and communication ranges).
A decentralized control scheme is developed to guarantee network
connectivity by maintaining a desired neighborhood determined
by the node-mapping algorithm, and to ensure convergence of
all agents to the desired configuration with collision avoidance
among agents. The developed strategy is demonstrated through
simulation results.

Index Terms—Formation reconfiguration, graph matching,
network connectivity.

I. INTRODUCTION

G REAT efficiency and operational capability can be real-
ized by networked agents in various civilian and military

applications. To enable these applications, agents are required
to perform in a coordinated manner through their interactions,
which are generally captured by the underlying network graph.
The graph determines which agents can exchange and share
information and how robust the group can behave in a dynamic
environment. For example, the formations developed in [1] and
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[2] are beneficial in data gathering, data processing, and fore-
casting in surveillance and exploration. The graphs designed in
[3] are robust with respect to maintaining a required level of
network connectivity in the presence of node and link failures.
In consensus applications (see [4] and [5] for a comprehensive
literature review for consensus problems), different topologies
yield different consensus rates [6]–[8]. Although designing an
optimal graph with respect to the consensus rate or efficiency
of information collection has attracted much research attention,
achieving the designed optimal graph from an arbitrary initial
graph with minimum movement and constraints on communi-
cation is still a problem of wide interest.

Graph matching is widely used in pattern recognition, such as
computer vision, scene analysis, chemistry, and biology, where
the relationships and interactions between objects are modeled
as graphs. To identify the similarities between two different
graphs (i.e., patterns), various graph-matching methods have
been developed to identify vertex correspondence between
graphs. If two graphs are isomorphic, Ullmann’s algorithm [9]
can be directly used to obtain node correspondence. However,
Ullmann’s algorithm is only applicable to isomorphic graphs,
and the graphs are generally not isomorphic in most applica-
tions. In addition, the complexity of Ullmann’s algorithm is
O(NN ), which requires significant computational resources for
large graphs. An alternative to Ullmann’s algorithm is to find
an approximate solution of the optimal matching. In [10], an
efficient Eigen-decomposition approach is developed to find ap-
proximated optimal matching in terms of minimizing the aggre-
gated edge weights between two graphs. Other approximated
approaches based on spectral representation of graphs include
[11]–[13]. However, all of the aforementioned results focus on
identifying the similarities between two graphs, without consid-
ering the mapping of nodes in terms of graph reconfiguration.

In this paper, the formation reconfiguration of networked
agents from an arbitrary initial network graph to a desired graph
is considered. Each agent is represented as a node, and the local
interaction among agents is modeled by an undirected graph
with each edge representing the neighborhood between two
agents. The model is based on the assumption that each agent
has limited communication capability (i.e., available informa-
tion exchange by agents within a certain range). A connected
graph indicates that the agents are able to exchange information
with other agents and coordinate their motion to achieve the
desired topology. Hence, two main objectives are as follows:
1) minimize the node movement required during formation
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reconfiguration in terms of the number of edges that a node
must traverse and 2) physically steer the agents to achieve
the desired formation while preserving network connectivity
and avoiding collisions among agents. In our previous work
[14], the physical formation control of a group of agents with
constraints on network connectivity is investigated. However,
the initial topology in [14] is assumed to be a supergraph
of the desired topology, which ensures that the agents are
originally in a feasible interconnected state. The supergraph
assumption may not be applicable given an arbitrary initial
graph as in the current result. In this paper, based on the
weighted graph-matching algorithm in [10], a node-mapping
algorithm is developed to determine the node correspondence
between the arbitrary initial topology and the specified desired
topology, and build a tree on the initial graph such that the node
movement required in topology reconfiguration is minimized
and the routing algorithm developed from our previous work
[15]–[17] can be applied to specify how the initial graph can be
transformed to the desired graph.

After node correspondence is determined, nodes are required
to physically move to perform network reconfiguration with
limited communication. Generally speaking, formation con-
trol focuses on the control design for a group of agents to
stabilize at a specific geometric formation or move in the
environment, keeping a suitable relative configuration. The
network reconfiguration problem is a subset of formation con-
trol problems which considers additional constraints, such as
network connectivity. Some representative results in controlling
mobile robot networks while preserving network connectivity
are surveyed in the work of [18]. Other results on formation
control include [19]–[26], where various control methods are
developed to reorganize the formation of networked agents with
limited communication capabilities.

In contrast to the results such as [19]–[23], this work con-
siders identical agents which can interchange their roles during
formation control, allowing the neighborhood for each agent to
be dynamically determined, that is, which nodes in the initial
graph that will take which positions in the final graph are
not specified in advance; rather, the objective only requires
that there be an agent in each position specified in the final
graph. Although identical agents are considered in the works
of [24]–[27] for formation control, the preservation of network
connectivity is not considered in [24], and no effort is made
in [25] and [26] to reduce the amount of node movement in
formation reconfiguration. To preserve a connected network,
network connectivity is modeled as an artificial obstacle. A
navigation function (cf., [28]) based control scheme is devel-
oped to ensure the convergence of all agents to the desired
configuration; collision avoidance among agents and network
connectivity maintenance are achieved through only local com-
munication. An information flow model is then proposed based
on the work of [29] and [30] to specify the required movement
for agents to their destination nodes. Compared to the works
of [22], [23], and [27] the information flow-based approach
generally provides a path with more freedom of motion without
disconnecting the network and allows communication links to
be formed or broken dynamically. Consensus is proven using
Rantzer’s Dual Lyapunov Theorem [31]. Simulation results are

provided to demonstrate the developed network reorganization
strategy.

II. PROBLEM FORMULATION

Consider N -networked agents moving in a workspace F
according to

q̇i = ui, i = 1, · · · , N (1)

where qi = [xi yi]
T ∈ R

2 and ui ∈ R
2 denote the position

and velocity (i.e., the control input) of agent i, respectively.
Assume that the workspace F is circular and bounded with
radius R ∈ R

+, and the agents in F are identical and have
limited communication capabilities such that two agents can
only exchange information through communication within an
interdistance Rc < R. Communication between neighboring
agents is assumed to be error and delay free in this work. A col-
lision region is defined as a small disk area with radius δ1 < Rc

centered at agent i, such that the presence of any other agent j
within this region is considered as a potential collision for agent
i. To ensure the availability of communication between agents
i and j, an escape region for each agent i is defined as the outer
ring of the communication area with radius r, where Rc − δ2 <
r < Rc and δ2 ∈ R

+ is a predetermined buffer distance. Agent
i moves with the constraint of avoiding a collision with other
agents located in the collision region, and preventing a break in
the communication link between agents located in the escape
region. The region within the collision region and the escape
region (i.e., δ1 < r < Rc − δ2,) is a constraint-free region.

The interaction among agents is modeled as a simple graph
G(t) = (V, E(t)), with V denoting the set of nodes (i.e., agents)
and E(t) = {(vi, vj) ∈ V × V|dij(t) ≤ Rc} denoting the set
of edges, where dij(t) = ‖qi − qj‖ is the Euclidean distance
between vi and vj . The neighbors of vi are defined as Ni(t) =
{vj |vj ∈ V, (vi, vj) ∈ E}. The initial and desired final graphs
are represented by Gint = (Vint, Eint) and Gf = (Vf , Ef ), re-
spectively. The final graph Gf is characterized by the relative
positions {cij ∈ R

2|vi, vj ∈ N f
i , } where each cij is a prede-

termined constant that specifies the physical configuration of
Gf . Here, N f

i is a predefined set of neighbors for vi in Gf .
That is, the desired position qdi for vi in Gf is defined as
qdi = {qi|‖qi − qj − cij‖2 = 0, vj ∈ N f

i }. Note that the set
Ni is time varying and depends on the relative distance of
mobile agents, while N f

i is constant and specified by Gf . A
graph is connected if a path exists that connects any two nodes.
A tree is a particular topology on an undirected graph, where
any two vertices are connected by exactly one simple path. A
tree that contains all nodes in the graph is called a spanning tree.
The control algorithm for repositioning nodes developed in this
paper repositions the nodes by transforming a spanning tree of
the initial graph into a spanning tree of the final graph. Thus,
in most of what follows, we focus on the case of achieving a
desired topology Gf that is a spanning tree, and we assume that
the root is predetermined.

The control algorithm for repositioning the nodes uses an
information flow between pairs of nodes that determines a
path of movement along the nodes in the graph for at least
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one of the nodes. In this paper, these paths of movement are
determined by using an approach first proposed in our previous
work [17]. In [17], a prefix labeling and routing algorithm
is developed to “route” each autonomous vehicle through an
initial tree topology to achieve the desired tree topology while
preserving network connectivity. However, finding a good node
mapping to reduce the amount of node movement in topology
reconfiguration is not considered in [17]. In this paper, since
Gf can be assumed to be a spanning tree, it is desirable to find a
tree Gt

int in the specified Gint that minimizes the node movement
required in topology reconfiguration, and the algorithm in [17]
can be applied to determine how Gint can be transformed into
Gf . In particular, in Section III, weighed graph matching is
used to find a node mapping between Gint and Gf , based on
which an initial tree Gt

int is then built, so that the amount
of node movement in topology reconfiguration is minimized.
After node correspondence is determined, a motion control
algorithm is developed in Section IV to physically steer each
agent toward the desired formation while maintaining network
connectivity and avoiding collision among agents. To achieve
these two objectives, the following assumptions are required.

Assumption 1: The initial graph Gint is connected and the
initial positions do not coincide with some unstable equilibria
(e.g., nodes colliding).

Assumption 2: The connected desired graph Gf is prespeci-
fied and achievable (i.e., δ1 < ‖cij‖ < Rc − δ2).

III. NODE-MAPPING STRATEGY

To achieve the desired Gf from an arbitrary initial Gint while
preserving network connectivity, the developed strategy con-
sists of two stages: 1) a weighed graph-matching-based node-
mapping algorithm over the network topology and 2) a potential
field-based motion control algorithm on the physical graph. The
node-mapping algorithm determines which node in the initial
topology should take which position in the final topology, and
specify how the initial topology can be transformed into the
desired topology.

A. Weighted Graph Matching

Since identical agents are considered and the mapping be-
tween the agents in Gint and Gf is not specified in advance,
the goal of this section is to determine a bijective mapping
Φ : Vint → Vf such that the amount of movement (in terms
of number of edges) required to achieve Gf from Gint is
minimized. Similar to [10], Φ is chosen to minimize a cost
function J(Φ) based on the differences of Gf and Gint as

J(Φ) =

N∑
i=1

N∑
j=1

[wint(vi, vj)− wf (Φ(vi),Φ(vj))]
2 (2)

where wint(·) and wf (·) are weighting functions that specify
the importance of edges in Gint and Gf , respectively. Replacing
Φ in (2) with a permutation matrix P yields

J(P) =
∥∥PAGint

PT −AGf

∥∥ (3)

where ‖ · ‖ denotes the Euclidean norm, and AGint
and AGf

are weighted adjacency matrices for Gint and Gf . Note that
if Gint and Gf correspond to a one-to-one isomorphism, then
J(P) = 0 and PAGint

PT = AGf
. By relaxing the domain of P

from the set of permutation matrices to the set of orthogonal
matrices, (3) can be solved approximately using the graph
spectra. Let the Eigen-decomposition1 of AGint

and AGf
be

AGint
= UintΛintU

T
int and AGf

= UfΛfU
T
f , where Uint and

Uf are orthogonal matrices, and Λint and Λf are diagonal
matrices with distinct eigenvalues. Furthermore, let Ūint and
Ūf be matrices for which each element is the absolute value of
the corresponding element in Uint and Uf , respectively. Let-
ting Π denote the set of permutation matrices, the approximate
solution to (3) is given by [10] as

argmax
P∈Π

tr
(
PT ŪfŪ

T
int

)
(4)

which can be solved by the Hungarian method in O(N3)
time [32].

The choice of weighting functions in (2), which determines
the weighted adjacency matrices in (3), greatly affects the
solution of (4). Inappropriate weighting functions may result
in a mapping Φ where Gint does not preserve most of the
edges in Gf , leading to redundant movement for agents during
graph reconfiguration. Different from the work in [10], where
the weights of edges are known in advance, to facilitate graph
reconfiguration in this paper, unequal priorities are assigned to
the edges in Gf so that most edges in Gf are preserved in Gint.
For instance, an edge in Gf that is closer to the root node with
many descendants should have greater priority than edges that
are further down the tree with fewer descendants. Following this
idea, the weighting function wf for an edge (u, v) ∈ Ef , except
for the edges attached to leaf nodes in Gf , is defined as

wf (u, v) = |cv| · (maxdepth(cv)− depth(v) + 1)

where u, v ∈ Vf denotes a parent node and child node,2 respec-
tively, |cv| denotes the cardinality of cv , where cv indicates the
set of descendants of v in Gf , depth(v) denotes the depth of
node v ∈ Vf , and maxdepth(cv) denotes the maximum node
depth among all nodes in cv . Edges attached to leaf nodes in
Gf are assigned a weight of 1. To preserve most of the edges
in Gint, which correspond to the edges with large weights in
Gf , the weight of edges in Gint is assigned according to the
weighting function

wint(vm, vn) = max
(vi,vj)∈Ef

wf (vi, vj)

for ∀(vm, vn) ∈ Eint, which implies that all edges in Gint are
assigned the maximum weight of the edges in Gf .

1The matrix AGint
and AGf

are assumed to have distinct eigenvalues, which
is not a strong assumption as indicated in [10], since small perturbations on the
entries of AGint

and AGf
will not affect the result of matching.

2Different from the classical definitions of child and parent in directed
graphs, the roles of nodes in this paper are determined by their depths from
the selected root in the tree. For instance, given a pair of nodes (u, v) ∈ E ,
if depth(u) = depth(v)− 1, u and v are called the parent and child node,
respectively.
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B. Initial Tree Selection

Since the desired Gf is a spanning tree, to facilitate the graph
reconfiguration, an initial tree Gt

int ⊂ Gint is built according to
Gf based on the permutation Φ obtained from (4). The process
starts from the node vri ∈ Vi in Gint that maps onto the root
node vrf ∈ Vf in Gf (i.e., vri = Φ−1(vrf )), and Gt

int is grown
in breadth-first fashion. The root node vrf first checks if it has
children vcf ∈ Vf in Gf , and vri checks if it has neighbor nodes
vni ∈ Vint in Gint. If vrf and vri have a child vcf and a neighbor
node vni , respectively, vri will first select vni with Φ(vni ) = vcf
to form an edge (vri , v

n
i ) ∈ Eint in Gt

int which corresponds to
the edge (vrf , v

c
f ) ∈ Ef . If a vni that satisfies Φ(vni ) = vcf does

not exist, one of the unassigned neighbors vni will be assigned
to form the edge (vri , v

n
i ) ∈ Eint in Gt

int which corresponds to
the edge (vrf , v

c
f ) ∈ Ef based on

min
(vc

f
,vn

i )
dGf

(
vcf ,Φ(vni )

)
(5)

where dGf
(u, v) is a function of the distance in terms of hops

between nodes u, v ∈ Vf in Gf . The distance dGf
between two

nodes in Gf can be found by applying the breadth-first search
algorithm [33]. The algorithm will map the neighbors vni to
all of the children of the root vcf in the same way, and then
will proceed to map the nodes at consecutively deeper levels
of the tree. If it is no longer possible to build edges for Gt

int

and there still exists a remaining node vi ∈ Vint in Gint that is
disconnected from the existing Gt

int, vi will be connected to one
of the nodes vti ∈ Vint in the existing Gt

int by forming the edge
(vi, v

t
i) ∈ Eint in Gint based on

min
(vi,vt

i)∈Eint
dGf

(
Φ(vi),Φ

(
vti
))

. (6)

The pseudocode of the Initial Tree Selection Algorithm is
shown in Algorithms 1 and 2 based on (5) and (6), respectively.

Algorithm 1 Initial Tree Selection Algorithm (Part I)

1: procedure Input: (Gint;Gf ;Φ); Output: Gt
int = (Vt

int, Et
int);

2: Vt
int = ∅; Et

int = ∅;

3: DesiredTreeRootNode = GetRootNode(Gf );

4: InitialGraphRootNode =Φ−1(DesiredTreeRootNode);

5: DesiredTreeQ = DesiredTreeRootNode; InitialGraphQ =

InitialGraphRootNode;

6: MarkNode(DesiredTreeRootNode);

MarkNode(InitialGraphRootNode);

7: Vt
int = InitialGraphRootNode;

8: while (InitialGraphQ 	= ∅) && (DesiredTreeQ 	= ∅) do

9: DesiredTreeQTemp = ∅; InitialGraphQTemp = ∅;

10: QueueLength = GetQueueLength(DesiredTreeQ);

11: for i = 1 : QueueLength do

12: ChildNodes =GetUnmarkedChildNodes(DesiredTreeQ[i],Gf );

13: NeighborNodes =GetUnmarkedNeighborNodes

(InitialGraphQ[i],Gint);

14: while (ChildNodes 	= ∅) && (NeighborNodes 	= ∅) do

15: MinimumDistance = ∞;

16: for all u ∈ ChildNodes do

17: for all v ∈ NeighborNodes do

18: Distance = GetDistance(u,Φ[v],Gf );

19: if Distance < MinimumDistance then

20: MinimumDistance = Distance;

21: BestPair = [u, v];

22: end if

23: end for

24: end for

25: [u, v] = BestPair;

26: for all vi ∈ Vint do

27: if Φ[vi] = u then

28: Φ[vi] = ΦVint→Vf
[v];

29: end if

30: end for

31: Φ[v] = u;

32: Union(Vt
int, v); Union(Et

int, (InitialGraphQ[i], v));

33: MarkNode(u); MarkNode(v);

34: EnqueueNode(DesiredTreeQTemp, u);

EnqueueNode(InitialGraphQTemp, v);

35: DesiredTreeChildNodes =(DesiredTreeChildNodes \ u);

36: InitialGraphNeighborNodes =

(InitialGraphNeighborNodes\v);

37: end while

38: end for

39: DesiredTreeQ = DesiredTreeQTemp; InitialGraphQ =

InitialGraphQTemp;

40: end while

41: end procedure

Algorithm 2 Initial Tree Selection Algorithm (Part II)

1: procedure Input: (Gint;Gf ; ); Output: Gt
int = (Vt

int, Et
int);

2: UnMarkedNode = GetUnMarkedNode(Vint);

3: while UnMarkedNode 	= ∅ do

4: MinimumDistance = ∞;

5: for all u ∈ UnMarkedNode do

6: MarkedNeighborNodes =GetMarkedNeighborNodes(u,Gint);

7: for all v ∈ MarkedNeighborNodes do

8: Distance = GetDistance(Φ(u),Φ(v),Gf );

9: if Distance < MinimumDistance then

10: MinimumDistance = Distance;

11: BestPair = [u, v];

12: end if

13: end for

14: end for

15: [u, v] = BestPair;

16: Union(Vt
int, u); Union(Et

int, (u, v));

17: MarkNode(u);

18: UnMarkedNode = (UnMarkedNode \ u);

19: end while

20: end procedure

C. Example

An example is provided to illustrate the algorithm described
in the previous sections. Consider an initial graph Gint and the
desired graph Gf in Fig. 1, respectively, where Gint is not a su-
pergraph of Gf . The nodes in Gint and Gf are labeled initially in
Fig. 2. After applying the weighted graph-matching algorithm
described in Section III-A, an initial mapping between Gint and
Gf is generated, as shown in Fig. 2(a), where the label a(b)
indicates that the node a in Gint is mapped to the node b in Gf .
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Fig. 1. (a) Initial graph and (b) the desired graph.

Fig. 2. (a) Initial graph and (b) the desired graph with labels. In (a), the label
x(y) indicates that the node x in (a) is mapped to the node y in (b), which is
determined by the weighted graph-matching algorithm in (4). The dashed lines
are the edges in (a), which will be decided later to be kept or not when building
the tree Gt

int according to (b).

The dashed lines connecting two nodes imply the edges in Gint,
and will be decided later to be kept or not when building the
tree Gt

int according to Gf .
Consider the root node v1f in Gf and the corresponding node

v5i = Φ−1(v1f ) in Gint. Since v1f has three child nodes, v2f , v3f ,
and v4f in Fig. 2(b), and node v5i has three neighbor nodes
v4i , v6i , and v8i in Gint, whose mappings are the child of v1f in
2(a), the edges are built in the tree Gt

int by connecting v5i to its
neighbor nodes v4i , v6i , and v8i , as shown in Fig. 3(a), where
the newly formed edges in Gt

int are indicated as solid lines.
After all nodes with depth one in Gf (i.e., v2f , v3f , and v4f ) are
mapped in Gint, the algorithm proceeds to the nodes with depth
two in Gf . Following a similar procedure, the edge (v4i , v

7
i )

in Gint can be added to Gt
int, since its corresponding nodes

v2f and v5f are also connected in Gf . Note that v4i and v1i are
connected in Gint while their corresponding nodes v2f and v9f are
not immediate neighbors in Gf . According to (5), the original
mapping of v1i → v9f is replaced by v1i → v6f to form the desired
edge (v2f , v

6
f ) in Gf , as shown in Fig. 3(b). Following a similar

procedure, the edges (v6i , v
9
i ) and (v6i , v

3
i ) can be added to Gt

int,
since they correspond to the edges (v4f , v

8
f ) and (v4f , v

9
f ) in Gf ,

as shown in Fig. 3(c). Finally, the tree Gt
int is built as shown in

Fig. 3(d), where most edges in Gf are preserved in Gint.

D. Complexity

The worst-case complexity for the initial tree selection al-
gorithm occurs when Gf and Gint have depth one (i.e., star
graphs), which indicates that all nodes except the root in Gf (or
the mapped root node in Gint) are the children of the root (or the
mapped root). To match each edge in Gf to an edge attached
to the mapped root in Gint, the algorithm compares all of the

Fig. 3. Process of building a tree Gt
int in Gint according to Gf . In (a), the

edges {(5,4),(5,6),(5,8)} in Gint are preserved to form the tree Gt
int, which are

indicated by solid lines. In (b), the edges {(4,7),(4,1)} in Gint are added to
tree Gt

int, where the original mappings of nodes 1 and 3 (i.e., shaded nodes)
are exchanged for desired neighbors. In (c), the edges {(6,9),(6,3)} in Gint are
added to tree Gt

int. In (d), the tree Gt
int is finally formed by connecting nodes 5

and 2.

edges in Gf and Gint and decides which pair of edges should be
formed based on (5). Note that the star graph with N nodes only
has N − 1 edges. Since the number of nodes connecting to the
root in Gf and the mapped root in Gint are N − 1, the number of
edges to be considered for matching in each topology is equal to
N − 1, which indicates that the star graphs are the worst cases
for mapping. Hence, the complexity of the initial tree selection
algorithm is O(N3) from

T (N) =

N−1∑
i=1

(N − 1)2 <

N−1∑
i=1

N2 < N3

which is also the complexity of the graph-matching step from
the Eigen-decomposition.

IV. CONTROL DESIGN

After the node mapping is determined in Section III, a
decentralized control strategy is developed in this section to
physically move all nodes to achieve the desired Gf with the
preservation of network connectivity and collision avoidance
among agents.

A. Information Flow

When Gf is not isomorphic to a subgraph of Gint, there is
no node mapping where every edge in Gf is preserved in Gint.
After applying the node-mapping strategy, in most scenarios,
most of the nodes in Gint are mapped in such a way that their
neighbors in Gint are also neighbors in Gf . However, there will
be some edges in Gf that do not have a corresponding edge
in Gint, that is, there exists at least one edge (vi, vj) ∈ Ef for
which (Φ−1(vi),Φ

−1(vj)) 	∈ Eint. For such nodes, it is required
that Φ−1(vi) and Φ−1(vj) are able to communicate through
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intermediate nodes, which will allow them to move to achieve
the desired graph. After the initial tree selection algorithm
finishes, the nodes in Gt

int can be labeled with a prefix labeling
as in [17]. Then, the prefix routing can be used as in [17] to
determine a path between Φ−1(vi) and Φ−1(vj) such that these
nodes can move along the specified path to form the desired
edge, while preserving network connectivity. An information
flow Iij is introduced along the nodes in the specified route that
enables communication between Φ−1(vi) and Φ−1(vj).

The information flow Iij can be realized by a series of
nodes forming a path connecting Φ−1(vi) and Φ−1(vj). If the
length of Iij is two, which indicates that Φ−1(vi) and Φ−1(vj)
are connected by a mutual neighbor, the connectivity of Iij
can be ensured by maintaining the connectivity of Φ−1(vi)
and Φ−1(vj) with the mutual neighbor. If the length of Iij is
greater than two, this indicates that node Φ−1(vi) and Φ−1(vj)
are connected through more than one intermediate node. The
connectivity between node Φ−1(vi) and Φ−1(vj) is not guar-
anteed by just maintaining the connection with its immediate
neighbors, since the intermediate nodes have the potential to
break the existing edge between themselves, resulting in the
partition of Φ−1(vi) and Φ−1(vj). Therefore, the following
development is based on the assumption that the length of Iij
is, at most, two, which is not restrictive in the sense that an
Iij with a path length greater than two can be partitioned into
several connected partial paths (i.e., Iik1

, Ik1k2
, · · · , Iknj with

k1, · · · , kn denoting the intermediate nodes of Iij) with the
length of each section being, at most, two. The node Φ−1(vi)
can move in a step-by-step fashion by first approaching node k1,
then node k2, · · · , kn, until achieving its destination Φ−1(vj).

An information flow Iij can be realized by several different
paths, where the interest is not only maintaining the information
flow Iij , but also finding a short path to connect Φ−1(vi) and
Φ−1(vj). The mutual node is called the relay node, since it
is used to pass information between Φ−1(vi) and Φ−1(vj). To
indicate the freedom of motion that each agent can take without
disconnecting the communication link, inspired by the work of
[29] and [34], a locally measurable edge robustness term δmn

is defined as

δmn =
1

2
(Rc − dmn) (7)

for any two immediate nodes vm and vn in the graph G (i.e.,
(vm, vn) ∈ E). The edge robustness δmn is used to measure the
robustness of the edge (vm, vn), since vm and vn will remain
connected with each other, unless both of them are displaced
by a distance of δmn. Therefore, a larger δmn indicates more
freedom of motion. Due to node motion, some nodes may enter
the communication zone of Φ−1(vi) and Φ−1(vj) at some time
instant for an information flow Iij , resulting in multiple options
for the relay node. Using (7), the length of the two-edge path lij
is represented as lij = dir + drj = 2Rc − 2(δir + δrj), where
δir and δrj are the robustness of each communication link
(Φ−1(vi), vr) and (vr,Φ

−1(vj)) computed from (7), respec-
tively. Finding the shortest path for Iij (i.e., minimizing lij)
is equal to maximizing the addition of δir and δrj , since Rc

is a constant). Path robustness is defined as ΔIij = δir + δrj ,

and the goal is to maximize the path robustness. Based on the
previous discussion, a relay node is determined by

vr = arg max
vr∈Ni∩Nj

ΔIij (8)

where the maximum taken over the intersection of communi-
cation neighbors Ni ∩Nj aims to find a node providing the
shortest path connecting Φ−1(vi) and Φ−1(vj).

To illustrate the proposed information flow, consider the
example given in Section III-C. Nodes v3f and v7f are required
to be neighbors in Gf , while their mappings v2i = Φ−1(v7f )

and v8i = Φ−1(v3f ) in Gint are not immediate neighbors. The
information flow Iij in this case is a series of paths connecting
v2i and v8i (e.g., through the path (v2i , v

5
i ), (v

5
i , v

8
i ) or other

longer path). A short path can be identified by choosing a relay
node to maximize the path robustness in (8).

B. Navigation Function-Based Control Scheme

A navigation function-based controller is developed to en-
sure the connectivity of the required communication links
during formation reconfiguration. Consider a decentralized nav-
igation function candidate ϕi : F → [0, 1] for vi as

ϕi =
γi

(γα
i + βi)

1
α

(9)

where α ∈ R
+ is a tuning parameter, γi : R2 → R

+ is the goal
function, and βi : R

2 → [0, 1] is a constraint function.
The goal function γi in (9) drives the system to a desired

configuration, specified in terms of the desired relative pose
with respect to the information neighbor vj ∈ N f

i . The goal
function γ is designed as

γi =
∑

vj∈N f
i

‖qi − qj − cij‖2. (10)

The gradient and Hessian matrix of γi are given as

∇qiγi =
∑

vj∈N f
i

2(qi − qj − cij) (11)

and

∇2
qi
γi = 2I2ζi (12)

where I2 is the identity matrix in R
2×2, and ζi ∈ R

+ denote
the number of information neighbors in the set N f

i . Since the
Hessian matrix of γi in (12) is always positive definite, the
goal function (10) has a unique minimum, and the minimum
is reached only when ∇qiγi = 0, which implies that qi and qj
achieve the desired relative pose from (11).

The constraint function βi in (9) is designed for vi as

βi = Bi0

∏
vj∈N f

i

brij
∏

vk∈Ni

Bik. (13)

In (13), brij
Δ
= b(qi, qr) : R

2 → [0, 1] ensures connectivity of an
information flow Iij (i.e., guarantees that the relay node vr will
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always be connected to vi) and is designed as

brij =

⎧⎪⎪⎨
⎪⎪⎩

1 dir ≤ Rc − δ2
− 1

δ22
(dir + 2δ2 −Rc)

2

+ 2
δ2

(dir + 2δ2 −Rc) Rc − δ2 < dir < Rc

0 dir ≥ Rc.

(14)

Node vi is aware of δrj and Nj in (8) through communication
with vj . Thus, vr can be determined locally from (8). Also, in

(13), Bik
Δ
= B(qi, qk) : R

2 → [0, 1], for point vk ∈ Ni, ensures
that vi is repulsed from all nodes located within its sensing zone
to prevent a collision, and is designed as

Bik =

{
− 1

δ21
d2ik + 2

δ1
dik dik < δ1

1 dik ≥ δ1.
(15)

Similarly, the function Bi0 in (13) is used to model the potential
collision of vi with the workspace boundary, where the positive
scalar Bi0 ∈ R is designed similar to Bik with the replacement
of dik by di0, where di0 ∈ R

+ is the relative distance of vi to
the workspace boundary defined as di0 = R− ‖qi‖.

Based on the definition of the navigation function candidate,
a decentralized controller for each node is designed as

ui = −Ki∇qiϕi (16)

where Ki is a positive gain, and ∇qiϕi is the gradient of ϕi

with respect to qi, given as

∇qiϕi =
αβi∇qiγi − γi∇qiβi

α (γα
i + βi)

1
α + 1

. (17)

In (14) and (15), brij and Bik are designed to be continuous
and differentiable functions in (0, Rc), with brij achieving the
minimum when the communication link (vi, vr) is about to be
broken (e.g., dir = Rc) and Bik achieves the minimum when
vi and vk are about to collide. The constraint function only
takes effect whenever vi has the potential to break an existing
communication link or collide with other nodes. The gradient of
brij and Bik are the zero vector in the free motion region, (i.e.,
the interval of (δ1, Rc − δ2)), which indicates that vi is only
driven by its goal function in (10) to form the desired relative
pose with vj ∈ N f

i from (16) and (17). If vi dynamically
builds new communication links or breaks existing links to
the agents within the free motion region, the controller is still
continuous from (17), since ∇qiβi = 0 and βi = 1 in the free
motion region. In contrast with the discontinuity introduced
in the switching topology in current literature (cf., [35]), this
highlighted feature enables a smooth transition between vi and
other connected nodes.

C. Connectivity and Convergence Analysis

The previous development indicates that G is connected if the
information flow Iij is maintained in G. The following proof
indicates that the controller in (16) guarantees connectivity of
the information flow Iij in G.

Proposition 1: For any information flow Iij with vr as the
relay node, the controller in (16) guarantees that Iij is main-
tained and, hence, vi and vj are connected in a communication
path in G.

Proof: An information flow Iij is realized in the commu-
nication graph G by a path from vi to vj through a mutual node
vr. From the definition of a relay node, vr ∈ Ni ∩Nj , which
means vr is located in the communication zone of vi and vj .
To show that the edge (vi, vr) is maintained under the control
law (16), consider vi located at a point q0 ∈ F that causes brij =
0, which indicates that vi is about to disconnect with vr. Since
brij = 0, βi = 0 from (13), and the navigation function achieves
its maximum value from (9). Since ϕi is maximized at q0,
no open set of initial conditions can be attracted to q0 under
the negated gradient control law designed in (16). Therefore,
the communication link between node vi and vr is maintained
by the controller in (16). Following the same procedure, the
edge (vr, vj) can be maintained by a similar control applied
to vj . Due to the motion of the nodes, some other node vk
may provide a shorter path connecting vi and vj than node
vr at some time instant. When this occurs, it is reasonable to
create a new path from vi to vj through node vk to maintain
the information flow Iij . The relay node vk can be determined
according to (8). Following the aforementioned analysis, the
connectivity of the new path can also be guaranteed. �

D. Convergence Analysis

Our previous work in [14] proves that the proposed ϕi in
(9) is a qualified navigation function, which guarantees conver-
gence of the system to the desired configuration. From [14], the
controller in (16) ensures that almost all initial conditions are
either brought to a saddle point or to the unique minimum qdi
on a compact connected manifold with boundary, as long as the
tuning parameter α in (9) is selected that α > max{1,Γ(ε)},
where Γ(ε) is a lower bound developed in [14] to ensure
a qualified navigation function. The following development
uses Rantzer’s Dual Lyapunov Theorem [31] to show that the
undesired critical points (i.e., saddle points) all measure zero,
and the system can only converge to the unique minimum
qdi. For the bounded workspace in this paper, a variation of
Rantzer’s Dual Lyapunov Theorem is stated as [36]:

Theorem 1: Suppose x∗ = 0 ∈ S where S is an open, pos-
itively invariant, bounded subset of R

n, which is a stable
equilibrium point for ẋ(t) = f(x(t)), where f ∈ C1(S,Rn),
f(0) = 0. Furthermore, suppose there exists a function ρ ∈
C1(S − {0},R) such that ρ(x)f(x)/‖x‖ is integrable on {x ∈
S : ‖x‖ ≥ 1} and

[∇ · (fρ)] > 0 for almost all x ∈ S. (18)

Then, for almost all initial states x(0) ∈ S, the trajectory x(t)
exists for t ∈ [0,∞) and tends to zero as t → ∞.3

Theorem 1 requires x∗ = 0 ∈ S to be a stable equilibrium
point. The goal function evaluated at the desired point is
γi|qdi = 0 from (10), and ∇qiγi|qdi = 0 from (11), which can
be used to conclude that ∇qiϕi|qdi = 0 from (17). Thus, the
desired point qdi in the workspace F is a critical point of
ϕi. Using the facts that γi|qdi = 0 and ∇qiγi|qdi = 0 and the

3For a function f : Rn → R
n, the notation of divergence is defined as ∇ ·

f = (∂f1/∂x1) + · · ·+ (∂fn/∂xn).
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Hessian of γi is ∇2
qi
γi = 2ζiI2 from (12), the Hessian of ϕi

evaluated at qdi is given by ∇2
qi
ϕi|qdi = 2β

−(1/α)
i I2ζi. Since

the constraint function βi > 0 at the desired configuration by
Assumption 2, and ζi is a positive number, the Hessian of
ϕi evaluated at qdi is positive definite. Hence, the navigation
function ϕi is minimized at qdi.

Proposition 2: The closed-loop kinematics of system (1)
with the controller in (16) are given by q̇ = f(q), where q

denotes the stacked states of each node as q = [qT1 · · · qTN ]
T

and
f(q) = [fT

1 · · · fT
N ] with fT

i = −Ki∇qiϕi for ∀i ∈ N . Con-
sider the system q̇ = f(q) for ∀i ∈ N and a density function
as ρ = −ϕ, where ϕ =

∑N
i=1 ϕi in Theorem 1. The undesired

critical points are sets of measure zero from Theorem 1, pro-
vided α > max{1,Γ(ε), ε′} at any saddle points, where α is a
parameter in the navigation function (9).

Proof: The function ρ is defined for all points in the
workspace other than the desired equilibrium qdi, and each ϕi

is C2 and takes a value in [0,1]. Thus, the function ϕ and its
gradient are bounded functions in the workspace, which indi-
cates that the integrability condition in Theorem 1 is fulfilled.
From the divergence criterion, ∇ · (fρ) = (∇ρ)T f + ρ∇ · (f),
and from the definition of a critical point, ∇qiϕi = 0. Hence,
fT
i = −Ki∇qiϕi = 0 for ∀i ∈ N , which indicates that f = 0,

and ∇ · (fρ) can be simplified as

∇ · (fρ) = ϕ

N∑
i=1

Ki

(
∂2ϕi

∂x2
i

+
∂2ϕi

∂y2i

)
. (19)

Since ϕ are positive at undesired critical points from (9), and
Ki is a positive gain, a sufficient condition for (19) to be
strictly positive is (∂2ϕi/∂x

2
i ) + (∂2ϕi/∂y

2
i ) > 0. Using (17),

∂2ϕi/∂x
2
i and ∂2ϕi/∂y

2
i are computed as

∂2ϕi

∂x2
i

=

(
∂βi

∂xi

∂γi

∂xi
+ βi

∂2γi

∂x2
i

− 1
α

∂βi

∂xi

∂γi

∂xi
− γi

α
∂2βi

∂x2
i

)

(γα
i + βi)

1
α+1

(20)

∂2ϕi

∂y2i
=

(
∂βi

∂yi

∂γi

∂yi
+ β ∂2γi

∂y2
i

− 1
α

∂βi

∂yi

∂γi

∂yi
− γi

α
∂2βi

∂y2
i

)

(γα
i + βi)

1
α+1

. (21)

Observing that ∂2ϕi/∂x
2
i and ∂2ϕi/∂y

2
i have a similar struc-

ture, it suffices to show that ∂2ϕi/∂x
2
i > 0 for ∀i ∈ N , since

the same results can be derived for ∂2ϕi/∂y
2
i . Since γi and

βi are positive from (10) and (13), and cannot be zero simul-
taneously from Assumption 2, the positivity of (20) can be
proven by showing that the numerator on the right side of (20)
is positive. Using the fact that ∂βi/∂xi = (αβi/γ)(∂γi/∂xi)
at a critical point, the following expression can be obtained
from (20):

C1α
2 + C2α+ C3 > 0 (22)

where C1=(βi/γi)(∂γi/∂xi)
2, C2=(βi/γi)((γi∂

2γi/∂x
2
i )−

(∂γi/∂xi)
2), and C3 = −(γi∂

2βi/∂x
2
i ). Note that βi = 0 in-

dicates ϕi achieves its maximum from (9). However, since the
set of initial conditions is open, and no open set of initial con-
ditions can be attracted to the maxima of ϕi along the negative
gradient motion −Ki∇qiϕi [22], then βi 	= 0. In addition, γi is

Fig. 4. Average movement (hops) required to achieve Gf for the NMS
algorithm, the Ullmann’s algorithm, and the BFS algorithm.

evaluated at the undesired critical points (i.e., except the qdi),
so γi 	= 0 and ∂γi/∂xi 	= 0 from (10) and (11). To satisfy the
condition in (22), two cases are considered for

C1α
2 + C2α+ C3 = 0. (23)

Case 1: No solution of α exists for (23): Since (βi/γi)
(∂γi/∂xi)

2 > 0 and α is a positive gain in (9), as long as α > 0,
the condition in (22) is valid in Case 1.

Case 2: Two solutions S1 and S2 exist in (23). In this
case, the condition in (22) is satisfied as long as α >
max{S1, S2, 0}. Combining Cases 1 and 2 indicates
that if α > max{1,Γ(ε), ε′}, where ε′ is defined as ε′ =
max{S1, S2, 0}, all saddle points measure zero, and the
system will only converge to the desired configuration. �

Remark 1: Since physical formation reconfiguration with
minimum node movement is still an open problem, as a first
attempt to these challenging problems, the developed node-
mapping algorithm focuses on minimization of node movement
in terms of the number of edges that an agent must traverse on
the topology level, and a motion control law is then applied for
formation reconfiguration with preservation of network connec-
tivity. Note that agents that are separated by the same number of
hops in the network topology may be at very different distances
in the physical formation. Future work will consider including
the node movement in the physical graph to the node-mapping
algorithm so that the amount of node movement in physical
formation reconfiguration can also be minimized.

V. SIMULATION

Simulation results are provided in this section to illustrate the
performance of the node-mapping strategy (NMS) developed
in Section III and the decentralized motion controller designed
in Section IV. The performance of the NMS is evaluated by
comparing the amount of movement (in terms of the number
of edges that an agent must traverse) required to achieve Gf

from Gint with Ullmann’s algorithm in [9] and the breadth first
strategy (BFS) in [15]. Specifically, 500 pairs of Gint and Gf

are randomly generated for each network size which ranges
from 3 to 100 nodes. For each pair of Gint and Gf , the NMS,
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Fig. 5. Average running time to achieve Gf for the NMS algorithm, the
Ullmann’s algorithm, and the BFS algorithm.

Fig. 6. (a) Initial graph and (b) the desired graph. The agents are represented
as nodes and the solid lines indicate the neighborhood of agents.

Fig. 7. Tree Gt
int is built on Gint, where the label x(y) on each node indicates

that the node x on Gt
int corresponds to the node y on Gf . A tree Gf is generated

on the desired graph in (b), where the edges are indicated by the solid lines and
all nodes are labeled.

BFS, and Ullmann’s algorithm are applied to reconfigure Gint

to Gf , where the minimum amount of movement is provided
by the Hungarian method in [32]. For each network size, the
averaged amount of node movement from the 500 pairs of Gint

and Gf is shown in Fig. 4, and the average running time for each
algorithm is shown in Fig. 5, where the y-axis is in log scale due
to the range of the results. In the NMS and BFS algorithms, a
tree Gt

int is generated according to Gf first. It is clear that NMS
significantly outperforms BFS as shown in Fig. 4, especially
when the network size is large. Minimum movement is obtained
by Ullmann’s algorithm due to its optimal nature. However,

Fig. 8. Change of the network topology during network reconfiguration.

Fig. 9. Plot of node trajectories in achieving the desired formation, where
the dashed line indicates the trajectory of each node, and diamonds and circles
represent the initial and desired positions of nodes, respectively.

Fig. 10. Evolution of the Fiedler Value during the formation reconfiguration.
A positive Fiedler Value indicates the network maintains connectivity.

Ullmann’s algorithm is only applicable to isomorphic graphs,
and Fig. 4 indicates that Ullmann’s algorithm is valid for a
network size with 10 or fewer nodes because of its exponential
computational complexity. In Fig. 5, the average running time
increases with respect to the network size for all algorithms.
The average running time of BFS is less than NMS, since Gt

int

is selected randomly in BFS while NMS runs graph matching
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TABLE I
COMPARISON OF TOTAL NODE MOVEMENT FOR RANDOM (R1 TO R10) AND NODE-MAPPING STRATEGY (NMS) ASSIGNMENTS BETWEEN NODES IN

INITIAL AND FINAL FORMATIONS

to improve the selection of Gt
int. The average running time of

Ullmann’s algorithm is low when the network size is small.
However, as the network size increases to seven or more nodes,
the average running time of Ullmann’s algorithm increases
significantly and eventually makes this approach impractical
due to its exponential complexity.

To demonstrate the performance of the decentralized motion
controller, a network of nine identical agents is tasked with
reconfiguration to a new formation. The initial graph and the
desired graph are shown in Fig. 6(a) and (b), respectively, where
the agents are represented as nodes and the solid lines indicate
the neighborhood of agents. In [3], an attack tolerance graph
is developed that can maintain a required level of network
connectivity in the presence of node and link failures. In this
simulation, the particular graph in [3] is taken as the desired
graph in Fig. 6(b). Since a tree structure is required, we first
build a tree Gf on the desired graph as indicated by the solid
lines in Fig. 7(b). Given the tree Gf in Fig. 7(b), the NMS
developed in Section III is applied to generate a tree Gt

int to
map nodes between the initial and desired graph, as shown in
Fig. 7(a), where the label x(y) on each node indicates that the
node x on Gt

int corresponds to the node y on Gf , and the edges
of Gt

int are represented by solid lines. Comparing Fig. 7(a) and
(b), most edges in Gf are preserved in Gt

int, except the edge
connecting nodes 2 and 7.

The decentralized control law described in Section IV is
implemented to physically move the nodes to form the desired
graph. As the nodes move along the specified information flow,
the network topology changes. The network topology is shown
in Fig. 8 for several representative times during the reconfigu-
ration. At the time t = 3 s, the dashed line in Fig. 8 indicates
that node 7 preserves connectivity with node 1 to ensure the
specified information flow while moving toward node 2 to build
a new link with it. The evolution of node trajectories is shown
in Fig. 9, where the initial and final positions of nodes are
denoted by diamonds and circles, respectively. Fig. 10 is a plot
of the Fiedler Value (i.e., the second smallest eigenvalue of
the Laplacian matrix of the underlying time-varying graph).
A positive Fiedler Value indicates that the graph remains
connected [37].

The results in Table I compare the performance of the de-
veloped decentralized motion controller with either the NMS
or a random mapping of the nodes in the initial formation to
the roles in the desired formation. The numerical values are the
total Euclidean distance traveled by all of the nodes. The results
for R1 to R10 are the distances traveled for ten different initial
trees Gt

int created from random node assignments. The total
movement under the graph-matching-based NMS technique is
24.12, whereas the total movement with random assignments
varies from 23.34 to 41.17. Thus, the benefit of using the NMS
algorithm is demonstrated.

VI. DISCUSSION AND CONCLUSION

The combined NMS and decentralized motion controller
provides a novel solution to the problem of formation recon-
figuration with identical agents. Simulation results show that
using NMS decreases the amount of movement required in
comparison to a random mapping in an example formation
reconfiguration scenario. The simulations in this work included
a network ranging from 3 to 100 nodes. When considering large
networks (e.g., hundreds to millions of nodes), the complexity
of the developed initial tree selection algorithm will approxi-
mately increase as O(N3), and the large size of the adjacency
matrix may prohibit the use of standard Eigen-decomposition
algorithms. However, as indicated in [38], large networks gen-
erally contain sparsity in the associated adjacency matrix. To
facilitate efficient computation, various approaches have been
developed to enable parallel computation by partitioning sparse
matrices (e.g., [38] and [39]) or apply scalable approaches to
reduce the complexity of large sparse matrices [40]. Further
efforts could potentially be applied to take advantage of sparsity
in the adjacency matrix to extend the current work to large
networks as in [38]–[40].
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