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Asymptotic Synchronization of a Leader-Follower
Network of Uncertain Euler-Lagrange Systems

Justin R. Klotz, Zhen Kan, John M. Shea, Member, IEEE, Eduardo L. Pasiliao, Jr., and
Warren E. Dixon, Senior Member, IEEE

Abstract—This paper investigates the synchronization of a net-
work of Euler-Lagrange systems with leader tracking. The Euler-
Lagrange systems are heterogeneous and uncertain and contain
bounded, exogenous disturbances. The network leader has a time-
varying trajectory which is known to only a subset of the follower
agents. A robust integral sign of the error-based decentralized
control law is developed to yield semiglobal asymptotic agent
synchronization and leader tracking.

Index Terms—Decentralized control, nonlinear dynamical
systems, robust control.

I. INTRODUCTION

CONSENSUS is a general term that has been adopted for a
set of control problems where the goal is convergence of a

group of agents. Typically, the consensus goal is a constant for-
mation or constant common coordinate [1]–[4]; the latter case
is sometimes called the rendezvous problem. Similar to results
such as [5]–[18], this paper examines the more general problem
of consensus to a dynamic desired behavior specified by a net-
work leader or desired trajectory (often referred to as a virtual
network leader). In particular, the objective in this paper is for
the agents to track a network leader while also coordinating
with the states of neighboring agents. This objective is im-
portant for applications where only following the leader could
yield disruptive effects (e.g., graph segregation, collisions) due
to the differences in the dynamic response or initial conditions
of neighboring agents. In the following development, this par-
ticular consensus objective is called “synchronization”.

For many consensus applications, a decentralized commu-
nication strategy yields advantages over centralized methods,
wherein an omniscient agent communicates with all other
agents and computes the appropriate control signal. In a decen-
tralized architecture, communication bandwidth demands are
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mitigated since agents only communicate with network neigh-
bors and make independent control decisions while still achiev-
ing a network-wide goal. Results such as [6], [8], [9], [12], [13],
and [18] achieve synchronization; however, all of the agents
are able to communicate with the network leader so that the
developed controllers for each agent exploit explicit knowledge
of the desired goal. Practical applications often dictate network
topologies in which not every node receives information from
the leader; for example, only vehicles in the front of a for-
mation tracking a target may be able to directly observe the
location of the target. For such scenarios, the additional design
challenge is to develop a decentralized control policy so that
the states of all agents converge to the leader’s state using
only neighbor feedback, where the leader may not be in an
agent’s neighborhood. Some results, such as [19]–[21], address
this issue by investigating the impact of how many nodes and
which nodes are connected to the leader (i.e., pinned nodes)
on synchronization performance. The work in [22] further
investigates network architecture solutions by determining the
minimum requirement of the network structure for feasible
synchronization. Unlike the pinning selection strategies, the
subsequent control development, similar to results such as
[5], [7], [10], [11], [16], [17], focuses on the development of
decentralized controllers assuming that at least one node is con-
nected to the leader without further investigating the structure
of the network. In these results, the controllers are based on
a composite error system that penalizes the state dissimilarity
between neighbors and the dissimilarity between a follower
agent and the leader, if that connection exists. Penalizing the
tracking error with the leader and with the states of neighboring
agents is motivated by applications such as automated convoys,
synchronizing generators, etc. The weighted composite error
system in this result (and results such as [7], [10], [11], [23])
allows a user to arbitrate between the potentially conflicting
goals of leader following and maintaining coordinated behavior
with the states of neighboring agents.

For centralized and decentralized communication strategies,
typical agent synchronization results have focused on networks
of linear dynamical systems (cf. [5], [14], [16]). Recent results
such as [7], [15], and [17] investigate the more general problem
where the trajectories of networked agents are described by
nonlinear dynamics; specifically, the results in [7], [15], and
[17] focus on Euler-Lagrange systems, which model a broad
class of physical systems. The synchronization of physical
systems leads to additional challenges in the sense that the
trajectories of neighboring agents are less predictable due to
heterogeneity, parametric uncertainty, and additive unmodeled
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disturbances. If these effects are not considered in the design of
a synchronizing control policy, agents may suffer undesirable
performance and instability; furthermore, these effects may
propagate through the network and cause cascading control
objective failure. In [7] and [15], decentralized controllers are
developed for Euler-Lagrange systems, where exact knowledge
of the agent dynamics is used within a feedback linearization
approach to compensate for the nonlinear dynamics. Moti-
vated to improve the robustness of the controller, results such
as [10], [11], and [17] consider uncertainty in the nonlinear
agent dynamics. In [17], a continuous controller is proposed to
yield asymptotic synchronization in the presence of parametric
uncertainty. In addition to parametric uncertainty, the results
in [10] and [11] also consider exogenous disturbances. The
result in [10] uses a neural-network-based adaptive synchro-
nization method and the result in [11] exploits a sliding-mode-
based approach. The continuous controller in [10] yields a
uniformly ultimately bounded result, whereas [11] achieves
exponential synchronization through the use of a discontinuous
controller.

This paper (and the preliminary result in [23]) investigates
the synchronization of networked systems consisting of a leader
and followers, where at least one follower is connected to
the leader. The networked systems are modeled by nonlinear,
heterogeneous, and uncertain Euler-Lagrange dynamics which
are affected by additive unmodeled disturbances. The most
comparable results to the current result are [10] and [11].
In contrast to the discontinuous result in [11], the developed
decentralized controller is continuous, using a robust integral
sign of the error (RISE)-based strategy. In contrast to the result
in [10], the RISE-based approach yields asymptotic synchro-
nization with neighboring states and the time-varying state of
the leader, despite the effects of bounded exogenous distur-
bances and parametric uncertainties. Lyapunov-based analysis
is provided that proves asymptotic synchronization of each
agent’s state. A simulation of a network of second-order Euler-
Lagrange systems is provided that demonstrates the practical
implications of achieving an asymptotic result using a con-
tinuous controller in comparison with the results in [10] and
[11, Sec. IV].

II. PROBLEM FORMULATION

A. Preliminaries

Graph theory provides convenient tools to describe the in-
formation exchange between multiple agents in a network.
Consider a network consisting of one leader and N followers,
where the leader is indexed by 0. Let the communication of
the networked followers be represented by a fixed undirected
graph G={V, E}, which has a nonempty finite set of nodes
V={1, 2, . . . , N} and a set of edges E ⊆V × V . An undi-
rected edge (i, j)∈E exists if nodes i and j mutually share
information. The set of neighbors that provide information to

node i∈V is defined as Ni
Δ
={j∈V|(i, j)∈E}. An adjacency

matrix A=[aij ]∈R
N×N is defined such that aij=aji>0 if

(i, j)∈E and aij=aji=0 otherwise. It is assumed that the
graph is simple, that is, (i, i) �∈E and thus, aii=0 ∀ i∈V .

Let D Δ
=diag{D1, D2, . . . , DN}∈R

N×N be a diagonal matrix,

where Di
Δ
=

∑
j∈Ni

aij . The Laplacian matrix for G is defined as

L Δ
= D −A. (1)

Let the graph Ḡ = {V̄ , Ē} represent a supergraph of G, which is
formed by inserting edges directed from the leader node to the
subset of leader-aware follower nodes. The neighborhood for

a node in Ḡ is similarly defined as N̄i
Δ
= {j ∈ V̄|(i, j) ∈ Ē}.

The pinning matrix B describes which follower agents are con-

nected to the leader and is defined as B
Δ
= diag{b1, b2, . . . , bN}

with bi > 0 (i ∈ V) if 0 ∈ N̄i and bi = 0 otherwise. The pin-
ning matrix allows for a convenient description of network
interactions between the leader and followers using the matrix
L+B, which is positive definite provided some assumptions
given in the following section are satisfied (see Assumption 3).

B. Dynamic Models and Properties

Consider a network of N + 1 agents, which have dynamics
described by the nonidentical Euler-Lagrange equations of
motion

M0(q0)q̈0 + C0(q0, q̇0)q̇0 + F0(q̇0) +G0(q0) = τ0 (2)
Mi(qi)q̈i+Ci(qi, q̇i)q̇i+Fi(q̇i)+Gi(qi)+di(t) = τi, i ∈ V

(3)

where the zero index denotes the leader and all other agents i ∈
V are followers. The terms in (2) and (3) are defined such that
qj ∈ R

m (j ∈ V̄) is the generalized configuration coordinate,
Mj : R

m → R
m×m is the inertia matrix, Cj : R

m × R
m →

R
m×m is the Coriolis/centrifugal matrix, Fj : R

m → R
m is

the friction term, Gj : R
m → R

m is the vector of gravitational
torques, τj ∈ R

m is the vector of control inputs, di : R≥0 →
R

m (i ∈ V) is a time-varying nonlinear exogenous disturbance,
and t ∈ R≥0 is the elapsed time.

The following system properties are used in the subsequent
analysis.

Property 1: The inertia matrix Mj is symmetric, positive
definite, and satisfies mj‖ξ‖2 ≤ ξTMjξ ≤ mj‖ξ‖2 ∀ ξ ∈ R

m

(j ∈ V̄), where mj ∈ R is a positive known constant and mj ∈
R is a known positive bounded function [24].

Property 2: The functions Mj , Cj , Fj , and Gj (j ∈ V̄) are
second-order differentiable such that their second derivatives
are bounded if q(k)j ∈ L∞, k = 0, 1, 2, 3 [25].

The following assumptions are also required for subsequent
analysis.

Assumption 1: The nonlinear disturbance term di and its first
two time derivatives are bounded by known1 constants for all
i ∈ V .

Assumption 2: The leader configuration coordinate q0 is
sufficiently smooth such that q0 ∈ C2; in addition, the leader
configuration coordinate and its first two time derivatives are
bounded such that q0, q̇0, q̈0 ∈ L∞.

1Following the developments in [26] and [27], Assumption 1 can be relaxed
such that the bounding constants can be unknown.
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Assumption 3: The graph G is connected and at least one
follower agent is connected to the leader.

The equation of motion for the follower agents may be
written as

MQ̈+ CQ̇+ F +G+ d = τ (4)

where

Q
Δ
=

[
qT1 , q

T
2 , . . . , q

T
N

]T ∈ R
Nm

M
Δ
=diag{M1,M2, . . . ,MN} ∈ R

Nm×Nm

C
Δ
=diag{C1, C2, . . . , CN} ∈ R

Nm×Nm

F
Δ
=

[
FT
1 , FT

2 , . . . , FT
N

]T ∈ R
Nm

G
Δ
=

[
GT

1 , G
T
2 , . . . , G

T
N

]T ∈ R
Nm

d
Δ
=

[
dT1 , d

T
2 , . . . , d

T
N

]T ∈ R
Nm

τ
Δ
=

[
τT1 , τT2 , . . . , τTN

]T ∈ R
Nm.

For convenience in the subsequent analysis, the leader dynam-
ics are represented as

M∅Q̈0 + C∅Q̇0 + F∅ +G∅ = τ∅, (5)

where Q0
Δ
= 1N ⊗ q0 ∈ R

Nm, M∅

Δ
= IN ⊗M0 ∈ R

Nm×Nm,

C∅

Δ
= IN ⊗ C0 ∈ R

Nm×Nm, F∅

Δ
= 1N ⊗ F0 ∈ R

Nm, G∅

Δ
=

1N ⊗G0 ∈ R
Nm, τ∅

Δ
= 1N ⊗ τ0 ∈ R

Nm, 1N denotes an N -
dimensional column vector of ones, and ⊗ denotes the Kro-
necker product.

Note that because the graph G is undirected and connected
and at least one follower agent is connected to the leader by
Assumption 3, the matrix L+B is positive definite and sym-
metric [28]. The customarily used Laplacian matrix is positive
semidefinite for a connected undirected graph; however, the
matrix L, also known as the “Dirichlet” or “Grounded” Lapla-
cian matrix, is designed such that L+B is positive definite
given Assumption 3 [28].

III. CONTROL OBJECTIVE

The objective is to design a continuous controller which
ensures that N agents asymptotically track the state of the
reference node with only neighbor state feedback despite model
uncertainties and bounded exogenous system disturbances.
Moreover, the subsequent control design is based on the con-
straint that only the generalized configuration coordinate and
its first derivative are measurable.

To quantify the control objective, a local neighborhood posi-
tion tracking error e1,i ∈ R

m is defined as [7]

e1,i
Δ
=

∑
j∈Ni

aij(qj − qi) + bi(q0 − qi). (6)

The error signal in (6) includes the summation
∑

j∈Ni
aij(qj −

qi) to penalize state dissimilarity between neighbors and the
proportional term bi(q0 − qi) to penalize state dissimilarity
between a follower agent and the leader, if that connection
exists. The ability to emphasize either follower agent synchro-
nization or leader tracking is rendered by assigning aij = ka if
(i, j) ∈ E and bi = kb if 0 ∈ N̄i, where ka, kb ∈ R are constant

positive gains. Thus, if a control application dictates the need
for close similarity in follower agents’ states while approaching
the leader trajectory, the gain ka may be selected such that
ka � kb. Alternatively, the gain kb may be selected such that
kb � ka if quick convergence to the leader state is desired and
the similarity in follower agents’ states is not as important.

An auxiliary tracking error, denoted by e2,i ∈ R
m, is de-

fined as

e2,i
Δ
= ė1,i + α1,ie1,i (7)

where α1,i∈R denotes a constant positive gain. For brevity, let

LB
Δ
=(L+B)⊗ Im∈R

Nm×Nm, where LB is positive definite
and symmetric since L+B is positive definite and symmetric.
The error systems in (6) and (7) may be represented as [10]

E1 =LB(Q0 −Q), (8)
E2 = Ė1 + Λ1E1 (9)

where E1
Δ
= (eT1,1, e

T
1,2, . . . , e

T
1,N )T ∈ R

Nm, E2
Δ
= (eT2,1, e

T
2,2,

. . . , eT2,N )T ∈ R
Nm, and Λ1

Δ
= diag(α1,1, α1,2, . . . , α1,N )⊗

Im ∈ R
Nm×Nm. Another auxiliary error signal R ∈ R

Nm is
defined as

R
Δ
= L−1

B (Ė2 + Λ2E2) (10)

where Λ2
Δ
= diag(α2,1, α2,2, . . . , α2,N )⊗Im ∈ R

Nm×Nm and
α2,i ∈ R is a constant positive gain. The introduction of R
facilitates the subsequent stability analysis; however, it is not
measurable because it depends on the second derivative of the
generalized configuration coordinate and, hence, is not used in
the subsequently developed controller.

IV. CONTROLLER DEVELOPMENT

The open-loop tracking error system is developed by multi-
plying (10) by M and utilizing (4), (5), and (8)–(10) to obtain

MR = −τ + d+ S1 + S2 (11)

where the auxiliary functions S1 ∈ R
Nm and S2 ∈ R

Nm are
defined as

S1
Δ
=M(Q)M−1

∅
τ∅ −M(Q0)M

−1
∅

τ∅

−M(Q)f0(Q0, Q̇0) +M(Q0)f0(Q0, Q̇0) + f(Q, Q̇)

− f(Q0, Q̇0) +M(Q)L−1
B

(
−Λ2

1E1 + (Λ1 + Λ2)E2

)
S2

Δ
=M(Q0)M

−1
∅

τ∅ −M(Q0)f0(Q0, Q̇0) + f(Q0, Q̇0)

where the functional dependency of M is given for clarity,
and the auxiliary functions f0 : RNm × R

Nm → R
Nm and f :

R
Nm × R

Nm → R
Nm are defined as

f0
Δ
=M−1

∅
(C∅Q̇0 + F∅ +G∅) (12)

f
Δ
=CQ̇+ F +G. (13)

The RISE-based (cf. [29], [30]) control input is designed for
agent i ∈ V as

τi
Δ
= (ks,i + 1)e2,i + νi (14)
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where νi ∈ R
m is the generalized solution to the differential

equation

ν̇i =(ks,i + 1)α2,ie2,i + biχisgn(e2,i)

+
∑
j∈Ni

aij (χisgn(e2,i)− χjsgn(e2,j))

νi(t0) = νiO (15)

where νiO ∈ R
m is an initial condition, ks,i, χi ∈ R are con-

stant positive gains, and sgn(·) is defined ∀ ξ = [ξ1 ξ2 . . .

ξl]
T ∈ R

l as sgn(ξ)
Δ
= [sgn(ξ1) sgn(ξ2) . . . sgn(ξl)]

T . Note
that the continuous controller in (14) is decentralized: only
local communication is required to compute the controller. The
following development exploits the fact that the time derivative
of (14) is

τ̇i = (ks,i + 1)(ė2,i + α2,ie2,i) + biχisgn(e2,i)

+
∑
j∈Ni

aij (χisgn(e2,i)− χjsgn(e2,j)) (16)

which allows the sgn(·) terms to cancel disturbance terms in
the Lyapunov-based stability analysis that have a linear state
bound, similar to sliding-mode-based results.

After substituting (16) into (11), the closed-loop error system
can be expressed as

MṘ = −1

2
ṀR+ Ñ + LT

BNd − LT
BE2 − LBβsgn(E2)

− (Ks + INm)(Ė2 + Λ2E2) (17)

where (16) is expressed in block form as τ̇=(Ks + INm)×
(Ė2 + Λ2E2) + LBβsgn(E2), with Ks

Δ
= diag(ks,1, ks,2, . . . ,

ks,N )⊗ Im and β
Δ
= diag(χ1, χ2, . . . , χN )⊗ Im. In (17), the

unmeasurable/uncertain auxiliary terms Ñ ∈ R
Nm and Nd ∈

R
Nm are defined as

Ñ
Δ
= − 1

2
ṀR+ Ṡ1 + LT

BE2 (18)

Nd
Δ
=

(
LT
B

)−1
(ḋ+ Ṡ2). (19)

The auxiliary terms in (18) and (19) are segregated such that
after utilizing (8)–(10), Properties 1-2, Assumptions 1-2, the
Mean Value Theorem, and the relations Q0 −Q = L−1

B E1,
Ė1 = E2 − Λ1E1, and Ė2 = LBR− Λ2E2, the following up-
per bounds are satisfied

‖Ñ‖ ≤ ρ (‖Z‖) ‖Z‖ (20)
sup

t∈[0,∞)

|Ndl
| ≤ ζal

, l = 1, 2, . . . , Nm (21)

sup
t∈[0,∞)

∣∣∣Ṅdl

∣∣∣ ≤ ζbl , l = 1, 2, . . . , Nm (22)

where ρ : R≥0 → R is a positive strictly increasing function
(cf. [31, Lemma 3], [32, App. A]); Ndl

and Ṅdl
denote the

lth element of Nd and Ṅd, respectively; the elements of ζa ∈
R

Nm and ζb ∈ R
Nm denote some known upper bounds on

the corresponding elements in Nd and Ṅd, respectively; and
Z ∈ R

3Nm is the composite error vector

Z
Δ
=

[
ET

1 ET
2 RT

]T
. (23)

Thus, the terms which arise from the exogenous disturbance
and dynamics are segregated by those which can be upper
bounded by a function of the state (after use of the mean value
theorem) and those which can be upper bounded by a constant.
This separation clarifies how these different terms are handled
robustly by the different feedback terms in the controller.
Specifically, compensation for the terms in Ñ is achieved
by using the proportional and derivative feedback terms, and
compensation for the terms in Nd is achieved by using the
RISE-based feedback terms. The terms Nd and Ṅd do not
need to be known exactly to determine the corresponding
sufficient upper bounds in ζa and ζb; however, obtaining nu-
merical values for ζa and ζb involves a priori upper bounds
related to the leader trajectory, the leader and followers’
dynamics, and the exogenous disturbances. For example, a
leader’s future trajectory may be unknown, but practical lim-
itations on leader behavior can guide in selecting appropri-
ate upper bounds. In addition, developing upper bounds for
the parametrically uncertain dynamics is straightforward since
the uncertain coefficients (e.g., mass and friction coefficients)
can easily be upper bounded. See results such as [26] and
[27] for an extension to the controller for systems where
the sufficient bounding constants in (21) and (22) cannot
be determined.

For clarity in the definitions of the sufficient gain conditions
in the following stability analysis, let the vectors ςai, ςbi ∈
R

m, i ∈ V , be defined such that ζa = [ςTa1 ς
T
a2 . . . ςTaN ]

T
and

ζb = [ςTb1 ς
T
b2 . . . ςTbN ]

T
. Furthermore, let the auxiliary bound-

ing constant ψ ∈ R be defined as

ψ
Δ
= min

{
λmin(Λ1)−

1

2
, λmin(Λ2)−

1

2
, λmin(LB)

}

where λmin(·) denotes the minimum eigenvalue.

V. STABILITY ANALYSIS

To simplify the development of the subsequent theorem
statement and associated proof, various expressions and upper
bounds are presented.

An auxiliary function P ∈ R is used in the following stability
analysis as a means to develop sufficient gain conditions that
enable the controller to compensate for the disturbance terms
given in Nd; P is defined as the generalized solution to the
differential equation

Ṗ = − (Ė2 + Λ2E2)
T (Nd − βsgn(E2))

P (t0) =

Nm∑
l=1

βl,l |E2l(t0)| − ET
2 (t0)Nd(t0) (24)

where βl,l denotes the lth diagonal element of β, and E2l

denotes the lth element of the vector E2. Provided that the
sufficient condition in (30) is satisfied, then P ≥ 0 (see the
Appendix), and can be included in the subsequently defined
positive definite function VL. The inclusion of P enables the
development of sufficient gain conditions that ensure asymp-
totic tracking by the continuous controller, despite additive
exogenous disturbances.
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Remark 1: Since the derivative of the closed-loop track-
ing error system in (17) is discontinuous, the existence of
Filippov solutions to the developed differential equations is
established. Let the composite vector w ∈ R

4Nm+1 be de-

fined as w
Δ
= [ZT νT

√
P ]

T
, where ν

Δ
= [νT1 νT2 . . . νTN ]

T
. The

existence of Filippov solutions can be established for the
closed-loop dynamical system ẇ = K[h1](w, t), where h1 :
R

4Nm+1 × R≥0 → R
4Nm+1 is defined as the right-hand side

of ẇ and K[h1](σ, t)
Δ
= ∩δ>0 ∩μ(Sm)=0 coh1(Bδ(σ) \ Sm, t),

where δ ∈ R, ∩μ(Sm)=0 denotes an intersection over sets Sm

of Lebesgue measure zero, co denotes convex closure, and

Bδ(σ)
Δ
= {� ∈ R

4Nm+1|‖σ − �‖ < δ} [33]–[35].
Let VL : D → R be a continuously differentiable, positive

definite function defined as

VL(y, t)
Δ
=

1

2
ET

1 E1 +
1

2
ET

2 E2 +
1

2
RTMR+ P (25)

where y ∈ R
3Nm+1 is defined as

y
Δ
= [ZT

√
P ]

T
(26)

and the domain D is the open and connected set D Δ
={� ∈

R
3Nm+1| ‖�‖ < inf(ρ−1([2

√
ψλmin(KsLB),∞)))}. The ex-

pression in (25) satisfies the inequalities

λ1‖y‖2 ≤ VL(y, t) ≤ λ2‖y‖2 (27)

where λ1
Δ
= (1/2)min{1,mmin}, mmin

Δ
= min

j∈V
(mj), and

λ2
Δ
= max{1, (1/2)

∑
j∈V supqj∈Rm mj(qj)}. Let the set of

stabilizing initial conditions SD ⊂ D be defined as

SD
Δ
= {� ∈ D|‖�‖

<

√
λ1

λ2
inf

(
ρ−1

([
2
√

ψλmin(KsLB),∞
)))}

. (28)

Theorem 1: The controller given in (14) and (15) ensures
that all system signals are bounded under closed-loop operation
and that the position tracking error is semiglobally regulated in
the sense that

‖q0 − qi‖ → 0 as t → ∞ ∀ i ∈ V
(and, thus, ‖qi − qj‖ → 0 ∀ i, j ∈ V , i �= j), provided that ks,i
(∀ i ∈ V) introduced in (14) is selected sufficiently large such
that y(t0) ∈ SD, and the parameters α1,i, α2,i, χi (∀ i ∈ V) are
selected according to the sufficient conditions

α1,i >
1

2
, α2,i >

1

2
(29)

χi > ‖ςai‖∞ +
1

α2,i
‖ςbi‖∞ (30)

where χi was introduced in (15).
Proof: Under Filippov’s framework, a Filippov solution y

can be established for the closed-loop system ẏ = h2(y, t) if
y(t0) ∈ SD, where h2 : R3Nm+1 × R≥0 → R

3Nm+1 denotes
the right-hand side of the closed-loop error signals. The time
derivative of (25) exists almost everywhere (a.e.), that is, for

almost all t ∈ [t0,∞), and V̇L

a.e.
∈ ˙̃V L, where

˙̃V L =
⋂

ξ∈∂VL(y,t)

ξTK

[
ĖT

1 ĖT
2 ṘT 1

2
P− 1

2 Ṗ 1

]T

where ∂VL is the generalized gradient of VL [36]. Since VL is
continuously differentiable

˙̃V L ⊆ ∇VLK

[
ĖT

1 ĖT
2 ṘT 1

2
P− 1

2 Ṗ 1

]T

(31)

where

∇VL
Δ
=

[
ET

1 ET
2 RTM 2P

1
2

1

2
RT ṀR

]
.

Using the calculus for K[·] from [34], substituting (9), (10),
(17), and (24) into (31), and using the fact that LB is symmetric,
and canceling common terms yields

˙̃V L ⊆ET
1 (E2 − Λ1E1) + ET

2 (LBR− Λ2E2)

+RT
(
Ñ + LT

BNd − LT
BE2

)
+RT (−(Ks + INm)LBR− LBβK [sgn(E2)])

− (Ė2 + Λ2E2)
T (Nd − βK [sgn(E2)]) (32)

where K[sgn(E2)]=SGN(E2) such that SGN(E2i)=1 if
E2i >0, SGN(E2i)=−1 if E2i <0, and SGN(E2i)=[−1, 1]
if E2i =0 [34]. Using the upper bound in (20) and applying the
Raleigh–Ritz theorem, (32) can be upper bounded as

V̇L

a.e.
≤ ‖E1‖‖E2‖ − λmin(Λ1)‖E1‖2

− λmin(Λ2)‖E2‖2 + ‖R‖ρ (‖Z‖) ‖Z‖
− λmin(LB)‖R‖2 − λmin(KsLB)‖R‖2 (33)

where the set in (32) reduces to the scalar inequality in
(33) since the right-hand side is continuous a.e.; that is, the
RHS is continuous except for the Lebesgue negligible set
of times when RTLBβK[sgn(E2)]−RTLBβK[sgn(E2)] �=
{0}.2 Young’s inequality gives ‖E1‖‖E2‖ ≤ (1/2)‖E1‖2 +
(1/2)‖E2‖2which allows for (33) to be upper bounded as

V̇L

a.e.
≤ 1

2
‖E1‖2 +

1

2
‖E2‖2 − λmin(Λ1)‖E1‖2

− λmin(Λ2)‖E2‖2 + ‖R‖ρ (‖Z‖) ‖Z‖
− λmin(LB)‖R‖2 − λmin(KsLB)‖R‖2. (34)

Using the gain condition in (29), (34) is upper bounded by

V̇L

a.e.
≤ −ψ‖Z‖2−λmin(KsLB)‖R‖2+ρ (‖Z‖)‖R‖‖Z‖.

(35)

Completing the squares for terms in (35) yields

V̇L

a.e.
≤ −

(
ψ − ρ2 (‖Z‖)

4λmin(KsLB)

)
‖Z‖2. (36)

Provided the control gains ks,i are selected sufficiently large
such that y(t0) ∈ SD, the expression in (36) can be further

2The set of times Γ
Δ
= {t ∈ R≥0 |RTLBβK[sgn(E2)]−

RTLBβK[sgn(E2)] �= {0}} is equal to the set of times Φ =

∪l=1,2,...NmΦl, where Φl
Δ
= {t ∈ R≥0|E2l = 0 ∧Rl �= 0}. Due to the

structure of R in (10), Φl may be re-expressed as Φl = {t ∈ R≥0|E2l =

0 ∧ Ė2l �= 0}. Since E2 : R≥0 → R
Nm is continuously differentiable, it can

be shown that Φl is Lebesgue measure zero [31]. Because a finite union of sets
of Lebesgue measure zero is itself Lebesgue measure zero, Φ has Lebesgue
measure zero. Hence, Γ is Lebesgue negligible.
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Fig. 1. Network topology.

upper bounded by

V̇L

a.e.
≤ −c‖Z‖2 (37)

for all y ∈ D, for some positive constant c ∈ R.
The inequalities in (27) and (37) can be used to show

that VL ∈ L∞. Thus, E1, E2, R ∈ L∞. The closed-loop error
system can be used to conclude that the remaining signals are
bounded. From (37), [35, Cor. 1] can be invoked to show that
c‖Z‖2 → 0 as t → ∞ ∀ y(t0) ∈ SD. Based on the definition
of Z in (23), ‖E1‖ → 0 as t → ∞ ∀ y(t0) ∈ SD. Noting the
definition of E1 in (8) and the fact that ((L+B)⊗ Im) is full
rank, it is clear that ‖Q0 −Q‖ → 0 as t → ∞ if and only if
‖E1‖ → 0 as t → ∞. Thus, ‖q0 − qi‖ → 0 as t → ∞ ∀ i ∈ V ,
∀ y(t0) ∈ SD. It logically follows that ‖qi − qj‖ → 0 as t → ∞
∀ i, j ∈ V , i �= j, ∀ y(t0) ∈ SD. �

Note that the region of attraction in (28) can be made
arbitrarily large to include any initial conditions by adjusting
the control gains ks,i (i.e., a semiglobal result). The distributed
controller shown in (14) and (15) is decentralized in the sense
that only local feedback is necessary to compute the controller.
However, because the constant gain ks,i must be selected
based on sufficient conditions involving LB , which contains
information regarding the configuration of the entire network,
this gain is selected in a centralized manner before the control
law is implemented.

VI. SIMULATION

Simulations were performed with multiple decentralized
control methods for a network of robotic manipulators to com-
pare the performance of the developed method with other re-
lated distributed control methods. The developed control policy
is compared with the adaptive control policy in [10] and the
sliding-mode-based control policy in [11, Sec. IV]. Simulation
results are presented for the synchronization of four follower
agents to a leader’s state trajectory in the network shown in
Fig. 1. Similar to [10] and [11, Sec. IV], each follower is
modeled as a two-link robotic manipulator (a typical example
of an Euler-Lagrange system) with the form[

τ1
τ2

]
=

[
p1 + 2p3c2 p2 + p3c2
p2 + p3c2 p2

] [
q̈1
q̈2

]

+

[
−p3s2q̇2 −p3s2(q̇1 + q̇2)
p3s2q̇1 0

] [
q̇1
q̇2

]

+

[
fd1 0
0 fd2

] [
q̇1
q̇2

]
+ dτ

where q1, q2 denote joint angles; c2
Δ
= cos(q2) and s2

Δ
=

sin(q2); τ1 and τ2 represent torque control inputs; and dτ ∈ R
2

represents a vector of added disturbances. The constant
unknown parameters p1, p2, p3, fd1, fd2 ∈ R differ for each
manipulator. The virtual leader is defined by the trajectory

TABLE I
SIMULATION PARAMETERS

Fig. 2. Joint 1 angle trajectories using (a) [10], (b) [11, Sec. IV], and (c) the
proposed controller.

q0 =
[
2 sin(2t)
cos(3t)

]
, where the first and second elements are the

desired trajectories for the first and second joint angles, re-
spectively. The time-varying disturbance term has the form
dτ =

[
a sin(bt)
c sin(dt)

]
, where the constants a, b, c, d ∈ R differ for

each manipulator. The model parameters for each manipulator
are shown in Table I.

The control gains for each method were selected based
on convergence rate, residual error, and magnitude of control
authority. The gains were obtained for each controller by quali-
tatively determining an appropriate range for each gain and then
running 10 000 iterations with random gain sampling within
those ranges in an attempt to minimize

J =

4∑
k=1

10∫
2

‖e1,k‖dτ (38)

(with aij = 1 if (i, j) ∈ E and bi = 4 if 0 ∈ N̄i) while satisfying
bounds on the control input such that the entry-wise inequality
τk(t) ≤

[
500
150

]
, k = 1, 2, 3, 4, ∀ t ∈ [0.2, 10] is satisfied. Be-

ginning the error integration at two seconds encourages a high
convergence rate and low residual error, while monitoring the
control input only after 0.2 s accommodates a possibly high
initial control input.

Figs. 2 and 3 demonstrate that asymptotic synchronization
of the follower agents and tracking of the leader trajectory
are qualitatively achieved for the developed controller and the
sliding-mode-based controller in [11, Sec. IV], despite the
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Fig. 3. Joint 2 angle trajectories using (a) [10], (b) [11, Sec. IV], and (c) the
proposed controller.

Fig. 4. Joint 1 control effort using (a) [10], (b) [11, Sec. IV], and (c) the
proposed controller.

exogenous disturbances. Figs. 4 and 5 illustrate the effects
of the control methods used to obtain synchronization: the
controller in [11, Sec. IV] utilizes a high-frequency, discontinu-
ous, sliding-mode-based control signal, whereas the developed
controller is continuous and exhibits lower frequency content.

As shown in Figs. 2–5, the neural-network-based adaptive
controller given in [10] stabilizes the system using a continuous
controller which produces a control signal of moderate magni-
tude, but maintains a residual error. This behavior agrees with
the theoretical result in [10]: the controller achieves bounded
convergence.

Table II provides a quantitative comparison of the controllers,
where erms,max is the maximum rms error taken over the time
interval [2, 10] of the components of e1,i for each networked
manipulator, ‖τi‖max denotes the maximum instance of the
norm of the simulated control efforts for each manipulator over
the time interval [0.2, 10], and J is introduced in (38). The
proposed controller provides a significantly improved tracking

Fig. 5. Joint 2 control effort using (a) [10], (b) [11, Sec. IV], and (c) the
proposed controller.

TABLE II
CONTROLLER PERFORMANCE COMPARISON

performance with a continuous control signal of a relatively low
magnitude.

VII. CONCLUSION

A distributed RISE-based controller was developed which
ensures semiglobal asymptotic tracking and synchronization of
the networked followers’ states toward a leader’s time-varying
state using a continuous control input, despite model uncer-
tainty and exogenous disturbances, where the leader and fol-
lower agents have uncertain and heterogeneous Euler-Lagrange
dynamics. The graph of the networked follower agents is as-
sumed to be connected and at least one follower agent receives
information from the leader. Simulation results are provided
for the proposed decentralized controller to demonstrate its
performance compared to other prominent related distributed
controllers.

Although only a single network leader is considered in the
current work, future research may consider the case of multiple
leaders for the purpose of containment control, similar to the
work in [37] and [38]. Future research may also investigate
asymptotic synchronization by continuous control for a net-
work affected by unknown disturbances wherein the network
topology is directed or subject to communication delays. Re-
sults such as [9], [15], and [39] may provide insights for
extending this result for digraphs and including communication
delays.

APPENDIX

Lemma 1: Given the differential equation in (24), P ≥ 0 if
χi (∀ i ∈ V) satisfies

χi > ‖ςai‖∞ +
1

α2,i
‖ςbi‖∞. (39)
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Proof: For notation brevity, let an auxiliary signal σ ∈ R

be the negative of the integral of Ṗ in (24) as

σ =

t∫
t0

ET
2 (ε)Λ2 (Nd(ε)− βsgn (E2(ε))) dε

+

t∫
t0

∂ET
2 (ε)

∂ε
Nd(ε)dε−

t∫
t0

∂ET
2 (ε)

∂ε
βsgn (E2(ε)) dε. (40)

Integrating the last two terms in (40) yields [31]

σ =

t∫
t0

ET
2 (ε)Λ2(Nd(ε)−βsgn(E2(ε))) dε

+
Nm∑
l=1

E2l(t)Ndl
(t)−ET

2 (t0)Nd(t0)−
t∫

t0

ET
2 (ε)

∂Nd(ε)

∂ε
dε

−
Nm∑
l=1

|E2l(t)|βl,l +

Nm∑
l=1

|E2l(t0)|βl,l. (41)

The expression in (41) may then be expressed as

σ =

t∫
t0

(
Nm∑
l=1

E2l(ε)Λ2l,lNdl
(ε)

)
dε

−
t∫

t0

(
Nm∑
l=1

|E2l(ε)|Λ2l,lβl,l

)
dε−

t∫
t0

(
Nm∑
l=1

E2l(ε)Ṅdl
(ε)

)
dε

+

Nm∑
l=1

E2l(t)Ndl
(t)− ET

2 (t0)Nd(t0)

−
Nm∑
l=1

|E2l(t)|βl,l +
Nm∑
l=1

|E2l(t0)|βl,l. (42)

The upper bounds in (21) and (22) are then used to upper bound
(42) as

σ ≤
t∫

t0

(
Nm∑
l=1

|E2l(ε)|Λ2l,lζal

)
dε−

t∫
t0

(
Nm∑
l=1

|E2l(ε)|Λ2l,lβl,l

)
dε

+

t∫
t0

(
Nm∑
l=1

|E2l(ε)| ζbl

)
dε+

Nm∑
l=1

|E2l(t)| (ζal
− βl,l)

− ET
2 (t0)Nd(t0) +

Nm∑
l=1

βl,l |E2l(t0)|

where ζal
and ζbl represent the lth element of ζa and ζb,

respectively. Provided the gain condition for χi in (39) is sat-
isfied for each i ∈ V (recall that β = diag(χ1, χ2, . . . , χN )⊗
Im and Λ2 = diag(α2,1, α2,2, . . . , α2,N )⊗ Im), then σ ≤∑Nm

l=1 βl,l|E2l(t0)| − ET
2 (t0)Nd(t0). Thus, σ may be upper

bounded as

σ ≤ P (t0). (43)

Integrating both sides of (24) yields P (t) = P (t0)− σ, which
indicates that P ≥ 0 from (43). �
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