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Single-Agent Indirect Herding of Multiple Targets
With Uncertain Dynamics

Ryan A. Licitra , Zachary I. Bell , and Warren E. Dixon , Fellow, IEEE

Abstract—In this paper, an indirect herding problem is consid-
ered for a single herder that is outnumbered by multiple target
agents. Indirect herding is a problem that involves a network of
one or more controllable herding agents and indirectly controlled
target agents (i.e., the target agents can only be controlled through
the herder by exploiting herder–target interactions), where the goal
is to achieve a network-wide objective. This paper investigates the
unique problem where a single herder is required to regulate all
the target agents to some desired formation. The problem is fur-
ther complicated by the fact that the target agents have uncertain
nonlinear dynamics, including uncertainties in the herder–target
interaction. Neural network function approximation methods are
used along with switched systems methods to ensure uniformly ul-
timately bounded convergence of the agent trajectories provided
the developed sufficient dwell-time conditions are satisfied. Sim-
ulation and experimental results that involve one herding agent
and multiple target agents demonstrate the validity of the designed
controller and function approximation scheme for multiple herding
objectives.

Index Terms—Adaptive control, Lyapunov methods, multi-
agent systems, neural networks, nonlinear control systems.

I. INTRODUCTION

VARIOUS applications involve networks of cooperative
agents where each agent is directly controlled to achieve

a common objective (e.g., consensus, formation control). In
leader–follower network problems, leader agents perform ac-
tions to direct the network to achieve an objective (which in some
cases only the leaders know), whereas followers use centralized
or decentralized controllers based on feedback from other agents
in the network. Herding and flocking typically refer to network
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control problems where the leader (or leaders) influences the
followers to accomplish an objective (position consensus and
velocity vector alignment, respectively) that the leader(s) may
not share. Such problems can be considered as direct herding
problems, where the follower agents are directly controlled.
Indirect herding problems involve targets that can only be
controlled through indirect interaction with a herding agent. The
challenges associated with direct herding differ greatly from
those associated with indirect herding problems, and therefore,
the remainder of this paper focuses specifically on the indirect
herding problem; see results such as in [1]–[8] for further
details focused on the direct herding problem. The distinction
between direct and indirect herding problems, first introduced
in [9], is based solely on whether the dynamics of agents being
herded in a given problem have an explicit control input (direct)
or can only be influenced by other agents (indirect).

Indirect herding can include noncooperative agents, simi-
lar to pursuer–evader problems (cf., [10]–[16]). Several results
have been published that focus on a herding version of the
pursuer–evader problem (cf., [17]–[21]), where pursuit–evasion
problems typically terminate upon capture, and herding
pursuer–evader problems involve both capture and regulation
to a desired location.

Motivated by the foundational work based on observations
from nature and experimental development in [22]–[26], vari-
ous indirect herding approaches have been investigated. In [17],
the indirect herding pursuer–evader problem is developed as an
online optimal control problem for a known dynamic system
consisting of a single pursuer and single evader. Results, such
as in [18]–[20], solve the same problem with additional pursuers
from a game theoretic perspective using offline numerical solu-
tions. In [27], the position of multiple herders equidistant from
the target are used to define a forcing function to guide the target
along a desired trajectory. A similar arc-based approach is used
in [28] to regulate multiple targets to a desired goal, treating the
entire herd as a single unicycle centered at the mean location of
the herd.

In this paper, an approach to solving the indirect herding
problem is developed for a single herder and multiple target
agents. Since the herder is outnumbered by the targets, a strategy
is required to switch between different targets, unlike results
such as in [17]–[19], [20], [27], and [28]. Switched systems
analysis methods are used to develop sufficient dwell-time con-
ditions that inform the herder of the minimum time that it must
interact with an agent before it can switch to another target. Our
previous work in [29] solves a similar outnumbered herding
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problem from a robust control perspective using a sliding-mode
controller (SMC) to compensate for uncertainties in the model
and serves as a stepping stone result for this paper. More
recently, our work in [9] relaxes the need for the high-frequency
SMC by exploiting an adaptive control approach, which takes
advantage of the linear-in-the-parameters assumption about
the dynamic model, using an integral concurrent learning
(ICL) [30], [31] scheme to improve parameter estimation and
facilitate the switched systems analysis. In both [9] and [29],
the herder–target interaction was assumed to have a specific
potential function structure. In this paper, a more general
model is considered that only assumes the target has some
repulsion from the herder as a function of the distance between
the herder and the target. A neural network (NN) is used to
approximate the unknown herder–target interaction, where ICL
is incorporated within the NN update law to yield a quantifiable
transient performance that is essential to develop dwell-time
conditions for switching. The ICL scheme requires only a finite
excitation (FE) condition for estimating the unknown dynamics
of the herder and targets, which can be verified online (as
opposed to the persistence of excitation (PE) condition often
used in the adaptive control literature, which is difficult to
satisfy and cannot be verified in general for nonlinear systems).

Since the target agent dynamics are not directly controllable,
the interaction between the targets and herder (i.e., the unknown
function of the distance between the target and the herder) is
exploited to exert influence on the targets. Specifically, integra-
tor backstepping [32, Ch. 2] is used to inject a virtual controller
in the target dynamics. A Lyapunov-based switched systems
analysis is used to guarantee that all targets are regulated to a
neighborhood of the goal location, and once the FE condition is
satisfied, the targets are proven to converge to an even smaller
neighborhood.

In addition to the stability analysis, the performance of the
developed controller is demonstrated through experimental re-
sults. The experiments use a quadcopter as an example herding
agent and six paper targets of different heights and weights are
used as target agents. The paper objects are used to highlight
the fact that the targets can only be indirectly controlled through
uncertain aerodynamic forces exerted on the paper objects by
the quadcopter. In one experiment, the quadcopter herds all the
paper objects to a desired common region, and in another ex-
periment, the quadcopter sorts the targets into different regions
based on the color of the targets. For each experiment, a spe-
cific strategy is invoked to determine the order of targets that
are regulated; however, the mathematical development is agnos-
tic to the specific strategy, as long as it satisfies the developed
dwell-time conditions.

This paper is organized as follows. Section II describes the
agents’ dynamic models and introduces the problem, whereas
Sections III and IV contain the control objective and control
development, respectively. In the latter, both the control design
and the function approximation scheme are provided. Section V
includes the multistep stability analysis, including the switched
systems analysis that makes the indirect herding problem pos-
sible when there are fewer herders than targets. Simulation and
experimental results are provided in Section VI, with thorough

discussions in Section VII, and finally Section VIII concludes
this paper.

II. PROBLEM FORMULATION

Consider a network consisting of one herding agent, denoted
by y ∈ Rn (where n is the dimensionality of the system), and
nt ∈ Z>0 target agents. Let T � {1, 2, ..., nt} be the set of
target agents. The herding agent is tasked with regulating the
targets, each of whose position is denoted by xi ∈ Rn , to their
respective constant goal locations, xi,g ∈ Rn ∀ i ∈ T . The
target, goal, and herder states are assumed to be available to the
herder for feedback control at all times. In contrast to traditional
leader–follower network problems where each agent’s interac-
tion is controlled to accomplish a common goal, in the indirect
herding problem, only the herder’s dynamics are directly con-
trollable, whereas the target states are only influenced through
interaction with the herder. The herder dynamics are given by

ẏ = h (x, y) + uy (1)

where x =
[
xT

1 xT
2 ... xT

nt

]T
is a stacked vector of the target

states, h : Rn × Rnnt → Rn is an unknown locally Lipschitz
function that represents the potentially nonlinear herder dynam-
ics, and uy ∈ Rn is the herder controller. The target agents are
influenced through an unknown repulsion that is a function of
the distance between the target and the herder. Specifically, the
ith target’s potentially nonlinear motion model is given by

ẋi = αi (‖xi − y‖) (xi − y) + fi (x, y) (2)

where αi : R → R is an unknown locally Lipschitz function
that is bounded by

αi ≤ αi (‖xi − y‖) ≤ ᾱi

where αi, ᾱi , i ∈ T are known1 positive constants, and fi :
Rn → Rn is an unknown bounded,2 locally Lipschitz function
that defines any additional ith target dynamics. For example,
these additional dynamics could dictate that the target group
around other targets or flee its goal location. The first term in
(2) models the repulsion interaction between the herder and the
ith target.

Since a single herder is tasked with controlling multiple tar-
gets, a switching strategy is employed to ensure that the herding
task is accomplished (i.e., all targets are regulated to their goal
location). The herding agent switches between chasing each tar-
get toward its goal location, one at a time, according to a switch-
ing strategy that must satisfy subsequently developed sufficient
dwell-time conditions. At any given time,3 a target will either
be operating in a chased or unchased mode. Let tci,k ∈ R and
tui,k ∈ R denote the kth instance when the ith target is switched
to the chased or unchased mode, respectively, where k ∈ N.

1A reasonable understanding of the bounds on the unknown dynamics is
required to check the subsequently developed sufficient conditions.

2The target drift dynamics fi must be upper bounded either by a constant or
by a function of the target states.

3Exactly one target will be in the chased mode, while all others operate in
the unchased mode, at any given time.
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The contiguous dwell time in the kth activation of the ith tar-
get operating in the chased or unchasedmode is denoted by
Δtci,k ∈ R and Δtui,k ∈ R, and defined as Δtci,k � tui,k − tci,k
and Δtui,k � tci,k+1 − tui,k , respectively. The total amount of
time for which each of these modes is active between switch-
ing instances a and b is denoted by T c

i (a, b) �
∑b

l=a Δtci,l and

Tu
i (a, b) �

∑b
l=a Δtui,l , respectively. To facilitate the subse-

quent analysis in Section V, the target currently operating in
the chased mode is denoted by adding the superscript c (i.e.,
xi(t) = xc

i (t) ∀t ∈ [tci,k , tui,k ) ∀k ∈ N).

III. CONTROL OBJECTIVE

The objective is to control the herder such that it regulates all
target agents to their goal locations, despite the uncertainties in
the system and the target’s uncertain noncooperative behavior.
To quantify the herding objective, the target regulation error,
denoted by x̄i ∈ Rn , is defined as

x̄i (t) � xi (t) − xi,g . (3)

Since both (1) and (2) contain unknown dynamics, func-
tion approximation methods are employed. The ith target dy-
namics in (2) and the unknown dynamics in (1) can each be
approximated by an NN [33] as4

αi (xi − y) + fi = WT
i σi (ζ) + εi (ζ) (4)

and5

−h = WT
y σy (ζ) + εy (ζ) (5)

respectively, where ζ ∈ Rn(nt +1) is defined as ζ �
[
xT yT

]T
,

and σi : Rn(nt +1) → RL1 and σy : Rn(nt +1) → RL2 are
known, bounded, locally Lipschitz, vectors of basis functions.
Moreover, Wi ∈ RL1 ×n and Wy ∈ RL2 ×n are matrices of the
unknown ideal weights, L1 ∈ N is the number of neurons used
in the NN in (4), L2 ∈ N is the number of neurons used in the
NN in (5), and εi : Rn(nt +1) → Rn and εy : Rn(nt +1) → Rn

are the function approximation residual errors.
Remark 1: The function approximation residual errors can

be upper bounded by positive constants that can be made
arbitrarily small based on the Stone–Weierstrass theorem
[34], i.e., ε̄i � supζ∈χ,t∈[0,∞) ‖εi (ζ (t))‖ ∀i ∈ T , and ε̄y �
supζ∈χ,t∈[0,∞) ‖εy (ζ (t))‖. The Stone–Weierstrass theorem re-
quires that the states remain in a compact set (i.e., ζ (t) ∈ χ).
The stability proof in Section V shows that if ζ (0) is bounded,
then ζ (t) ∈ χ, where χ is a compact simply connected set such
that χ ⊂ Rn(nt +1) .

Let

W̃i (t) � Wi − Ŵi (t)

and

W̃y (t) � Wy − Ŵy (t)

4For notational brevity, functional dependence on states and time will be
henceforth suppressed, except for when introducing new terms and where nec-
essary for clarity.

5Due to the way that ey (t) is later defined, the negative sign is included on
the left-hand side of (5) to avoid a potentially confusing negative sign in the
Lyapunov analysis in Section V.

denote the parameter estimation error for the weights associ-
ated with the ith target and the herder, respectively, where
Ŵi ∈ RL1 ×n is the estimate of the ideal function approximation
weights associated with the ith target, and Ŵy ∈ RL2 ×n is the
estimate of the ideal function approximation weights associated
with the herder.

Based on (4), the dynamics in (2) can be rewritten as

ẋi = WT
i σi + εi (6)

while (1) can be rewritten using (5) as

ẏ = −
(
WT

y σy + εy

)
+ uy . (7)

Given that the target agent dynamics in (2) do not explicitly
contain a control input, a backstepping strategy is used to inject
the desired herder state as a virtual controller yd ∈ Rn into the
dynamics of the target currently operating in the chased mode.
Therefore, in addition to the target regulation error in (3), another
objective is to minimize the backstepping error ey ∈ Rn defined
as

ey (t) � yd (t) − y (t) . (8)

Since the desired herder position yd (t) is defined such that the
herding objective is achieved for the currently chased target, the
backstepping error (8) is introduced as a regulation objective in
the control development in Section IV. With the inclusion of
(8) in the control development and then in the stability analysis
in Section V, the herder is ensured to be driven to the desired
herder position, which in turn ensures that the herding objective
is accomplished.

IV. CONTROL DEVELOPMENT

The herder is tasked with leveraging its unknown physical
influence on each target such that all targets are relocated to
their associated goal location. In Section IV-A, a control law
is developed for the herder to move such that a single target
is regulated to its goal position, made possible by the NN-
based function approximation detailed in Section IV-B. This one
herder versus one target development is later used in conjunction
with a switched systems framework in the stability analysis in
Section V to show how the overall herding objective is achieved.

A. Herding Controller

In the following development, the herder switches between
chasing each target to achieve the overall herding objective, and
thus, the controller always uses the currently chased target (only
one target at a time can operate as the chased target). To this
end, the notation xc

i denotes the target that is currently oper-

ating in the chased mode (i.e., xi (t) = xc
i (t) ∀t ∈

[
tci,k , tui,k

)

∀k ∈ N) and xc
i,g refers to the goal position associated with the

same target (and all other terms with superscript c follow suit).
To develop the controller, the target dynamics in (2), and the
backstepping error in (8) are used to express the time derivative
of (3) as

˙̄xc
i = αc

i (xc
i + ey − yd) + fc

i . (9)
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Based on the desire to regulate the herding error, the herder’s
desired state is designed as

yd � Kc
1,i x̄

c
i + xc

i,g (10)

where6 K1,i = k1,i + k2,i + kn,i and k1,i , k2,i , kn,i are positive
constant control gains ∀i ∈ {1, 2, ..., nt}. Using (10), (9) can be
rewritten as

˙̄xc
i = αc

i

(
1 − Kc

1,i

)
x̄c

i + αc
i ey + fc

i . (11)

The backstepping error dynamics can be determined by taking
the time derivative of (8), and using (1), (2), (4), and (5) to obtain

ėy = Kc
1,i

(
(Wc

i )T σc
i + εc

i

)
+ WT

y σy + εy − uy . (12)

Based on (12) and the subsequent stability analysis in
Section V, the herder control law is designed as

uy � Kc
2,iey + Kc

1,i

(
Ŵ c

i

)T

σT
i + Ŵ T

y σy + kc
s,isgn (ey )

(13)
where∀i ∈ {1, 2, ...nt}, K2,i = ky + k3,i , ky , k3,i , ks,i are pos-
itive constant control gains, and sgn (·) is the signum function.
Using (13), the closed-loop backstepping dynamics in (12) can
be rewritten as

ėy = Kc
1,i

(
W̃ c

i

)T

σc
i + W̃ T

y σy + Kc
1,iε

c
i

+ εy − Kc
2,iey − kc

s,isgn (ey ) . (14)

B. Function Approximation

This section details the function approximation scheme nec-
essary for the implementation of the controller designed in
Section IV-A. The following steps are useful to facilitate the
development of the FE condition associated with the ICL
strategy that is introduced in the following.

Taking the transpose of (7) and integrating yields
∫ t

t−Δt

ẏT (ς) dς = −
∫ t

t−Δt

σT
y (y (ς)) Wydς

−
∫ t

t−Δt

εT
y (y (ς)) dς

+
∫ t

t−Δt

uT
y (ς) dς (15)

where Δt ∈ R is a positive constant denoting the size of the win-
dow of integration. Using the fundamental theorem of calculus,
(15) can be rewritten as

Uy (t) − yT (t) + yT (t − Δt) = Yy (t) Wy + Ey (t) (16)

∀t ∈ [Δt,∞), where Yy (t) �
∫ t

t−Δt σT
y (y (ς)) dς , Ey (t) �

∫ t

t−Δt εT
y (y (ς)) dς , and Uy (t) �

∫ t

t−Δt uT
y (ς) dς . Similarly,

6The gain parameter K1 , i is a sum of positive gains for notational convenience
in the stability analysis. In practice, this is implemented as a single quantity.

taking the transpose of (6) and integrating yields
∫ t

t−Δt

ẋT
i (ς) dς =

∫ t

t−Δt

σT
i (ζi (ς)) Widς

+
∫ t

t−Δt

εT
i (ζi (ς)) dς. (17)

Using the fundamental theorem of calculus, (17) can be rewritten
as

xT
i (t) − xT

i (t − Δt) = Yi (t) Wi + Ei (t) ∀t ∈ [Δt,∞)
(18)

where ∀t ∈ [Δt,∞), Yi (t) �
∫ t

t−Δt σT
i (ζi (ς)) dς , and Ei (t)

�
∫ t

t−Δt εT
i (ζi (ς)) dς .

The parameter estimate for the weights associated with the
herder [i.e., Ŵy in (13)] is generated from the ICL-based
adaptive update law [30], [31]

˙̂
Wy � proj

{

Γy σy eT
y + kCL,yΓy

×
Ny∑

j=1

YT
y ,j

(
Uy ,j − Δyj − Yy ,j Ŵy

)
⎫
⎬

⎭
(19)

where proj {·} is a smooth projection operator,7 Γy ∈ RL2 ×L2

and kCL,y ∈ R are constant, positive definite control gains,
Δyj � yT (tj ) − yT (tj − Δt), Ny ∈ Z is a constant that rep-
resents the number of saved data points for the data stack of
the herder, and tj ∈ [Δt, t] represents time points when mea-
surements are available. Likewise, the parameter estimate for
the weights associated with the ith target (i.e., Ŵi) is generated
from the ICL-based adaptive update law

˙̂
Wi � proj

{

ΓiK1,iσie
T
y + kCL,iΓi

×
Ni∑

j=1

YT
i,j

(
Δxi,j − Yi,j Ŵi

)
⎫
⎬

⎭
(20)

where ∀i ∈ {1, 2, ..., nt}, Γi ∈ RL1 ×L1 , and kCL,i ∈ R are
constant, positive definite control gains, Δxi,j � xT

i (tj ) −
xT

i (tj − Δt), Ni ∈ Z is a constant that represents the num-
ber of saved data points for the data stack of the ith target,
and tj ∈ [Δt, t] represents time points when measurements are
available.

The idea behind concurrent learning [36] is to utilize recorded
input and output data to identify the ideal weights. The data
points that are saved are selected to maximize the minimum
eigenvalues of

∑Ny

j=1

(
YT

y ,jYy ,j

)
and

∑Ni

j=1

(
YT

i,jYi,j

)
8. Using

(16) and (18), the adaptive update laws in (19) and (20) can be
rewritten in the following equivalent, but nonimplementable,9

7The limits used in the projection algorithm are based on the known bounds
on the unknown functions in (1) and (2). See [35, Sec. 4.4] for details of the
projection operator.

8See [37] for details on methods of selecting data.
9The update laws (21) and (22) contain W̃y and W̃i , respectively, which are

unknown.
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forms, respectively:

˙̂
Wy = proj

{

Γy σy eT
y + kCL,yΓy

Ny∑

j=1

YT
y ,jYy ,j W̃y

+kCL,yΓy

Ny∑

j=1

YT
y ,jEy ,j

⎫
⎬

⎭
(21)

˙̂
Wi = proj

{

ΓiK1,iσie
T
y + kCL,iΓi

Ni∑

j=1

YT
i,jYi,j W̃i

+kCL,iΓi

Ni∑

j=1

YT
i,jEi,j

⎫
⎬

⎭
(22)

for all t > Δt, where Ey ,j � Ey (tj ) and Ei,j � Ei (tj ). Addi-
tionally, during periods that the ith target is operating in the
unchased mode, the gradient term in (20) is turned OFF, i.e.,
∀t ∈ [tui,k , tci,k+1) ∀k ∈ N,

˙̂
Wi � proj

⎧
⎨

⎩
kCL,iΓi

Ni∑

j=1

YT
i,j

(
Δxi,j − Yi,j Ŵi

)
⎫
⎬

⎭
(23)

which can be rewritten as

˙̂
Wi = proj

⎧
⎨

⎩
kCL,iΓi

Ni∑

j=1

YT
i,jYi,j W̃i + kCL,iΓi

Ni∑

j=1

YT
i,jEi,j

⎫
⎬

⎭
.

(24)

V. STABILITY ANALYSIS

This stability analysis considers the behavior of the ith tar-
get when it is in the chased and unchased modes, and then
a combined switched systems analysis is provided to quantify
the behavior of the overall state trajectories. To facilitate the
analysis, the time periods before and after the FE condition is
satisfied are considered. The following analysis assumes that
the following FE10 conditions are satisfied [30], [31]

∃λy > 0, τy > Δt : ∀t ≥ τy , λmin

⎧
⎨

⎩

Ny∑

j=1

YT
y ,jYy ,j

⎫
⎬

⎭
≥ λy

(25)

∃λi > 0, τi > Δt : ∀t ≥ τi, λmin

⎧
⎨

⎩

Ni∑

j=1

YT
i,jYi,j

⎫
⎬

⎭
≥ λi

(26)

where λmin {·} refers to the minimum eigenvalue of {·}.
The stability analysis is developed as follows. Lemma 1

proves that during periods when a target operates in the chased
mode, the system states associated with the ith target decay

10The condition in (26) requires that the system be sufficiently excited, which
is a milder (can be satisfied in finite time τi ) condition than the typical PE
condition. For more information about the FE condition and how likely a given
system is to satisfy it, see [36], [38], and [39].

asymptotically prior to sufficient excitation (i.e., t ∈ [0, τi))
and are exponentially stable after sufficient excitation (i.e.,
t ∈ [τi,∞)). Lemma 2 shows that the target states remain
bounded for all bounded t when the ith target is operating in
the unchased mode. Considering these results, the overall tra-
jectories are analyzed in Theorems 1 and 2, and ultimate bounds
are provided for the system states associated with the ith tar-
get during the two time periods, respectively, provided that the
sufficient gain and dwell-time conditions are met.

To facilitate the following analysis, let Vi : R2n+nL1 +nL2 →
R be a positive definite, continuously differentiable candidate
Lyapunov function, defined as

Vi (zi (t)) � 1
2
x̄T

i x̄i +
1
2
eT

y ey

+
1
2
tr

(
W̃ T

i Γ−1
i W̃i

)
+

1
2
tr

(
W̃ T

y Γ−1
y W̃y

)

(27)

which can be bounded as

β1 ‖zi (t)‖2 ≤ Vi (zi (t)) ≤ β2 ‖zi (t)‖2 (28)

where zi (t) ∈ R2n+nL1 +nL2 is the stacked state vector, defined
as

zi �
[

x̄T
i eT

y vec
(
W̃i

)T

vec
(
W̃y

)T
]T

tr (·) denotes the matrix trace operator, vec (·) denotes a stack of
the columns of (·), and β1 , β2 ∈ R are known positive bounding
constants. Moreover, since the use of the projection algorithm
in (19) and (20) ensures that W̃y , Ŵy , W̃i , Ŵi ∈ L∞, then the
Lyapunov function candidate can also be upper bounded as

Vi (zi (t)) ≤ β3
∥
∥[

x̄T
i eT

y

]∥∥2 + β4 (29)

where β3 , β4 ∈ R are known positive bounding constants.

A. Target Operating in the Chased Mode

In this section, the ith target is the one currently operating
in the chased mode; however, for clarity in this analysis, the
subscript i will be used in lieu of the subscript c. This no-
tation is used to avoid confusion in the combined analysis in
Section V-C, where the state trajectories associated with the
ith target are considered over all time, switching between the
chased and unchased modes.

The following Lemma establishes stability of the ith target
during periods in which it operates in the chased mode.

Lemma 1: The controller given in (10) and (13), and the
adaptive update laws in (19) and (20) ensure that all sys-
tem signals associated with the ith target are bounded under
closed-loop operation and that ∀t ∈ [tci,k , tui,k ) ∀k ∈ N,

‖zi (t)‖2 ≤ β2

β1

∥
∥zi

(
tci,k

)∥∥2 e−λ1 , i (t−tc
i , k ) +

κ1,i

β1
(30)

where κ1,i ∈ R is a subsequently defined known positive con-
stant, provided that the gains are selected according to the
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sufficient gain conditions

k2,i ≥
3ᾱi

2αi

(31)

k3,i ≥
ᾱi

2
(32)

ks,i ≥ cN N,i (33)

where cNN,i ∈ R is a known positive constant that upper
bounds the residual function approximation error. Moreover,
provided the inequalities in (25) and (26) are satisfied (i.e.,

the trajectories are sufficiently exciting), then ∀t ∈
[
tci,k , tui,k

)
∩

[τi,∞) ∀k ∈ N

‖zi (t)‖2 ≤ β2

β1

∥
∥zi

(
tci,k

)∥∥2 e−λ2 , i (t−tc
i , k ) +

κ2,i

β1
(34)

where κ2,i ∈ R is a subsequently defined known positive
constant.

Proof: Using (11), (14), (21), and (22), the time derivative
of (27) during t ∈ [tci,k , tui,k ) ∀k ∈ N can be upper bounded
as

V̇i ≤ − k1,iαi ‖x̄i‖2 − ky ‖ey‖2 −
(

k2,i −
3ᾱi

2αi

)
‖x̄i‖2

−
(
k3,i −

ᾱi

2

)
‖ey‖2 + (cNN,i − ks,i) ‖ey‖

+
f̄i

4kn,iαi

+ cCL,i (35)

where cCL,i ∈ R is a known positive constant. Note that in (35),
the terms containing the NN weight estimation errors are both
upper bounded by zero since they are only negative semidefinite
during the learning phase (i.e., before enough data have been
collected). Provided the sufficient gain conditions in (31)–(33)
are satisfied, (35) can be upper bounded as

V̇i (zi (t)) ≤ −k1,iαi ‖x̄i‖2 − ky ‖ey‖2 + C1,i (36)

where C1,i � f̄i

4kn , i αi
+ cCL,i . Using (29), (36) can be upper

bounded as

V̇i (zi (t)) ≤ −λ1,iVi (zi (t)) + λ1,iβ4 + C1,i (37)

where λ1,i � 1
β3

min {k1,iαi, ky}. Applying the comparison
lemma [40, Lemma 3.4] to (37) yields

Vi (zi (t)) ≤ Vi

(
zi

(
tci,k

))
e−λ1 , i (t−tc

i , k ) +κ1,i (38)

∀t ∈ [tci,k , tui,k ) ∀k ∈ N, where κ1,i � (β4 + C1 , i

λ1 , i
). Using

(28), (30) can be obtained.
Once sufficient data have been collected (i.e., t ∈ [tci,k , tui,k ) ∩

[τy ,∞) ∩ [τi,∞)) and provided that the sufficient gain condi-
tions (31)–(33) are satisfied, the time derivative of (27) can be
upper bounded as

V̇i ≤ − k1,iαi ‖x̄i‖2 − ky ‖ey‖2

− kCL,yλy

∥
∥
∥W̃y

∥
∥
∥

2
− kCL,iλi

∥
∥
∥W̃i

∥
∥
∥

2
+ C1,i .

Furthermore, (28) can be used to show that

V̇i (zi (t)) ≤ −λ2,iVi (zi (t)) + C1,i (39)

∀t ∈ [tci,k , tui,k ) ∩ [τy ,∞) ∩ [τi,∞) ∀k ∈ N, where λ2,i �
1
β2

min{k1,iαi, ky , kCL,yλy , kCL,iλi}. Applying the comparison
lemma [40, Lemma 3.4] to (39) yields

Vi (zi (t)) ≤ Vi

(
zi

(
tci,k

))
e−λ2 , i (t−tc

i , k ) +κ2,i (40)

∀t ∈ [tci,k , tui,k ) ∩ [τy ,∞) ∩ [τi,∞) ∀k ∈ N, where κ2,i �
C1 , i

λ2 , i
. Then, (40) can be used with (28) to yield (34). �

B. Target Operating in the Unchased Mode

In this section, the states associated with the ith target are
shown to be bounded during periods when it is not the currently
chasedtarget. Here, the subscript i = c refers to the target that
is currently operating in the chased mode. These terms appear
due to the fact that the virtual and actual control laws in (10) and
(13), respectively, are designed in terms of the currently chased
target and, thus, will appear in this analysis with the inclusion
of the state ey in (27).

Lemma 2: During t ∈ [tui,k , tci,k+1) ∀k ∈ N, the system
states associated with the ith target remain bounded.

Proof: Provided that the sufficient gain conditions in (31)–
(33) are satisfied, and substituting (2), (14), (21), and (24), the
time derivative of (27) during t ∈ [tui,k , tci,k+1) ∀k ∈ N can be
upper bounded as

V̇i ≤ ᾱi ‖x̄i‖2 + ᾱi ‖x̄i‖ ‖xi,g‖ + ᾱi ‖x̄i‖ ‖ey‖

+ K1,i ᾱi ‖x̄i‖ ‖x̄c‖ + ᾱi ‖x̄i‖
∥
∥xc

i,g

∥
∥ + ‖x̄i‖ ‖fi‖

+ K1,i ‖ey‖
∥
∥WT

i σi

∥
∥ + K1,i ‖ey‖

∥
∥
∥Ŵ T

c σc

∥
∥
∥ − ky ‖ey‖2 .

(41)

Using Young’s inequality and (28), and upper bounding the term
‖x̄c‖ using the right-hand side of (30), (41) can be further upper
bounded as

V̇i (zi (t)) ≤ λ3,iVi (zi (t)) + C2,i (42)

where λ3,i , C2,i ∈ R are positive constants, and λ3,i =
1
β1

max
{

ᾱ i

2 (5 + K1,i) + 1
2 ,K1,i − ky

}
. Applying the com-

parison lemma [40, Lemma 3.4] to (42), and upper bounding,
yields

Vi (zi (t)) ≤
(
Vi

(
zi

(
tui,k

))
+ κ3,i

)
eλ3 , i (t−tu

i , k ) −κ3,i (43)

where κ3,i � C2 , i

λ3 , i
. Furthermore, ∀t ∈ [tci,k , tui,k ) ∩ [τy ,∞) ∩

[τi,∞) ∀k ∈ N (i.e., once enough data have been collected),
the term C2,i in (42) is replaced with a smaller constant C3.i

[C3,i < C2,i because (34) is used to upper bound the term ‖x̄c‖
instead of (30), and κ2,i < κ1,i], and the resulting differential
inequality yields the solution

Vi (zi (t)) ≤
(
Vi

(
zi

(
tui,k

))
+ κ4,i

)
eλ3 , i (t−tu

i , k ) −κ4,i (44)

where κ4,i = C3 , i

λ3 , i
. �
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C. Combined Analysis

In this section, switched systems analysis is used to show
that the states associated with the ith target converge to an
ultimate bound. First, (38) and (43) are used to develop an
ultimate bound during the learning phase (i.e., before enough
data have been collected), and then, an ultimate bound on the
states during the second phase (i.e., once learning has occurred)
is synthesized based on (40) and (44). To facilitate the analysis,
let ν1,i,ν2,i denote positive constants ∀i ∈ {1, 2, ..., nt}, where
ν1,i � eλ3 , i T

u
i (km,(k+1)m−1)−λ1 , i T

c
i (km,(k+1)m−1) , m ∈ N, λ1,i

is introduced in (37), and λ3,i is introduced in (42).
Theorem 1: The controllers in (10) and (13) and the adaptive

update laws in (19) and (20) ensure that all signals associated
with the ith target remain bounded for all time t ∈ [0, τ̄i), where
τ̄i � max {τy , τi}, and

lim sup
t

‖zi (t)‖2 ≤ ν2,i

β1 (1 − ν1,i)
eλ3 , i T

u
i , m a x (45)

where Tu
i,max � supkT u

i (km, (k + 1)m − 1), provided there
exists an m < ∞ and sequences {Δtci,k}∞k=0 and {Δtui,k}∞k=0
such that ∀k ∈ N, the sufficient condition

Tu
i (km, (k + 1) m − 1) <

λ1,i

λ3,i
T c

i (km, (k + 1) m − 1)

(46)
is satisfied.

Proof: Consider a single cycle of the ith target switching
from chased to unchased and back to the chased mode, i.e.,
t ∈ [tci,k , tci,k+1). Using (38) and (43), the evolution of Vi over
m cycles can be written as

Vi

(
zi

(
tci,(k+1)m

))
≤ ν1,iVi

(
zi

(
tci,km

))
+ ν2,i

where ν1,i < 1 provided (46) is satisfied. Let {si,k}∞k=0 be a se-
quence defined by the recurrence relation si,k+1 = M1,i(si,k ),
with initial condition si,0 = Vi(zi(tci,0)), where M1,i : R → R

is defined as M1,i(s) � ν1,is + ν2,i . Since ν1,i < 1, M1,i is
a contraction [41, Definition 9.22], and thus all initial condi-
tions si,0 approach the fixed point s = ν2 , i

1−ν1 , i
[41, Th. 9.23].

Since the sequence {si,k} upper bounds Vi , in the sense that
Vi(zi(tci,km )) ≤ si,k , Vi is ultimately bounded. However, since
the dwell-time condition in (46) is specified over m cycles rather
than a single cycle, Vi may grow within [tci,km , tci,(k+1)m ]. Thus,
the ultimate bound of zi is given by (45). �

The analysis in Theorem 1 shows that the closed-loop system
is ultimately bounded during the initial phase (i.e., t ∈ [0, τ̄i)).
To further reduce the ultimate bound on the states associ-
ated with the ith target, the following theorem uses (40)
and (44) to establish a smaller bound once sufficient exci-
tation occurs (i.e., t ∈ [τ̄i ,∞)). To facilitate the following
theorem, let ν3,i,ν4,i denote positive constants, where ν3,i �
eλ3 , i T

u
i (km,(k+1)m−1)−λ2 , i T

c
i (km,(k+1)m−1) , m ∈ N, λ2,i is

introduced in (39), and λ3,i is introduced in (42).
Theorem 2: The controllers in (10) and (13), and the adaptive

update laws in (19) and (20) ensure that all signals associated

with the ith target remain bounded for all time t ∈ [τ̄i ,∞) and

lim sup
t

‖zi (t)‖2 ≤ ν4,i

β1 (1 − ν3,i)
eλ3 , i T

u
i , m a x (47)

provided there exists an m < ∞ and sequences {Δtci,k}∞k=0 and
{Δtui,k}∞k=0 such that ∀k ∈ N, the sufficient condition

Tu
i (km, (k + 1) m − 1) <

λ2,i

λ3,i
T c

i (km, (k + 1) m − 1)

(48)
is satisfied.

Proof: This proof follows the same strategy as that of
Theorem 1 for t ∈ [tci,k , tci,k+1) ∩ [τ̄i ,∞). Provided (48) is sat-
isfied ν3,i < 1. By establishing {si,k}∞k=0 as a sequence defined
by the recurrence relation si,k+1 = M2,i(si,k ) with initial con-
dition si,0 = Vi(zi(tci,qi

)), where qi � argmink{tci,k > τ̄i} and

M2,i : R → R is defined as M2,i(s) � ν3,is + ν4,i , then fol-
lowing the same steps as in Theorem 1, the result in (47) can be
concluded. �

Remark 2: The main result11 of Theorems 1 and 2 [i.e., (45)
and (47), respectively] can be compared to a uniformly ulti-
mately bounded (UUB) result in a control system, but with the
inability to explicitly define the transient state behavior (analo-
gous to an asymptotic stability result) for the overall trajectories.
However, as is apparent in (38) and (43) for Theorem 1, and in
(40) and (44) for Theorem 2, a bound on the transient behavior is
defined in the stable and unstable subsystems (i.e., during each
activation of the chased and unchased modes, respectively). So
while this interesting information is lost in the final result for
an arbitrary switching strategy, the overall transient behavior
actually could be defined for a predetermined switching signal
(where it is preplanned exactly when to switch and to which tar-
get to switch), although that type of strategy makes little sense
for this herding application. This challenge arises from the exis-
tence of the constant terms in (38), (40), (43), and (44), as they
make the expressions incompatible with traditional switched
systems analysis tools, motivating the use of the method in this
paper.

Remark 3: Let T̄ c
tot ∈ R and T̄ u

tot ∈ R denote the average total
time target agents spend operating in the chased and unchased
modes, respectively. Using (46) and (48), an average dwell-time
condition for all target agents over all time can be written as

T̄ u
tot <

λchased

λunchased
T̄ c

tot (49)

where λchased � mini∈T {λ1,i , λ2,i} and λunchased � maxi∈T
{λ3,i}. Since only one target will operate in the chased mode
at any given time, for nt targets, the average total time targets
spend operating in the chased mode is T̄ c

tot � 1
nt

(
T̄ c

tot + T̄ u
tot

)
.

From (49), a sufficient condition for the maximum number of
target agents that a single herding agent can successfully regu-
late is nt < λchased

λunchased
+ 1.

11This result can be interpreted to state that as the system approaches steady
state (as time goes to infinity), the error signals associated with the ith target may
continue to grow and decay, but that the errors will be bounded by an expression
that is based on constants that can be manipulated to meet the desired objective
by tuning the gain selections and switching strategy.
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Algorithm 1: Switching Strategy.
while not all targets lie within the neighborhood of their
goal location do
1. herder selects the target furthest from the goal location
to be the chased target

2. chase target until ‖x̄c
i (t)‖ ≤ γr

∥
∥
∥x̄c

i

(
tui,k−1

)∥
∥
∥

3. break
end while

VI. RESULTS

To demonstrate the developed control strategy, the follow-
ing results are presented. First, simulations show the efficacy of
this control strategy when the herder is challenged with mul-
tiple targets, fleeing both the herder and their goal locations,
and results are provided showing that the herding objective is
accomplished and the function approximation scheme is effec-
tive. Then, experimental results are given, demonstrating the
ability to apply this strategy to a physical system including an
autonomous quadcopter herding agent, and six unactuated target
agents that respond to the quadcopter in an unknown way. Fi-
nally, the results of a parameter survey are presented, providing
data for interesting discussion on how to design the switching
strategy.

A. Implementation and Switching Strategy

Besides the need to model the unknown functions in (1)
and (2) in simulated trials, only the measurable states, de-
sired goal locations, and selected parameters (gains, initial
conditions, switching strategy, etc.) are required for imple-
mentation of this control strategy. There are numerous com-
puted parameters introduced throughout this paper, which are
only included for informational purposes in the analysis. Each
of the gain conditions, dwell-time conditions, and the num-
ber of targets condition are sufficient, not necessary, condi-
tions, and while informative, are not required to implement this
method.

For each of the following demonstrations, an agent is con-
sidered to be “herded” once it reaches a distance within the
tolerance, R ∈ R>0 , of their goal location. Once a target is
herded, it stops moving and is no longer considered in the
switching strategy. The control development and stability anal-
ysis is agnostic to the specific design of the herder’s switching
strategy, except for sufficient dwell-time conditions that must
be satisfied to ensure stability. The herder switching strategy
used in the following simulations and experiments is defined by
Algorithm 1, which depends on the herding ratio γr ∈ (0, 1)
and is selected such that the sufficient dwell-time conditions
[(46) for t ∈ [0, τ̄i)) , and (48) during t ∈ [τ̄i ,∞))] are met.
The analysis in Section V is completely agnostic to the design
of the switching strategy and, therefore, does not directly dictate
the selection of the herding ratio. In other words, the herding
ratio is a design parameter that is selected such that the dwell-
time conditions are satisfied and the controller performance is
acceptable.

B. Simulations

The following simulations are included to show how the de-
veloped strategy performs when tasked with herding targets
that have additional dynamics other than just fleeing the herder,
specifically that they also seek to avoid their prescribed goal
location. In addition, the simulations demonstrate the ability of
the function approximation strategy to estimate the true dynam-
ics. The machine used for all simulation trials featured an Intel
Core i5-2500 processor with 8GB DDR3 RAM and a 250GB
SSD.

For each simulation, the unknown functions in (2) were
selected to be

αi (‖xi − y‖) = aiexp
(
− 1

2σ
(xi − y)T (xi − y)

)

and

fi (x, y) = bix̄iexp
(
− 1

2σ
(xi − y)T (xi − y)

)

where ai ∈ R>0 , bi ∈ R>0 , and σ ∈ R>0 are unknown con-
stants, whereas the unknown function in (1) was chosen as
h (x, y) = 0, for simplicity. This model, taken from [9], dic-
tates that the targets are each repelled from the herder, while
also fleeing their goal location, with both behaviors scaled by
their distance to the herder. In other words, the targets are each
inclined to remain relatively stationary (similar to grazing) un-
less the herder is nearby, in this case, they flee the herder and
their goal location. The function approximation scheme given in
Section IV-B was used to learn and compensate for the unknown
dynamics in real time. For each of the three simulations, the
overall herder and target trajectories will be shown, as well as a
less cluttered plot showing just the starting and ending positions
of each agent. In addition, the target herding error norms and
target dynamics function approximation percent error ηi ∈ R≥0
are given for each simulation.

1) Simulation 1. All Agents to Origin: This simulation
tasked a single herder with the objective of regulating
eight target agents from their initial positions to a com-
mon neighborhood about the origin. The parameters were se-
lected as a = [6.2 7.3 6.7 7.6 7.4 6.9 7.1 7.7], b =
[0.68 0.71 0.62 0.77 0.73 0.69 0.63 0.61], σ = 2,
γr = 0.65, and the goal neighborhood radius R = 2.5 m. In
Fig. 1, the overall paths of all agents are shown, whereas just
the starting and ending positions are shown in Fig. 2. Fig. 3
shows the target error norms and Fig. 4 shows the plot of the
target velocity function approximation percent error for this
simulation.

2) Simulation 2. Agent Formation: The second simulation
also features one herder and eight targets, with the same dy-
namics parameters as in Simulation 1, but with the herding
objective dictating that each target be regulated to different lo-
cations in the workspace, resulting in a predefined target agent
formation. For this simulation, the herding ratio was selected to
be γr = 0.45, and the goal neighborhood size was R = 2.0 m.
The overall paths of all agents are shown in Fig. 5, whereas
the starting and ending positions are shown alone in Fig. 6.
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Fig. 1. Simulation 1: Overall trajectories for all agents are shown.

Fig. 2. Simulation 1: This figure shows the starting and ending positions of
each agent to clearly show that the herding objective is accomplished.

Fig. 3. Simulation 1: The target error norms are shown.

Figs. 7 and 8 show the target error norms and the function
approximation percent error, respectively.

3) Simulation 3. Formation in Three Dimensions (3-D):
The third simulation demonstrates the ability of herding in
3-D space, with one herder and four targets. To define the
dynamics of the targets, the parameters were selected to
be a = [10.2 11.3 10.7 11.6], b = [3.0 4.2 3.8 4.5],

Fig. 4. Simulation 1: Function approximation percent error for the target
dynamics is shown.

Fig. 5. Simulation 2: Trajectories of each agent are shown.

σ = 2.5. The herder in this simulation is tasked with regulat-
ing the target agents to a tetrahedron-shaped formation near the
origin, as seen in the ending configuration shown in Fig. 9(a).
The herding ratio was selected to be γr = 0.35, and the goal
neighborhood size was R = 1 m. The three-dimensional paths
of all agents are shown in Fig. 9(b). The target error norms are
given in Fig. 10, whereas the function approximation percent
error is shown in Fig. 11.

C. Experiments

Experiments12 were performed to illustrate the performance
of the developed controller. First, two experiments with different
objectives were conducted using the Parrot Bebop 2 quadcopter
and unactuated paper targets in Fig. 12 to demonstrate the effi-
cacy of the proposed approach. Then, a series of addition trials
were performed to study the effect that the herding ratio parame-
ter has on performance. The Parrot Bebop 2 quadcopter platform
served as the herding agent while the targets were mobile plat-
forms constructed from paper plates and poster board, designed
to slide on the lab floor without tipping over. Each target was

12A video of a typical run of Experiments 1 and 2 is available at [42].
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Fig. 6. Simulation 2: This figure shows the starting and ending positions of the
herder and each target agent. After starting in a roughly 20 m diameter circle
formation around the origin, the targets final configuration resembles a wide
“X” pattern.

Fig. 7. Simulation 2: Target error norms are shown, with each being regulated
to the 2 m tolerance.

constructed from a paper plate on the top and bottom, fastened
to varying heights of colored poster board, with arbitrarily sized
pieces of cardboard glued inside, to create cylinders of different
sizes and weights. Although the herder hovers above targets lo-
cated on the ground plane, these experiments were implemented
as though all agents were operating on the same plane (i.e., the
herder was restricted to a particular altitude and executed the de-
signed controller in two-dimensional space). The curved shape
of the top edges of the target agent platforms allow the column
of air generated by the quadcopter propellers to cause nearby
target agents to slide away from the herder. In each experiment,
the herder (quadcopter) was tasked with relocating six targets
to specific locations without knowledge of the herder–target in-
teraction (i.e., the dynamics of the paper targets sliding on the
floor and the aerodynamic forces from the quadcopter acting on
the paper targets are unknown).

The centralized machine used for all computations and re-
sponsible for sending velocity commands to the herder agent
featured an Intel Core i7-8700 processor with 32GB DDR4
RAM and a 250GB SSD. A NaturalPoint, Inc. OptiTrack

Fig. 8. Simulation 2: Target dynamics function approximation percent error
is shown.

Fig. 9. Simulation 3: (a) Starting and ending positions of each target agent
are shown. The dotted lines connecting the agents are included to help display
the 3-D formation of the ending configuration. (b) 3-D paths of each agent are
shown, with each agents path shown as a solid line.

Fig. 10. Simulation 3: Norms of the target errors are shown. Each target agent
is regulated to the desired threshold of 1 m.

motion capture system was used to record the position of each
agent at all times for feedback control at a rate of 120 Hz.

1) Experiment 1. All Agents to Origin: For Experiment 1, the
herder was tasked with regulating a set of six randomly dispersed
agents to a neighborhood about the origin. The herding ratio was
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Fig. 11. Simulation 3: This figure shows the function approximation percent
error for the 3-D simulation.

Fig. 12. Parrot Bebop 2 quadcopter used for the herder as well as the paper
platforms that represent the targets is shown. The markers seen on each agent
are infrared reflectors arranged in unique configurations, which are used with
the NaturalPoint, Inc. OptiTrack motion capture system to track the positions
of each agent for feedback control at 120 Hz. Each target agent platform has
a different height and weight, and are designed to slide without tipping on the
floor shown.

selected to be γr = 0.25, and the goal neighborhood size was
R = 0.6 m. Fig. 13 shows the overall paths and starting and
ending positions of all agents. Fig. 14 depicts the norms of each
target error.

2) Experiment 2. Separate Agents by Color: The objective
for the Experiment 2 was to regulate the target agents to different
locations based on their color (the color of each agent is known).
The herding ratio and goal neighborhood size were selected to
be γr = 0.6, and R = 0.5 m, respectively. Fig. 15 depicts the
starting and ending positions of the pink and yellow targets,
and the path that each agent traversed. Target error norms for
Experiment 2 are depicted in Fig. 16.

3) Experiment 3. Method Comparison: The setup for this
group of experiments is identical to that in Experiment 1, for
the purpose of comparing the method in this paper to the SMC

Fig. 13. Experiment 1: Herder and target paths from initial locations denoted
by circles and final locations denoted by X’s, where the dotted lines represent
the path of each agent. The final location of all target agents are regulated within
the goal radius denoted by the light gray circular region.

Fig. 14. Experiment 1: Shown here is the norm of the target herding errors.
Each target agent is regulated within the desired threshold of 0.6 m.

in [29]. For two different values of the herding ratio γr , the
average target error is plotted for the compared methods. Fig. 17
shows the average target errors for γr = 0.5 and Fig. 18 shows
the same for γr = 0.8. Furthermore, Table I shows the average
root-mean-square (rms) error (x̄aveRMS ) and average time-to-
completion (TTC) for each controller, demonstrating that this
method slightly out performs the SMC in [29].

4) Experimental Parameter Survey: Using the same experi-
mental setup as in Experiments 1 and 2, this section details the
results of several trials with different values for the herding ra-
tio. Table II compares the average rms error (p-value = 0.025)
and TTC (p-value = 0.003) for multiple different herding ra-
tio values for the Experiment 1 objective. Similarly, Table III
displays the results of the average rms error (p-value = 0.001)
and TTC (p-value = 0.011) for multiple different herding ratio
values for the Experiment 2 objective.

VII. DISCUSSION

A. Simulations Discussion

The unknown interactions between the herder and targets
were approximated using an NN for each target. Each NN
consisted of L1 = 200 basis functions, with centers randomly
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Fig. 15. Experiment 2: The herder and target paths from initial locations
denoted by circles to final locations denoted by X’s, where the dotted lines
represent the path of each agent. The final location of all target agents are
regulated within the goal radius denoted by the yellow or pink shaded circular
regions.

Fig. 16. Experiment 2: Norm of the target herding errors are shown, each
regulated within the desired threshold of 0.5 m.

initialized throughout four 4 × 4 m quadrants around the
herder, and standard deviations of 0.5 m. During the
simulations, the function approximation error for each target
would decay during the periods that target was selected as the
chased target, and would remain stationary when in the un-
chased mode. As seen in Figs. 4, 8, and 11, sometimes there
would be a small spike in approximation error when a target
was switched back into the chased mode, but it would promptly
decay again, demonstrating the effectiveness of the proposed
function approximation strategy.

For Simulation 1, where the objective entailed regulating all
targets near the origin, the target error norms would actually
grow slightly over time, as seen in Fig. 3. This was caused by
the fact that the defined model dictated that the targets’ desire
to flee the herder and goal location is scaled by that target’s
proximity to the herder. So when all targets are being sent to
the same location, they are more likely to be in close proximity
to the herder, and thus more aggressively move away from the
herder and goal. This led to the active behavior within about
30 m of the origin seen in Fig. 1, where the herder being so
close to the targets caused increased fleeing speeds.

Fig. 17. Experiment 3: The average norm of the target errors for γr = 0.5.
The SMC from [29] was slightly outperformed by the method in this paper.

Fig. 18. Experiment 3: Average norm of the target errors for γr = 0.8. This
method performed slightly better than the SMC from [29].

TABLE I
CONTROL METHOD COMPARISON

In contrast, the Simulation 2 objective involved all targets
being regulated to unique locations in the workspace, resulting
in a final target formation. In this case, Fig. 7 shows the target
error norms growing slightly at first, before being quickly driven
down. Once the targets are mostly separated, the targets become
less and less likely to be influenced by the herder inadvertently,
and each target can be methodically driven to its goal location.
It is quite interesting that, while certain herding ratios yielded
better results than others, the distinct behaviors between the two
objectives described earlier would always be somewhat evident.

The results from Simulation 3 exhibited behaviors similar to
Simulation 2, while also demonstrating that the method in this
paper is not limited to a two-dimensional (2-D) plane. With less
targets, higher a

b ratios, and a smaller goal tolerance in this case,
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TABLE II
PARAMETER SURVEY 1

TABLE III
PARAMETER SURVEY 2

it can be seen in Fig. 10 that the targets very nearly reach the
goal a few times before finally arriving.

B. Experiments Discussion

The NN for each target agent used L1 = 200 basis functions,
with centers randomly initialized throughout four 2 × 2 m
quadrants around the herder, and standard deviations of 0.3 m.
The herder estimated the repulsion effects that it exhibited on
each target in the quadcopter body frame, meaning that target
velocity vectors pointing in the forward direction of the quad-
copter had positive magnitude, and those pointing in the opposite
direction were negative.

The learning scheme, considering only the magnitudes of
the interactions based on herder–target relative positions, was
unable to identify other apparent interactions, such as those
that are velocity dependent. For instance, the effect that the
herder may have on a target 1 m away while stationary may be
drastically different from the effect it has on a target 1 m away
while moving. Additionally, forces due to friction between the
paper platform and the floor will vary depending on the velocity
of the platform.

For the two different experiment setups, the average rms error
and the time to complete a successful run varied in interesting
ways depending on the value of the herding ratio γr . Based
on the results in Tables II and III, the best values for γr were
those closer to 0.5, which provides a good balance of minimiz-
ing long travel time between switches while still being able to
separate clustered targets. For the first objective, higher values
of γr yielded slightly better average rms errors, but the highest
average TTC resulted from the highest herding ratio, with the
perceived “sweet spot” being around γr = 0.6. Similarly for
the second objective, the best average TTC values were seen
with the middle values of γr , but the rms errors were less in-
formative in this case. This may be in part due to the fact that
many more random target collisions and obstructions occur in
the early parts of these trials, as all agents are initially placed
relatively close together. The best trials for the second objective
used the herding ratio γr = 0.4.

The method in this paper was also compared to the method
that solves the one versus many indirect herding problem in [29].
As seen in Figs. 17 and 18, this method yields better average
errors than the SMC method, which is also confirmed by the
results of the trials shown in Table I.

VIII. CONCLUSION

This paper considered the challenging indirect herding prob-
lem, where a single controlled agent is responsible for regulating
the position of a numerous indirectly controlled agents to de-
sired set points. A unique constraint to this problem was the fact
that the herder was outnumbered by the target agents, which
motivated the need for a switched systems analysis and the de-
velopment of a dwell-time condition that informe the herder of
the minimum time that it must pursue a particular agent be-
fore it pursues a different agent. To account for the challenge
that the motion of each target agent can only be indirectly con-
trolled through an unknown distance-based herder–target influ-
ence function, NNs were used along with a concurrent learning
strategy that facilitated the dwell-time condition development.
A herder control law and sufficient dwell-time conditions were
developed using Lyapunov-based stability analysis to ensure
UUB regulation of nt uncertain heterogeneous target agents
to their goal locations. Simulations and experiments were per-
formed to demonstrate the performance of the theoretical re-
sults for an example herding strategy. An interesting extension
to this paper is a case with multiple herders along with some
form of coordination strategy. For example, the results in [27]
and [28] provided a foundation for such considerations. Ad-
ditionally, in scenarios where vision sensing is required to lo-
calize targets, herding objectives may still be accomplished by
leveraging techniques from [43] to ensure reliable feedback.
Other considerations could include limitations of the herding
agent (i.e., control saturation, mobility constraints), velocity-
dependent herder–target interactions, offline NN training to im-
prove performance, and dealing with additional challenges as-
sociated with different switching strategies.
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