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Approximate dynamic programming (ADP) has emerged as a leading method for

solving optimal control problems using reinforcement learning (RL) with many benefits

and also many open research problems. Model-based methods allow for off-trajectory

learning, but they require exact model knowledge. When exact model knowledge is not

readily available a priori, approximate models can be used to obtain approximations

of the optimal value function and the optimal control policy. This dissertation focuses

on the intersection of optimality and uncertainty by filling the gaps in the literature

and advancing real-time learning in ADP. Specifically the methods developed in this

dissertation highlight the advancements of approximate optimal control in the presence

of unknown model dynamics with stability guarantees.

Chapter 1 provides an literature overview containing background on RL and RL in

control, actor-critic methods, and ADP. An outline of the dissertation is also provided in

this chapter. The subsequent chapters of this dissertation elaborate on the evolution

of system identification techniques for ADP in the presence of unknown systems for

different problems.

Chapter 2 introduces a hierarchical agent to facilitate switched ADP. The standard

switched ADP result lacks guidance on how/when to switch. This chapter introduces

a framework that uses hierarchical reinforcement learning (HRL) to create a switching

pattern. Previous results contained unsupervised switching, and this chapter provides
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a method for supervised switching to be used to achieve optimality by using a hierarchy

to optimize a selected performance method. The hierarchical agent selects which

subsystem to switch to based on which subsystem yields the lowest value function

approximation at that time. The control objectives are to minimize the infinite-horizon

cost function of each subsystem and to design a switching rule that yields a lower cost

for switching between subsystems. Uniformly ultimately bounded (UUB) regulation of

the system states to a neighborhood of the origin, and convergence of the approximate

control policy to a neighborhood of the optimal control policy, are proven using a

Lyapunov-based stability and dwell-time analysis. Simulation results are presented to

show that implementing the developed HRL controller yields a total cost of 37% less

than the total cost of implementing one ADP sub-controller and an improved rise time.

Chapter 3 introduces a deep system identification approach to the classical pursuit-

evasion herding game. This chapter develops an approximate optimal policy for a pur-

suing agent to indirectly regulate an evading agent coupled by an unknown interaction

dynamic. ADP is used to design a controller for the pursuing agent to optimally influence

the evading agent to a goal location. Since the interaction dynamic between the agents

is unknown, integral concurrent learning (ICL) is used to update a Lyapunov-based deep

neural network (Lb-DNN) to facilitate sustained learning and system identification. The

integral data collected online is used to update the output-layer weights and optimize

the inner-layer features of the Lb-DNN in a new ICL-based deep learning technique.

The contribution of this chapter lies in the fact that this is the first time ICL has been

used in a DNN system identifier framework. The deep learning and approximate optimal

architecture is informed by a Lyapunov-based analysis that ensures UUB convergence

of the states as well as estimation of the control policy to within a neighborhood of the

optimal control policy. The simulation shows that the pursuer is able to intercept and

regulate the evader towards the desired goal location and that the Lb-DNN system

identifier outperforms the shallow NN system identifier.
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Chapter 4 uses DNNs to facilitate function approximation through multiple parts

of the ADP process. Within the context of ADP, a DNN has been used for online

system identification; however, a DNN has not been used for online value function

approximation. The standard actor-critic framework in ADP uses a single neural network

(NN) to approximate the optimal value function. This chapter presents the first method

of using a DNN to improve the value function approximation, and thus improving the

optimal control policy approximation, with real-time adaptation. Two separate DNNs are

used for simultaneous online value function approximation and system identification.

A Lyapunov-based stability analysis that accounts for piecewise-in-time continuous

dynamics is used to show UUB states and derive the analytical adaptation law for the

outer layer weights of the Lb-DNN. The presented simulation results show that the deep

value function approximation method results in 95.04% improvement in BE minimization

and 5.06% faster convergence.

In Chapter 5, an adaptive DNN-based system identifier is developed to update the

dynamics fully online. This dissertation presents the first ADP result with Lyapunov-

based real-time weight adaptation laws for each layer of the DNN, with stability guar-

antees. A robust integral of the sign of the error (RISE)-based dynamics observer is

developed to provide a secondary estimate of the dynamics. The difference between

the two estimates is calculated as an identification error which is used to develop a

least squares adaptive update law. The least squares adaptation law is used with a

bounded gain forgetting factor to update the weights of all layers of the DNN. UUB

convergence of the DNN weight estimation error, provided the Jacobian of the DNN

satisfies the persistence of excitation (PE) condition, is shown via a Lyapunov-based

stability analysis. Simulation results show that the Lb-DNN yields 65.73% improved root

mean square RMS regulation error, 31.82% improved RMS controller error, and 78.97%

improved RMS function approximation error in comparison to the previously developed

multi-timescale DNN.
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Chapter 6 concludes the dissertation by highlighting the contributions of each

chapter. Additionally, future extensions of the work in this dissertation are proposed in

this chapter.
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CHAPTER 1
INTRODUCTION

1.1 Literature Review

1.1.1 Reinforcement Learning

RL is a framework in which an agent (or controller) learns behavior via feedback

from interacting with its environment. An agent learns behaviors through trial and

error interactions with its environment, based on “reinforcement” signals from the

environment. Over the past few decades, the potential of RL has motivated researchers

in machine learning, intelligent systems, and artificial intelligence communities [1].

In a general RL model, an agent interacts with its environment by taking actions.

Each interaction typically proceeds as follows: the agent receives inputs that indicate the

state of the environment, and then the agent selects and takes an action. After taking

an action in some state, the agent receives a scalar reward from the environment, which

gives the agent an indication of the quality of that action. This action changes the state

of the environment, transitioning it to a “better” or a “worse” state which is interpreted

by the agent by either a reward or a penalty from the environment. The amount of the

reward/penalty has the effect of a reinforcement signal to the agent. The function that

indicates the action to take in a certain state is called the policy. The agent aims to find

a policy that maximizes the total accumulated reward, also called the return, through a

trial and error learning process. The function representing this estimated return is known

as the value function. The value function allows the agent to make indirect use of past

experiences to decide on future actions to take.

RL can be formulated as the process of bringing the current policy estimate and

the corresponding value function estimate closer to the optimal policy and the optimal

value function. The two components that ususally make up RL consist of estimating the

value function based on the current policy and improving the policy by making it greedy

with respect to the current estimate of the value function. Improving the policy greedily
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means selecting the actions where the value function shows the highest expected

return. This general process facilitates learning via reinforcement; see [2–15].

RL is thought of as a third machine learning paradigm, alongside supervised

learning and unsupervised learning [16]. RL differs from supervised and unsupervised

learning mainly in the kind of feedback received from the environment. In supervised

learning, labeled input and output datasets are used to train/supervise learning where

the model can measure its accuracy and learn overtime. In unsupervised learning,

underlying hidden structures and patterns are sought out in collections of unlabeled data

without any assistance or supervision. In RL, on the other hand, the agent only receives

a more general, composite reward/punishment signal, and learns from this using an

operating principle of increasing the amount of reward it receives over time [1].

1.1.2 Reinforcement Learning for Control

RL enables a cognitive agent to learn desirable behavior from interactions with its

environment. In control theory, the desirable behavior is typically quantified using a cost

function, and the control problem is formulated as the desire to find the optimal policy

that minimizes a cumulative cost. RL techniques were first used for control systems

in [17–19].

In [20], Richard Bellman first introduced dynamic programming to study multistage

decision processess. He defined the concept of a policy as a rule that determines the

optimal decision/control. Dynamic programming-based methods use a state value

function or an action value function. The state value function is the expected reward

from starting from a certain state under a certain policy. The action value function, or

Q-function, is the expected reward from starting from a state and performing certain

actions. The Q-function assigns each state-action pair a value, which is the total optimal

cost when the action is performed in the state and the optimal policy is followed.

Dynamic programming is made up of two methods, policy evaluation and policy

improvement, and was first introduced in the following probabalistic formulation. Policy
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evaluation, which can also be thought of as policy prediction, finds the value function for

a given arbitrary policy. An initial condition is arbitrarily selected, and then the Bellman

equation is used as an update rule for the following approximations. Policy improvement

constructs a new policy that greedily improves the policy. The combination of policy

evaluation and policy improvement is called generalized policy iteration. In generalized

policy iteration, starting with a random policy, the value function is evaluated, and then

the policy is greedily improved, and then a new value function is evaluated, and then the

policy is greedily improved again alternating until the unique optimal policy is found. In

generalized policy iteration the cost of the control is not completely evaluated at each

step, instead only the current cost estimate towards that value is updated. The control

policy is not fully updated to the greedy policy for the new cost estimate, but the policy is

only updated towards the greedy policy. Most dynamic programming-based approximate

optimal control methods consist of generalized policy iteration [16, 21–24]. The policy

iteration algorithm was first developed by Bellman in [20], and then a policy improvement

theorem was provided in [25] for Markov processes.

In continuous time, the policy evaluation step aims to find a solution to the general-

ized Hamilton-Jacobi-Bellman (HJB) equation. The HJB equation is the continous-time

counterpart of the Bellman equation for discrete-time systems. The HJB equation is first

introduced in [26] for a fixed policy. The policy improvement step aims to improve the

policy by solving the minimization problem for a fixed value function.

Some disadvantages of policy iteration are that each of its iterations involves policy

evaluation which requires multiple sweeps through the state set while only reaching

convergence at the limit and that an initial admissable policy is required. Through a

method called value iteration, policy evaluation is shortened as it is stopped after just

one sweep (one update of each state) [16]. In other words, there is no need to wait

for the policy to converge. Value iteration is a generalized policy iteration algorithm

for discrete-time systems. Value iteration uses Bellman’s recurrence relation, which is
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the discrete time counterpart of the HJB equation, as an update rule, similar to policy

iteration. Also, the initialization is not required to be a Lyapunov function or a value

function corresponding to an admissible policy. Therefore, value iteration does not

require an initial admissible policy like policy iteration.

The applicability of classical dynamic programming techniques like policy iteration

and value iteration is limited by the curse of dimensionality and the need for model

knowledge. In results like [27–31], the need for model knowledge is circumvented

by developing a policy iteration algorithm that converges to the optimal solution of

the discrete-time linear quadratic regulator (LQR) problem using Q functions, which

is known as Q-learning. Q-learning is a technique to compute the optimal policy

and the associated value function based on state and input observations without

model knowledge. Watkins introduced this technique in his thesis [32] and provided a

complete convergence proof in [33] which was the first convergence result for dynamic

programming-based RL for a continuous system.

Q-learning was first only applied to the LQR problem because of additional com-

plexities associated with computing the feedforward term in the linear quadratic tracking

(LQT) problem. An online model-free solution is developed in [28] using a reinforcement

Q-learning algorithm to the infinite-horizon LQT for discrete-time systems. Results such

as [29] and [30] use Q-learning for continuous linear systems. One of the disadvantages

of Q-learning is that the learning process is expensive for the agent since every state-

action pair needs to be visited frequently to get convergence. Q-learning is classified as

an online value iteration method. Advantage updating was proposed as an extension of

the Q-learning algorithm [31]. Advantage updating does not require a model to be given

or learned. It can be implemented in continuous-time and provides faster convergence,

but there are no stability results.
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1.1.3 Approximate Optimal Control

In classic optimal control, if full state knowledge is assumed and if the system

dynamics are modeled by linear dynamics and the cost functional is quadratic in the

state and control, then the optimal control problem can be solved through Riccati

equations. If the system is modeled with nonlinear dynamics or the cost functional is not

quadratic, then the optimal control problem depends on solving the HJB equation. Since

it is difficult to find an analytical solution to the HJB equation, classical optimal control

techniques are of limited use for nonlinear systems, and there have been many research

aims dedicated to approximating the HJB equation.

Open-loop solutions for approximating the HJB equation are presented in [34–38].

In [34], the problem is reduced to a two-point boundary-value problem which can be

solved by various methods. In [35], the authors reduce the optimal bilinear control prob-

lem to successive iterations of a sequence of Riccati equations, and in [36] the same

problem is further reduced to successive approximations of a sequence of Lyapunov

equations. In [37], the authors reduce the bilinear control problem to a sequence of

linear control problems that converge uniformly to the optimal bilinear control. In [38],

the nonlinear optimal control problem is cast in the form of a nonlinear programming

problem. In this method, the point that solves the nonlinear programming problem is the

optimal path of the system. Unfortunately, open-loop control is undesirable for practical

systems because it lacks feedback of the system. Closed-loop approximations of the

HJB equation have resulted in several promising approaches.

The authors in [39–42] present a perturbation method. Perturbation methods

assume that the nonlinear system is a perturbation of a linear system. The optimal cost

and control are assumed to be analytic and are expanded in a Taylor series. These

papers employ various techniques to find the first few terms in the series. The first term

is the solution of the matrix Riccati equation resulting from linearizing the system about

the origin. The next term is a third-order approximation to the control and can also be
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expressed as matrix equations. The process usually terminates after the first two terms

since the higher-order terms need the solution of a linear partial differential equation.

The theory of viscous solutions is another method for approximate optimal control.

Normally, the solution to the HJB needs to be differentiable over the domain of interest

for it to be defined in a classical sense. For the theory of viscosity solutions, a contin-

uous function can be defined as the unique solution to the HJB equations that do not

admit continuous solutions. The viscosity solution to the HJB equation equals the value

function of the associated optimal control problem. Therefore, the viscosity solution and

the classical solution are identical if the solution of the HJB equation is differentiable.

Other numerically approximated viscous solutions including finite difference and

finite element approaches have since been investigated. In [43], a discrete approxi-

mation to the continuous-time, deterministic optimal control problem is analyzed. The

approximate solutions are interpreted as value functions of discrete time control so

that a minimizing sequence of constant contols can be constructed. The basic idea is

to approximate the system equations by an Euler formula. Then the discrete dynamic

programming problem is solved. The result in [44] shows improved convergence using a

Runge-Kutta formula instead of Euler’s method to approximate the system dynamic.

Using a finite-element method, [45] looks at stationary systems and uses an

algorithm for finite-time problems with continuous and impulse control. Following the

previous work in [46], the non-stationary case is considered. A similar approach is

considered for infinite-time horizon problems in [47] where the HJB is solved via the

viscosity solution related to the infinite horizon deterministic control problem. The

method converges to the viscosity solution and presents the error estimates for the

convergence of the algorithm.

The main disadvantage of both finite-element and finite-difference methods is that

they require a discretization of the state space. Discretization is problematic because
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of the computational burden and a large amount of data is required to be stored and

recalled in real-time for feedback control, i.e. Bellman’s curse of dimensionality.

To avoid discretizing the state space, Galerkin’s spectral method (projection) was

developed. Previously, successful application of the policy iteration method was limited

for nonlinear systems. Galerkin’s spectral method uses Galerkin’s spectral approxi-

mation methods to solve the nonlinear Lyapunov equations for the policy evaluation

step in the policy iteration algorithm. The curse of dimensionality does not disappear

completely, as it shows up as weighted averages of the dynamics over a compact set,

but this creates more possible solutions for dealing with the dimensionality issues.

Galerkin’s spectral method is used to approximate the generalized HJB equation, and

the generalized HJB equation is used to approximate the HJB equation. The resulting

control is in feedback form and stabilizes the closed-loop system. The authors in [48]

build on the previous result by combining successive approximation and Galerkin ap-

proximation methods to develop closed-loop control laws with well-defined stability

regions. In [49] the authors use successive approximation to reduce the HJB equation

to a sequence of linear partial differential equations; then Galerkin’s spectral method is

used to approximate them.

Approximate Q-learning (AQL) for nonlinear continuous systems is presented in

results such as [50–52]. In [50] the steepest descent Q-learning algorithm to obtain

the optimal approximation of the Hamiltonian is implemented. A convex optimization

problem that characterizes the best approximation of the Q-function within a given

class is formulated; however, closed-loop stability of the developed controller is not

analyzed. The experimental results in [51] show that the AQL method performs better

than the conventional Q-learning method. AQL is used because of its ability to solve the

nonlinear optimal control problem when model knowledge of the plant is unavailable.
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As a result of function approximation errors, the AQL algorithms can just give a near-

optimal solution, and [52] includes a quantitative analysis result of the the error bound

between the optimal cost and the actual cost.

Another method, which will be the focus of the rest of this document, is approximate

dynamic programming (ADP) which is essentially a juxtaposition of RL and dynamic

programming ideas [1]. ADP is an approach to balance computational demands with

optimal decision-making. An optimal policy is obtained by solving the HJB equation, but

since the solution to the HJB is intractable in general, actor-critic-based RL methods can

be used to approximate the value function and the optimal controller.

1.1.4 Actor-Critic Methodology

Before discussing ADP, the necessary actor-critic-based RL methods must be

defined. Several classes of RL algorithms include actor-only, critic-only, and actor-critic

methods. The methods that learn approximations of both the policy and the value

function are referred to as actor-critic methods. In these methods, the actor references

the learned policy and the critic references the learned value function.

The actor-only methods use optimization procedures on a parameterized family of

policies. The methods are advantageous because a spectrum of the continous actions

can be generated. However, usually policy gradient optimization methods are used

and these suffer from high variance in the estimates of the gradient which results in

slow learning [53]. In policy gradient (actor-only) methods, instead of approximating

the value function, the policy is directly approximated by computing the gradient of the

cost functional with respect to the unknown parameters in the approximation of the

policy [54–56]. Both policy iteration and value iteration are typically critic-only methods

and can be considered as special cases of generalized policy iteration [16]. The

critic-only methods use temporal difference learning and have a lower variance in the

estimates of expected returns [57]. Critic methods learn the policy by selecting greedy

actions. Therefore, actions are selected where the value function shows the highest
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expected return. The actor-critic methods, which are modern policy gradient methods,

use an approximation of the value function to estimate the gradients. These methods

are helpful for implementing generalized policy iteration algorithms because they

combine the benefits of the actor-only and critic-only. The actor supplies the advantage

of continuous actions without needing to implement optimization procedures on a value

function, and the critic allows for the actor to update with gradients that have lower

variance via its estimate of the expected return leading to faster learning. Additionally,

the combined actor-critic methods usually have better convergence properties than

critic-only methods [53].

The idea of learning with a critic first appeared in [58, 59] where the state-space

was partitioned to make the computations tractable. Further development of critic based

methods to learn optimal actions in sequential decision problems appears in [60–62].

Actor-critic methods initiated in [63] for systems with finite state and action-spaces,

and in [64] for systems with continuous state and action-spaces using neural networks

(NNs) to implement the actor and the critic. For deterministic systems, the analysis of

the actor-critic convergence properties can be found in [65] and [66]. For stochastic

systems, they can be found in [53].

The iterative nature of actor-critic methods makes them particularly suitable for

offline computation and for discrete-time systems, which is why RL has been mostly

constrained to problems where discrete actions are taken in discrete time steps based

on the observation of the discrete state of the system. The drawbacks of discretization

are that the control output is not smooth which can result in poor performance, the

number of states and the number of iteration steps can become very large which

requires a large memory storage and many learning trials, and in order to keep the

number of states manageable, an elaborate partitioning of the variables has to be found

using prior knowledge. Research motivated by these shortcomings eventually extended

the concept of ADP to apply actor-critic methods online to continuous-time systems.
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Some benefits of a continuous framework are that a smooth control performance

can be achieved, an efficient control policy can be derived using the gradient of the

value function, and the function approximation and numerical integration algorithms

determine how to partition the state, action and time. For nonlinear continuous-time

systems, the HJB equation is used since it is the continous-time counterpart of the

Bellman equation.

A continuous-time formulation of actor-critic methods was first developed by

Doya in [67] which is one of the first papers to use RL for continuous-time dynamical

systems without a priori discretization of time, state, and action. A set of RL algorithms

is proposed for nonlinear dynamical systems based on the HJB equation for infinite-

horizon discounted reward problems. Algorithms are derived for estimating value

functions and for improving polices with the use of function approximators.

First, the authors determine methods for learning the value function by minimizing

a continuous-time form of the temporal difference error or the Bellman error (BE). Then

the continuous actor-critic method and a value gradient based policy are formulated

to improve the policy using the value function. In [67], the value function and the

optimal policy do not depend explicitly on time, which is convenient for using function

approximators to estimate them. The actor and the critic weights are tuned continuously

using an adaptive update law. The developed algorithms can be used to simultaneously

learn and utilize an approximate optimal feedback controller in real-time for nonlinear

systems; however there are no stability or convergence results stated.

Convergence properties of actor-critic methods for continuous-time systems where

both the networks are tuned simultaneously are examined in [68], and a Lyapunov-

based analysis that examines both convergence and stability properties of an online

implementation of the actor-critic method is developed in [69]. The standard actor-critic

fomulation discussed next is based on the algorithms in [67] and the analysis techniques

in [69].
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ADP uses NNs to approximately solve dynamic programming forward-in-time,

therefore avoiding the curse of dimensionality. The value function can be approximated

using the Stone-Weierstrass Theorem to approximate a function with a single layer

NN. The value function can be represented as an NN with a user-defined vector of

basis functions, an ideal weight vector, and a function approximation error. The function

approximation error can be made arbitrarily small by increasing the number of basis

functions. Approximate policy iteration is model-free and estimates the weights with

the critic weight. Approximate generalized policy iteration is model-based and the

minimization occurs over a specific trajectory as opposed to the whole state space in

model-free [70, 71]. Unfortunately, these algorithms cannot generally be shown to be

stabilizing, and therefore are not well-suited for online optimal feedback control and

learning. The two-network actor-critic framework is utilized to overcome this by ensuring

stability of the system during learning.

The optimal value function is replaced with a parametric estimate resulting in the

NN representation, and the optimal control policy is replaced with a parametric estimate

resulting in the NN representation. Both sets of weights are used to estimate the same

set of ideal weights. The accuracy of the actor and critic estimates to their ideal weight

values is measured by the BE. The BE is zero without approximation; hence, it is a

measure of the suboptimality. Therefore, the goal is to minimize the BE.

1.1.5 Approximate Dynamic Programming

Werbos proposed ADP as an effective adaptive learning control approach to solve

optimal control problems forward-in-time [19]. Werbos defined actor-critic online learning

algorithms to solve the optimal control problem based value iteration, which does not

require an initial stabilizing control policy [17, 72]. He defined a family of value iteration

algorithms, which he termed ADP algorithms, where he used a critic NN for value

function approximation and an actor NN for approximation of the control policy. ADP
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combines the advantages of the learning algorithms previously discussed in this review

and can be implemented in discrete-time or continuous-time.

Solving the discrete-time HJB equation is more difficult than solving the discrete-

time Riccati equation that is used for linear systems because it involves solving non-

linear partial differential equations. Several results have used dynamic programming-

based techniques and NNs to investigate solving the discrete-time nonlinear optimal

control problem such as [73, 74]. Heuristic dynamic programming (HDP) techniques

were utilized by [73] to develop an iteration-based solution to the HJB, and it was shown

that the algorithm converges to the optimal control policy and the optimal value func-

tion that solves the HJB equation. Two NNs are utilized in the implementation of this

algorithm to learn the optimal control policy and to learn the optimal cost function. The

reconstruction errors of the NNs are ignored, and the internal dynamics are considered

unknown whereas the control coefficient matrix has to be known. An iterative solution

to the generalized HJB equation is proposed in [74] and a nearly optimal state feedback

control law for affine nonlinear discrete-time systems is derived. The complete dynamics

of the affine nonlinear system are assumed to be known. A single NN is utilized to learn

the cost function while, again, the NN reconstruction errors are considered negligi-

ble. Due to the assumption that there are no NN reconstruction errors, it is unlikely to

continue to grow as a research thread where other threads are more applicable.

To implement ADP on discrete-time systems, partial knowledge of the system

dynamics must be known, in addition to the value of the controlled plant one step ahead.

Since it can be challenging to obtain partial knowledge of the system dynamics, [75]

developed an approach where the need for partial knowledge of the system is relaxed.

The authors develop a NN system identification scheme to learn the system dynamics

online. The NN system identification is achieved by asserting that the reconstruction

errors lie within a small-gain type norm bounded conic sector. The identification errors

are proven to converge to zero asymptotically even with the NN reconstruction error.
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Furthermore, ADP training takes place offline using the learned NN model to yield the

optimal control law. The iterative NN system identification scheme is shown to converge

to the optimal solution. Therefore, there is no requirement of explicit knowledge of

the system dynamics because an online learned NN model is utilized for the offline

ADP training. While intriguing, these results lack a stability analysis for guaranteed

performance and cannot be applied to a patient population.

More discrete-time results include [76–79]. In [76], multilayer NNs are used to

design an optimal tracking neuro-controller for discrete-time nonlinear dynamic systems,

and generalized back-propogation through time is used to solve a finite horizon tracking

problem with offline training of NNs. Multiple results [77–79] investigate greedy HDP

based algorithms to transform nonautonomous systems into autonomous systems to

achieve approximate convergence of the value function to the optimal value function. In

[77], the optimal tracking controller is composed of two sub-controllers: the feedforward

controller and the feedback controller. The feedforward controller is designed by an

implicit function theorem, while the feedback controller uses the greedy globalized HDP

iteration algorithm. Three NNs are used to facilitate the implementation; the model

network, the critic network, and the actor network. In [78], an iterative ADP algorithm

to design a finite-horizon near-optimal tracking controller is developed for a class of

discrete-time nonlinear systems. The ADP via HDP technique is introduced to solve for

the optimal tracking controller that gets the cost function within an ε error bound of the

optimal value. The result in [79] is one of the first results to solve the optimal tracking

control problem with ADP, specifically by the HDP iteration algorithm. The optimal

tracking problem is transformed into an optimal regulation problem which then uses the

greedy HDP iteration algorithm to assess the convergence of the regulation problem.

The common problem with these discrete-time system approaches is the lack of an

accompanying stability analysis.
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In contrast to the previous results, [80] develops a time-based optimal controller

design for affine nonlinear discrete-time systems without using value and policy iteration.

Therefore, a closed-loop stability analysis is introduced which is not possible with value

and policy iteration-based ADP methods. The framework learns the HJB equation and

the optimal control policy online and forward-in-time using NNs. Real-time control is

introduced where the cost function and the control policy are updated with respect to

time at each sampling instance.

ADP approximation techniques are used on continuous-time systems in [81]

and [82] to address the tracking problem. In these results, the value function and

controller are time-varying functions of the tracking error. The authors in [82] develop

a single online approximator (SOLA)-based framework to learn the HJB equation and

optimal control input online and forward-in-time in comparison to [81] where two online

approximators are used. The boundedness of the system states and the success of

the optimal cost\HJB function and control input are ensured by an online parameter

tuning law thoughout the learning process. An initial stabilizing control is not required for

stability such as in the previous result in [81]. In [82], the optimal regulation and tracking

control of affine nonlinear continuous-time systems with known dynamics is achieved

using a SOLA-based scheme. The SOLA-based adaptive approach is designed to learn

the infinite horizon continuous time HJB equation and its corresponding optimal control

input.

The authors in [83] proposed a new formulation of the proportional algorithm which

converges to the optimal control solution without using internal dynamics of the system.

Furthermore, [70] extends the result in [83] to nonlinear continuous-time systems where

the knowledge of the input-to-state dynamics is still required. The algorithms used in

these results were based on sequential updates of the critic and actor NNs. For the

implementation of these NNs, while one is tuned, the other remains constant. These

ADP methods still cannot be applied directly to unknown general nonlinear systems.
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Motivated by the previous results, [84] is the one of the first papers to apply the

ADP method to the continuous-time optimal control tracking problem with unknown

general nonlinear dynamics. In [84], a data-driven model based on a recurrent NN

is proposed to reconstruct the unknown system dynamics. Input-output data is used

so that knowledge of known nonlinear dynamics is not required. The authors add an

adjustable term related to the modeling error to the data-driven model. The adjustable

term guarantees that the modeling error will converge to zero. The input-output data-

driven model is used to design the controller. The controller in [84] consists of the

steady-state controller, the optimal feedback controller, and a robustifying term. The

goal of the steady-state controller is to achieve the desired tracking performance at the

steady-state stage. The goal of the optimal feedback controller is to stabilize the state

tracking error dynamics at the transient stage in an optimal way. The critic and actor

NNs are updated simultaneously as opposed to sequentially in most existing literature at

the time. While both of these results have contributions, time does not live on a compact

set for the infinite horizon optimal control problem. Therefore, it is not explained how the

NNs can approximate the time-varying value function and controller since the tracking

error is an input.

Also, inspired by the previous results in [83] and [70] synchronous update laws

for actor and critic were first introduced in [69] as synchronous policy iteration. Syn-

chronous policy iteration is an online adaptive algorithm which involves simultaneous

tuning of both actor and critic NNs and an extremal version of the generalized policy

iteration introduced in [16] where the algorithm learns the optimal solution to the HJB

equation online in real-time. The method in [69] requires complete system model knowl-

edge. Also, [69] introduces a nonstandard ’normalized’ critic NN tuning algorithm, along

with guarantees for its convergence based on a persistence of excitation (PE) condi-

tion, and adds nonstandard extra terms to the actor NN tuning algorithm to guarantee

closed-loop stability.
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Motivated by the work in [69], [85] proposes an actor–critic–identifier to approxi-

mately solve the continuous-time infinite horizon optimal control problem for uncertain

nonlinear systems. A continuous-time control-affine nonlinear dynamical system is

considered in the following. The difference from [69] is that knowledge of the system

drift dynamics is not required. The actor-critic-identifier framework, seen in Figure

1-1, is composed of the actor and critic NNs to approximate the optimal controller

and optimal value function respectively and an identifier dynamic NN to estimate the

system dynamics online. Learning of the actor, critic, and identifier is simultaneous

and continuous. The result in [85] is the first indirect adaptive control approach to RL

where an identification-based online learning scheme is applied. The actor NN uses a

gradient-based update law, the critic NN uses a least-squares-based update law, and

the identifier dynamic NN uses a combination of a Hopfield-type component [86] with a

robust integral of sign of the error (RISE) component [87]. Uniformly Ultimately Bounded

(UUB) stability of the closed-loop system is guaranteed with the use of a PE condition

as well as exponential convergence to the neighborhood of the optimal control. The

diagram in Figure 1-1 contains the framework used in [85].

Figure 1-1. Actor-critic-identifier framework
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In [88], a new controller is developed for ADP tracking problems for continuous-

time nonlinear systems. In trajectory tracking problems, the value function explicitly

depends on time. The tracking error and the desired trajectory both serve as inputs

to the NN. A different HJB equation is required to be solved where its solution is a

time-varying function of the tracking error. The partial derivative of the value function

with respect to the desired trajectory is included in the HJB equation. The technical

challenges that come with a time-varying optimal control problem are highlighted in [88].

The problem must be converted so that value function is a time-invariant function of

the transformed states allowing the value function to be approximated using a NN.

The problem must be reformulated as a stationary optimal control problem so that the

time invariant value function can be approximated using the NN function approximation

techniques. The time-invariant optimal value function can be interpreted as a time-

varying map [88, Lemma 1.] is used to prove that it is positive definite and decrescent

and therefore can be used as a candidate Lyapunov function. To transform the time-

varying optimal control problem into a time-invariant optimal control problem, a new

concatenated state is defined consisting of the tracking error and the desired trajectory.

The value function (critic) weights are updated to minimize the BE using a normalized

least squared update law, and the policy (actor) weights are updated to track the critic

weights. The drawbacks of this result, are that PE is required and the dynamics must be

known.

Convergence of the parameter estimates to a neighborhood of their ideal values is

required to achieve convergence of the RL-based controller to a neighborhood of the

optimal controller. Gradient descent-based and least squares update laws generally

require PE in the system to attain parameter convergence, yet it is impossible to

guarantee PE a priori. The unknown value function parameter estimates are updated

based on evaluation of the BE along the system trajectory. Subsequent challenges

are that the system states need to be persistently excited, and the BE needs to be
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evaluated over enough points in the state space to result in a good approximation.

Sufficient exploration in a neighborhood around the desired trajectory is necessary so

that information around the desired trajectory can be used to learn the value function.

For the stochastic systems in [16,50,53], a randomized stationary policy is used. For the

deterministic systems in [69, 75, 85, 89], a probing noise is added to the derived control

law. Other results in [28, 90, 91] add an exploration signal to the control input to ensure

sufficient exploration in the desired region of the state space. However, for nonlinear

systems there are no analytical methods to compute the appropriate exploration signal,

and the exploration signal is not included in the stability analysis.

For the BE to measure the quality of the value function estimate, it needs to be

evaluated along the system trajectories. Similarly, state derivative estimators can only

estimate the state derivative along the system trajectories. In [92], the aforementioned

challenges are addressed for an infinite horizon optimal regulation problem on a

nonlinear, control affine plant with linear in the parameters uncertainties in the drift

dynamics by observing that if the system dynamics are known, the BE can be computed

at any desired point in the state space. Therefore, unknown parameters in the value

function can be adjusted using least squares minimization of the BE evaluated at

arbitrary points in the state space. The results of [92] indicate that convergence of the

unknown parameters in the value function is guaranteed provided the selected points

satisfy a rank condition that is weaker than the PE condition. Sufficient exploration

can be achieved based on appropriate selection of the points in the state space. If the

system dynamics are partially unknown, an estimate of the system dynamics can be

used for the BE to be evaluated at any desired point in the state space.

The aforementioned method, called BE extrapolation, is used to facilitate simulation

of experience, since a model is used to evaluate the BE at unexplored points in the state

space and is gaining experience from exploration. Simulation of experience has been

investigated in results such as [4,15] for stochastic model-based RL, but these problems
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are solved offline and system stability during the learning phase is not analyzed. In [92],

a concurrent learning (CL)-based parameter estimator is developed to exponentially

identify the unknown parameters in the system model, and the parameter estimates are

used to compute an approximation to the BE. The unknown parameters in the value

function are updated based on the approximate BE. UUB regulation of the system states

to a neighborhood of the origin, UUB convergence of the parameter estimates, and

UUB convergence of the developed policy to the optimal policy, is established using a

Lyapunov-based analysis.

The authors combine the results in [88] and [92] to provide an approximate online

adaptive solution to the infinite-horizon optimal tracking problem for control-affine

continuous-time nonlinear systems with unknown drift dynamics using model-based

RL with a CL-based system identifier to simulate experience in [93]. As mentioned

previously, the trajectory tracking result in [88] requires exact model knowledge. Since

the optimal tracking problem requires knowledge of the steady-state controller, the

extension to uncertain systems presents technical challenges because obtaining a good

estimate of the desired steady-state controller and using the estimation error in the

stability analysis are quite complex. In [93], the authors use the technique developed

in [92] to obtain an estimate of the steady-state controller using CL-based system

identifiers. Since the use of an estimate in place of the true steady-state controller

results in additional approximation errors that could threaten the stability during the

learning phase, [93] analyzes the stability of the closed-loop system. The error between

the actual steady-state controller and the estimate is included in the stability analysis by

examining the trajectories of the concatenated system under the implemented control

signal.

Previous work in [91] shows the PE condition is relaxed to a finite excitation

condition using integral RL along with experience replay, where each evaluation of the

BE is interpreted as gained experience, and these experiences are stored in a history
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stack and are repeatedly used in the learning algorithm to improve data efficiency.

In, [93] a different approach is used where a dynamic system identifier is developed

to generate a parametric estimate of the drift dynamics. Therefore, experience can

be simulated by extrapolating the BE over unexplored off-trajectory points of the

state space. Optimal policy learning laws can utilize simulated experience along with

experience gained and stored along the state trajectory. The CL-based identifier system

from [92] is used to relax the PE condition and simulate experience by evaluating the BE

over unexplored areas of the state space [94].

1.2 Outline of Dissertation

Chapter 2 leverages supervisory control methods within the ADP framework.

Supervisory control methods provide alternatives to traditional continuously-tuned

adaptive control laws and are useful when traditional control methodologies based on

a single continuous controller do not provide satisfactory performance [95]. Switching

between multiple controllers is orchestrated by a supervisory agent that uses data

obtained to dictate the active control policy at each instance of time [95].

Supervised switching can be used in the context of optimality by using a hierarchy

to optimize a certain performance index. The infinite-horizon value function is a valuable

metric to observe because it provides the cost-to-go of implementing its respective opti-

mal controller [96]. Supervisory control approaches have been used to obtain optimality

in [97–100]. Many results in this field do not consider nonlinear systems because it is

challenging to solve optimal control problems for nonlinear systems. However, recent

advancements in [101–103] have created a framework for approximating optimal control

policies online, and these methods can be integrated into a supervisory control problem.

For unknown systems, i.e., systems that contain unknown parametric uncertainties,

the optimal value function cannot be determined offline; hence, there is a need to

approximate it online. Due to the parametric uncertainties, it is difficult to know which

controller yields the lowest cost for the system. The HRL framework exploits the
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generalized policy iteration technique introduced in Section 1.1.2 to decide which

controller to select. For multiple different cost functions, policy improvement is used to

calculate an approximate optimal controller, and policy evaluation is used to calculate

a value function approximation. A hierarchical agent is developed that compares the

value function approximation of the several approximately optimal lower-level controllers

as a metric to select which controller should be active in the feedback loop; i.e, the

hierarchical agent selects the controller associated with the least approximated cost-to-

go at each instance in time. Since the system model contains parametric uncertainties,

then an estimate of the system model must be used for BE extrapolation. An integral

concurrent learning (ICL)-based parameter identifier, as in [104], is used in the feedback

loop of the HRL structure with the supervisory agent to identify the unknown drift

dynamics online.

At each instance in time, the HRL closed-loop system continuously switches

between control policies, resulting in a switched system. In general, switched systems

are challenging to analyze due to discontinuities and instantaneous growth of the

Lyapunov function(s) [105]. Switching between multiple stable subsystems can result in

an unstable switched system; hence, a switched systems stability analysis is motivated

[106]. Since optimal value functions are generally distinct between subsystems, and

are a part of the candidate Lyapunov function for each subsystem, a common Lyapunov

function cannot be constructed. Hence, a multiple Lyapunov function-based approach

is motivated. One way to ensure stability using multiple Lyapunov functions is to ensure

that each subsystem remains active a minimum amount of time (i.e., a minimum

dwell-time analysis [105, Ch. 3]) or to establish an upper bound on the number of

switches in any given time interval (i.e., an average dwell-time analysis [105, Ch. 3]).

While a switched ADP technique that uses a minimum dwell-time analysis is available

in [107], the analysis therein assumes that the optimal value function is upper and lower

bounded by quadratic functions. In [107, Assumption 6], a very restrictive bound on
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the optimal value function in the Lyapunov function is used to facilitate an exponential

result; however, for general nonlinear systems, the assumption cannot be verified. The

Lyapunov-based switched system stability analysis in Chapter 2 relaxes that previous

assumption.

The contribution of Chapter 2 is the development of an HRL-based framework that

uses a hierarchical supervisory control strategy to determine the policy corresponding

to the lowest cost-to-go between lower-level ADP controllers and optimize the corre-

sponding subsystem. The hierarchical framework identifies which controller should be

active at a given time and generates a switching signal indicating the most desirable

switching pattern based on comparing multiple value function estimates. A Lyapunov-

based dwell-time analysis is used to establish stability while relaxing the constraints

and assumptions in [107]. The dwell-time analysis uses a Lyapunov-based stability

theorem that is generally applicable to switched systems where all subsystems can be

shown to be UUB using multiple Lyapunov-like functions. Simulation results show that

implementing the developed HRL controller yields a total cost that is 37% less than the

total cost of implementing one ADP sub-controller and an improved rise time.

Chapter 3 and the result in [108] consider an indirect herding problem where a

pursuing agent is tasked with intercepting and regulating an evading agent to a desired

goal location through an interaction dynamic. Optimal solutions for indirect herding

problems are sought in [109–111] using tools such as dynamic programming and

calculus of variations. Drawbacks of such methods include computational inefficiency,

due to the curse of dimensionality, and the need for known dynamics. ADP can be

used as an alternative approach. The previous ADP indirect herding result in [112]

used a shallow NN (SNN) to approximate the unknown drift dynamics; however, recent

evidence shows that using a deep neural network (DNN) for system identification results

in improved tracking performance [113].

36



Previously, [113] used an Lb-DNN for a control affine system with CL. CL is an

adaptive update scheme that uses input/output data to guarantee parameter con-

vergence without requiring persistent excitation. CL requires estimates of the state

derivatives if the true values are not known or measurable. In Chapter 3, we are gen-

eralizing to a larger class of systems that are not control affine, and not even directly

controlled, by using ICL to remove the need to measure the state derivatives. In existing

literature, DNNs have never been used within an ICL-based system identification tech-

nique. The result in [112] used ICL solely for the output weights in an SNN, but now we

develop a framework that uses the integral data to additionally train the Lb-DNN inner

features by optimizing an integral form of the loss.

In Chapter 3, a multi-timescale Lb-DNN, similar to the one introduced in [113]

and [114], is used for system identification. A multi-timescale framework is used to

merge typically offline deep learning techniques with online adaptation to result in

real-time deep learning (lifelong learning). In contrast to those previous works, this

multi-timescale framework consists of output-layer weights being updated in real-time

via an ICL-based adaptive update law and inner-layer features being updated concurrent

to real-time via iterative batch updates training on integrated data sets. The challenges

associated with applying this framework to the ADP-based indirect herding problem

include piecewise-in-time discontinuities in the dynamics estimate, adaptation laws,

and closed-loop error system from the iterative updates of the inner-layer features.

These challenges restrict the adaptive update law used in [114] from being used in this

problem, resulting in a new analysis used in this chapter that considers piecewise-in-

time discontinuities. Simulation results demonstrate the performance of the developed

method and the improved function approximation compared to an SNN.

Building on the DNN-based system identifier introduced in Chapter 3, Chapter

4 introduces a joint DNN-based system identification and DNN-based value function
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approximation technique for ADP. Recent results in ADP have leveraged the multi-

timescale Lb-DNN introduced in [114]. Within the context of ADP, the multi-timescale

Lb-DNN in [114] has been used for online system identification in [108, 113, 115,

116] and Chapter 3; however, deep learning has not yet been used for simultaneous

online value function approximation, which could be especially beneficial given the

complexity of approximating the solution to the HJB equation for nonlinear systems.

Some RL-based results, such as the deep Q network (DQN) approach in [117], have

investigated using DNNs to learn the action-value function. The result in [117] uses the

AQL method introduced in Section 1.1.3, and was one of the first to address instability

concerns when nonlinear function approximators are used to approximate the action-

value function (or Q-function). The popular deep deterministic policy gradient (DDPG)

method in [118] combines insights from the DQN in [117] with the actor-critic approach.

Specifically, in [118], DNN function approximators are used to approximate the action-

value function within an actor-critic, model-free algorithm. While the methods in [117]

and [118], AQL and DDPG, that train DNNs offline are useful tools, they lack the ability

to adapt in real-time (i.e., lack lifelong learning). In adversarial environments, if an

adversary modifies the environment or the features of the offline-trained DNN, this could

result in instability of the dynamical system (e.g., a vehicular crash). Hence, to build

robust tools for adversarial, changing, or unknown environments, there is motivation to

implement deep RL methods that update online to facilitate lifelong learning.

In Chapter 4, leveraging the results in [108, 113, 114] and Chapter 3, two separate

Lb-DNNs are used for simultaneous online system identification and value function ap-

proximation. The multi-timescale Lb-DNNs used for simultaneous system identification

and value function approximation use adaptation policies to update the output-layers of

the Lb-DNN weights in real-time. Concurrently to real-time execution, data is collected

and DNN training algorithms are performed iteratively for the inner-layer weights using
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Adam [119]. Similar to batch updates, the slower timescale update of the inner-layer fea-

tures results in a time-varying switch, which introduces piecewise-in-time discontinuities

into the dynamics estimate. Hence, a Lyapunov-based stability analysis that accounts

for piecewise-in-time continuous dynamics is used to show uniform ultimate bounded-

ness of the states and derive the analytical adaptation law for the outer layer weights

of the Lb-DNN. The contribution of this chapter lies in the multi-timescale Lb-DNN

approach to value function approximation. Value function approximation corresponds

to the policy evaluation step in the generalized policy iteration method introduced in

Section 1.1.2. In policy evaluation, the BE is used to update the value function ap-

proximation. This chapter provides a framework to use deep policy evalutation where

the off-policy data points collected through BE extrapolation are used to update the

output-layer weights of the Lb-DNN in real-time and are also used in the loss function

to update the inner-layer features concurrent to real-time. The comparative simulation

results show that the deep policy evaluation method results in 95.04% improvement in

BE minimization and 5.06% faster convergence.

Chapter 5 advances the deep learning techniques in Chapters 3 and 4. Previous

works have used linear parameterization (cf., [120–122] and Chapter 2), NNs (cf., [93,

104,112, 123,124]), and DNNs (cf., [108,113,115, 116] and Chapters 3 and 4) to obtain

an approximation of the dynamics. Chapter 3 shows that DNN-based approximators

yield better approximation of the dynamics when compared to single-layer NNs and

[113] shows that DNN-based approximators improve system performance. However,

the aforementioned results, known as multi-timescale DNNs, update only the output-

layer weights in real-time, whereas the inner-layer weights are updated iteratively by

minimizing a loss function based on datasets obtained over discrete training intervals.

As a result, the inner-layer weights are not updated via adaptive update laws. Moreover,

there are no guarantees provided on the identification of inner-layer weights under any

sufficient excitation condition.
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Recent advancements in adaptive control provide Lb-DNN controllers with real-time

updates for all weights for several architectures in [125–131]. Although these recent

online DNN results eliminate the restriction of offline training and allow for sustained

learning, they are designed to address the trajectory tracking problem based on tracking

error feedback, and are not applicable to perform system identification for ADP due

to the lack of parameter convergence guarantees. Thus, it is desirable to construct

adaptation laws to identify the system for incorporation in ADP.

A common challenge in system identification is the lack of availability of state-

derivative information. Previous results such as [108, 115, 116] and Chapter 3 use

integrators to eliminate the requirement of state derivative information. However,

integrators do not assist in identifying the inner-layer weights due to the nonlinear

parameterization of the DNN. Additionally, the nonlinear parameterization also makes it

difficult to yield performance guarantees on the system identification.

This chapter introduces the first ADP method involving an Lb-DNN as an adaptive

system identifier. The developed identifier uses a least squares adaptation law with

a bounded gain forgetting factor to update the weights of all layers of the DNN. To

overcome the challenges posed by the lack of state-derivative information, we construct

a RISE-based observer that provides a secondary estimate of the dynamics. While

the RISE-based observer can provide an estimate of the dynamics, it would only be

an instantaneous estimate and could not be used in BE extrapolation. The difference

between the two estimates is calculated as an identification error which is used to

develop a least squares adaptive update law [132]. Through a combined Lyapunov-

based stability analysis, the system identifier composed of the DNN and RISE-based

dynamics observer is shown to exponentially converge to a neighborhood of the DNN

weight estimation error, provided the Jacobian of the DNN satisfies the persistence of

excitation (PE) condition. Simultaneously, the approximate DNN-based model is used

to achieve approximate BE extrapolation. The resulting ADP formulation is shown to
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achieve convergence of the developed control policy to a neighborhood of the optimal

control policy. Comparative simulation results show that the adaptive DNN yields 65.73%

improved RMS regulation error, 31.82% improved controller error, and 78.97% improved

function approximation error in comparison to the previously developed multi-timescale

DNN.

1.3 Notation

For notational brevity, time-dependence is omitted while denoting trajectories of the

dynamic systems. For example, given the trajectories x : R≥0 → Rm and y : R≥0 → Rn,

the equation f + h (y, t) = g (x) should be interpreted as f (t) + h ((y (t)) , t) = g (x (t)).

The Jacobian
[
∂f(x,y)
∂x1

T
, . . . , ∂f(x,y)

∂xn

T
]
is denoted by ∇xf (x, y). Unless otherwise specified,

let ∇ ≜ ∇x. A square diagonal matrix with elements of vector y on the main diagonal is

denoted by diag(y). Matrices of ones and zeros with n rows and m columns are denoted

by 1n×m and 0n×m, respectively. An n × n identity matrix is denoted by In×n. Both the

Euclidean norm for vectors and the Frobenius norm for matrices are denoted by ∥·∥.

The vectorization operator is denoted by vec (·). The operator λmin (·) represents the

minimum eigenvalue of the argument.The cardinality of a set A is denoted by |A|. Let

the subscript p define the quantity or function belonging to the pth subsystem of the

overall system. Let p ∈ P, where P ⊂ N and |P| < ∞ represent a family of switched

subsystems.

The space of essentially bounded Lebesgue measurable functions is denoted by

L∞. The pseudo-inverse of full row rank matrix A ∈ Rn×m is denoted by A+, where

A+ ≜ A⊤ (AA⊤)−1. The right-to-left matrix product operator is represented by
↶∏

, i.e.,
↶
m∏
p=1

Ap = Am . . . A2A1 and
↶
m∏
p=a

Ap = I if a > m. The Kronecker product is denoted by

⊗. Function compositions are denoted using the symbol ◦, e.g., (g ◦ h)(x) = g(h(x)),

given suitable functions g and h. Given w ∈ R and some functions f and g, the notation

f(w) = Om(g(w)) means that there exists some constants M ∈ R>0 and w0 ∈ R such

that ∥f(w)∥ ≤ M ∥g(w)∥m for all w ≥ w0. Given some matrix A ≜ [ai,j] ∈ Rn×m, where
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ai,j denotes the element in the ith row and jth column of A, the vectorization operator is

defined as vec(A) ≜ [a1,1, . . . , an,1, . . . , a1,m, . . . , an,m]
⊤ ∈ Rnm. The space of continuous

functions with continuous first n derivatives is denoted by Cn. The notation
a.a.t.

(·) denotes

that the relation (·) holds for almost all time (a.a.t.). Given any A ∈ Rp×a, B ∈ Ra×r, and

C ∈ Rr×s, the vectorization operator satisfies the property [133, Proposition 7.1.9]

vec(ABC) = (C⊤ ⊗ A)vec (B) . (1–1)

Differentiating (1–1) on both sides with respect to vec (B) yields the property

∂

∂vec (B)
vec(ABC) = C⊤ ⊗ A. (1–2)

A function y : Iy → Rn is called a Filippov solution of ẏ = h(y, t) on the interval

Iy ⊆ R≥0, given some Lebesgue measurable and locally essentially bounded function

h : Rn × R≥0 → Rn, if y is absolutely continuous on Iy, and ẏ ∈ K [h] (y, t) for almost all

t ∈ Iy, where K [·] denotes the Filippov set-valued map defined in [134, Equation 2b].
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Figure 1-2. Diagram of ADP-based literature review results
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CHAPTER 2
HIERARCHICAL REINFORCEMENT LEARNING-BASED SUPERVISORY CONTROL

OF UNKNOWN NONLINEAR SYSTEMS

In this chapter and the work in [120], a supervisory control approach using HRL is

developed to approximate the solution to optimal regulation problems for a control-affine,

continuous-time nonlinear system with unknown drift dynamics. This result contains two

objectives. The first objective is to approximate the optimal control policy that minimizes

the infinite-horizon cost function of each ADP sub-controller. The second objective is

to design a switching rule, by comparing the approximated optimal value functions of

the ADP sub-controllers, to ensure that switching yields a lower cost than not switching.

An ICL-based parameter identifier approximates the unknown drift dynamics. UUB

regulation of the system states to a neighborhood of the origin, and convergence of

the approximate control policy to a neighborhood of the optimal control policy, are

proven using a Lyapunov-based stability and dwell-time analysis. Simulation results are

presented which demonstrate the effectiveness of the developed method. Implementing

the developed HRL controller yields a total cost that is 37% less than the total cost of

implementing one ADP sub-controller and an improved rise time.

2.1 Problem Formulation

Consider a continuous-time, control-affine nonlinear dynamical system

ẋ = f (x) + g (x)u (2–1)

where x ∈ Rn denotes the system state trajectory, u ∈ Rm denotes the control input,

f : Rn → Rn denotes the drift dynamics, and g : Rn → Rn×m denotes the control

effectiveness.

Assumption 2.1. The function f is an unknown locally Lipschitz function and f (0) = 0.

Furthermore, ∇f : Rn → Rn×n is continuous.
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Assumption 2.2. The function g is a known locally Lipschitz function, bounded such

that 0 < ∥g (x)∥ ≤ g ∀x ∈ Rn, where g ∈ R>0 is the supremum over all x of the maximum

singular values of g (x).

2.1.1 Control Objective

Let P ⊂ N with P < ∞ represent a family of subsystems, and let the subscript p

define the quantity or function belonging to the pth subsystem of the overall system. Let

p ∈ P, where P ⊂ N and |P| < ∞ represent a family of switched subsystems. The cost

function

Jp (x, up) =

� ∞

t0

Qp (x) + u⊤p Rpup dτ, (2–2)

denotes the cost of running subsystem p the entire time. The cost function

Jp(t) (x, u) =

� ∞

t0

Qp(t) (x) + u⊤p(t)Rp(t)up(t) dτ, (2–3)

denotes the cost of switching between subsystems. The control objective is to solve the

infinite horizon optimal regulation problem online i.e. find an optimal control policy u that

minimizes the cost functional for the pth subsystem and to design the switching rule so

that the cost in (2–3) is smaller than the cost in (2–2).

In (2–2), Qp : Rn → R≥0 is a positive definite (PD) cost function where Qp satisfies

qp (∥x∥) ≤ Qp (x) ≤ qp (∥x∥) for qp, qp : R≥0 → R≥0, and Rp ∈ Rm×m is a user-defined

constant PD symmetric cost matrix.

The infinite horizon value function (i.e. the cost-to-go) for the pth mode V ∗
p : Rn →

R≥0 is defined as

V ∗
p (x) ≜ min

u∈U

� ∞

t

Qp (x) + u⊤p Rpup dτ, (2–4)

where U ⊆ R is the action space for up.
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Remark 2.1. While each subsystem has the same set of dynamics, each has a different

state penalty function Qp, a different cost penalty matrix Rp and, thereby, a different re-

spective controller. There are a user-defined number of cost functions that yield different

desirable behavior, but since (2–1) is unknown a priori, supervised switching between

the cost functions with different parameters will result in different expressions for (2–4),

which motivates selecting the V ∗
p with the lowest value for the specific unknown system.

Assumption 2.3. The optimal value function V ∗
p is continuously differentiable for all

p ∈ P [92].

The optimal value function is the solution to the corresponding HJB equation

0 = ∇V ∗
p (x)

(
f (x) + g (x)u∗p

)
+Qp (x) + u∗⊤p Rpu

∗
p, (2–5)

where u∗p : Rn → Rm is the optimal control policy for the pth mode. The HJB equation in

(2–5) has the boundary condition V ∗
p (0) = 0. The optimal control policy u∗p is defined as

u∗p (x) = −1

2
R−1
p g (x)⊤

(
∇V ∗

p (x)
)⊤
. (2–6)

Remark 2.2. Under Assumptions 2.1-2.3, the optimal value function is the unique PD

solution of the HJB equation for each system. The approximation of the PD solution to

the HJB is guaranteed by the appropriate selection of Lyapunov-based update laws and

initial weight estimates [104].

2.1.2 Value Function Approximation

The optimal control policy in (2–6) requires knowledge of the optimal value function,

which is generally unknown for nonlinear systems. Let Ω ⊂ Rn be a compact set. The

subsequent stability analysis guarantees that if x is initialized in an appropriately-sized

subset of Ω, then it will stay in Ω. Using the Universal Function Approximation Theorem,

the optimal value function can be approximated with an NN in Ω as

V ∗
p (x) = W⊤

p ϕp (x) + ϵp (x) ∀x ∈ Ω, (2–7)
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where Wp ∈ RL is a vector of unknown weights, ϕp : Rn → RL is a user-defined vector

of basis functions, and ϵp : Rn → R is the bounded function reconstruction error. For

brevity, each subsystem uses the same number of elements in the basis function vector

L. Substituting (2–7) into (2–6), the NN representation of the pth mode optimal control

policy in (2–6) is

u∗p (x) = −1

2
R−1
p g (x) (∇ϕp (x)Wp +∇ϵp (x))⊤ . (2–8)

Assumption 2.4. There exists a set of known positive constants W,ϕ,∇ϕ, ϵ,∇ϵ ∈ R>0

such that supp∈P ∥Wp∥ ≤ W, supx∈Ω, p∈P ∥ϕp (x)∥ ≤ ϕ, supx∈Ω, p∈P ∥∇ϕp (x)∥ ≤ ∇ϕ,

supx∈Ω, p∈P ∥ϵp (x)∥ ≤ ϵ, and supx∈Ω, p∈P ∥∇ϵp (x)∥ ≤ ∇ϵ for all p [135, Assumptions

9.1.c-e].

The critic weight estimate vector Ŵc,p ∈ RL is used to approximate (2–7), resulting

in the optimal value function estimate V̂p : Rn × RL → R, defined as

V̂p

(
x, Ŵc,p

)
≜ Ŵ⊤

c,pϕp (x) . (2–9)

The actor weight estimate vector Ŵa,p ∈ RL is used to approximate (2–8), resulting in the

optimal control policy estimate ûp : Rn × RL → Rm, defined as

ûp

(
x, Ŵa,p

)
≜ −1

2
R−1
p g (x)⊤

(
∇ϕp (x)⊤ Ŵa,p

)
. (2–10)

2.2 Hierarchical Agent

2.2.1 Switching Rule

The hierarchical agent is tasked with identifying which policy minimizes the infinite

horizon cost functional based on a switching policy. The supervisory algorithm

σ ≜ argminp∈P

{
V̂p

(
x, Ŵc,p

)}
(2–11)

returns the number of the subsystem associated with the smallest approximated cost-

to-go, computed using estimates of the optimal value function corresponding to each

subsystem. The switched signal in (2–11) will switch in real-time; therefore, to guarantee
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closed-loop stability of the overall system, a subsequently defined dwell-time condition

must be satisfied. The optimal value function approximations are used to quantitatively

compare all individual ADP controllers p ∈ P in real-time. The switching rule in (2–11)

evaluates all of the approximated costs-to-go and selects the applied control input u in

(2–1) as

u = ûσ

(
x, Ŵa,p

)
, (2–12)

that corresponds to the smallest optimal value function approximation at a given time

as seen in Figure 2-1. The goal is to determine which control policy provides the least

approximate cost-to-go for the system.

2.2.2 System Identification

In addition to approximating the optimal value function for each subsystem, there is

also uncertainty in the drift dynamics, and those uncertain parameters are approximated

using system identification. All subsystem controllers have the same dynamical system.

The system parameters are being identified strictly in one drift dynamics model. To

facilitate the online system identification, assume the drift dynamics f are linearly

parameterizable such that f (x) = Y (x) θ, where Y : Rn → Rn×s is the known regression

matrix and θ ∈ Rs is a vector of constant unknown parameters. Let θ̂ ∈ Rs be an

approximation of the unknown parameter vector θ, which is updated according to the

subsequently defined parameter update policy. The uncertain drift dynamics f are

approximated by f̂ : Rn×Rs → Rn which is defined as f̂
(
x, θ̂
)
≜ Y (x) θ̂. The parameter

estimate θ̂ is updated with the ICL-based update policy [136]

˙̂
θ (t) ≜ kICLΓθ

M∑
j=1

Y⊤
j

(
x (tj)− x (tj −∆t)− Uj − Yj θ̂

)
, (2–13)

where kICL ∈ R>0 and Γθ ∈ Rs×s are user-selected PD constants, Yj ≜ Y (tj) ,

Uj ≜ U (tj), Y (t) ≜
� t
max[t−∆t,0]

Y (x (τ)) dτ , and U (t) ≜
� t
max[t−∆t,0]

g (x (τ))u (τ) dτ . The
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parameter update law in (2–13) can be rewritten in an analytical form as

˙̂
θ = kICLΓθ

M∑
j=1

Y⊤
j Yj θ̃, (2–14)

where θ̃ ≜ θ − θ̂ is the parametric error.

Assumption 2.5. A history stack of recorded state and control inputs {x (tj) , u (tj)}Mj=1

is available that satisfies Y ≜ λmin

{∑M
j=1 Y⊤

jYj

}
> 0 and ensures the finite excitation

condition in [136] is satisfied a priori. The a priori availability of the history stack is used

for ease of exposition but is not necessary [92].

2.3 Bellman Error

The BE indicates how close the actor and critic weight estimates are to their ideal

weight values. By substituting the approximate optimal value function V̂p
(
x, Ŵc,p

)
and

approximate optimal control policy ûp
(
x, Ŵa,p

)
into (2–5), the BE δ̂p : Rn×RL×RL×Rs →

R is defined as

δ̂p

(
x, Ŵc,p, Ŵa,p, θ̂

)
≜ Qp (x) + ûp

(
x, Ŵa,p

)⊤
Rpûp

(
x, Ŵa,p

)
+∇V̂p

(
x, Ŵc,p

)(
Y (x) θ̂ + g (x) ûp

(
x, Ŵa,p

))
. (2–15)

While (2–15) is used for implementation, to facilitate the subsequent stability analysis,

the BE can be expressed in terms of the weight approximation errors W̃c,p ≜ Wp − Ŵc,p

and W̃a,p ≜ Wp − Ŵa,p. Subtracting (2–5) from (2–15) and substituting (2–7)-(2–10), the

analytical form of the BE in (2–15) can be expressed as

δ̂p

(
x, Ŵc,p, Ŵa,p, θ̂

)
= −ω⊤

p W̃c,p −W⊤
p ∇ϕpY (x) θ̃ +

1

4
W̃⊤
a,pGϕ,p (x) W̃a,p +Op (x) , (2–16)

where ωp : Rn × RL × Rs → Rn is ωp
(
x, Ŵa,p, θ̂

)
≜ ∇ϕp (x)

(
f̂
(
x, θ̂
)
+ g (x) ûp

(
x, Ŵa,p

))
and Op (x) ≜ 1

2
∇ϵp (x)GR,p∇ϕp (x)⊤Wp +

1
4
Gϵ,p −∇ϵp (x) f (x). The functions GR,p, Gϕ,p,

and Gϵ,p are defined as GR,p (x) ≜ gp (x)R
−1
p gp (x)

⊤, Gϕ,p (x) ≜ ∇ϕp (x)GR,p (x)∇ϕp (x) ⊤,

and Gϵ,p (x) ≜ ∇ϵp (x)GR,p (x)∇ϵp (x)⊤ respectively.
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Bellman Error Extrapolation

As described in [92], the BE in (2–15) can be calculated at any user-defined point

in the state space using a user-selected state xi, the critic weight estimate Ŵc,p, and

the actor weight estimate Ŵa,p. To estimate the value function over the compact set,

the estimate of the system model from the aforementioned online system identifier

is used to evaluate the BE along a set of off-trajectory points via BE extrapolation.

BE extrapolation yields simultaneous exploration and exploitation, and can provide

simulation of experience, enabling faster policy learning.

To facilitate sufficient exploration, the BE is extrapolated from the user-defined

off-trajectory points {xi : xi ∈ Ω}Npi=1, where Np ∈ N denotes a user-specified number

of total extrapolation trajectories in the compact set Ω. Each subsystem p has its own

distinct set of gain values, data, and update laws.

Assumption 2.6. On the compact set, Ω, a finite set of off-trajectory points

{xi : xi ∈ Ω}Npi=1 are user-selected such that 0 < cp ≜ inf
t∈R≥0

λmin

{
1
Np

∑Np
i=1

ωi,pω
⊤
i,p

ρ2i,p

}
for all p ∈ P, where ρi,p = 1 + νpω

⊤
i,pΓpωi,p, νp ∈ R>0 is a user-defined gain, Γp : RL×L is

a time-varying least-squares gain matrix, and cp is a constant scalar lower bound of the

value of each input-output data pair’s minimum eigenvalues for the pth subsystem [92].

2.4 Update Laws for Actor and Critic Weights

The actor and critic weights for each subsystem are updated simultaneously via BE

error extrapolation. In the subsequent weight update laws, ηc,p, ηa1,p, ηa2,p, λp ∈ R>0 are

positive constant adaptation gains, and Γp, Γp ∈ R>0 denote lower and upper bounds for

Γp. The critic update law for the pth mode ˙̂
W c,p ∈ RL is defined as

˙̂
W c,p ≜ −ηc,pΓ

1

Np

Np∑
i=1

ωi,p
ρi,p

δi,p. (2–17)

The actor update law for the pth mode ˙̂
W a,p ∈ RL is defined as

˙̂
W a,p ≜ −ηa1,p

(
Ŵa,p − Ŵc,p

)
− ηa2,pŴa,p + ηc,p

1

Np

Np∑
i=1

G⊤
ϕi,pŴa,pω

⊤
i,p

4ρi,p
Ŵc,p. (2–18)
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The least-squares gain matrix update law of the pth mode Γ̇p ∈ RL×L is defined as

Γ̇p ≜

(
λpΓp −

ηc,pΓp
Np

Np∑
i=1

ωi,pω
⊤
i,pΓp

ρ2i,p

)
· 1{Γp≤∥Γp∥≤Γp}, (2–19)

where 1{·} denotes the indicator function. Using (2–19) ensures that each Γp ≤ ∥Γp∥ ≤

Γp for all t ∈ R>0. The on-trajectory points can be included in the weight update

laws, such as in [92], but to focus the Lyapunov-based analysis, only off-trajectory BE

extrapolation is performed.

The update laws in (2–17)-(2–19) are always active for each subsystem regardless

of a subsystem’s activity or inactivity. Hence, the update laws will update each subsys-

tem p’s weight estimates and least-squares gain matrix even if subsystem p is not active.

Since the update laws are always learning for each subsystem, convergence of the

states of each subsystem can be proven concurrently.

2.5 Stability Analysis

2.5.1 Subsystem Stability Analysis

To facilitate the stability analysis, a concatenated state z ∈ Rn+2L|P|+s is defined

as z ≜
[
x⊤, W̃⊤

c,1, . . . , W̃
⊤
c,p, W̃

⊤
a,1, . . . , W̃

⊤
a,p, θ̃

⊤]⊤
, and the candidate Lyapunov function

VL,p : Rn+2L|P|+s → R≥0 is defined as

VL,p (z) ≜ V ∗
p (x) +

1

2

∑
p∈P

W̃⊤
c,pΓ

−1
p W̃c,p +

1

2

∑
p∈P

W̃⊤
a,pW̃a,p +

|P|
2
θ̃⊤Γ−1

θ θ̃. (2–20)

According to [101, Lemma 4.3], (2–20) can generally be bounded as α1,p (∥z∥) ≤

VL,p (z) ≤ α2,p (∥z∥) using class K functions α1,p, α2,p : R≥0 → R≥0. The normalized re-

gressors ωp
ρp

and ωi,p
ρi,p

are bounded as supt∈R≥0

∥∥∥ωpρp ∥∥∥ ≤ 1

2
√
νpΓp

and supt∈R≥0

∥∥∥ωi,pρi,p

∥∥∥ ≤ 1

2
√
νpΓp

for all x ∈ Ω and xi ∈ Ω, respectively. The function GR,p is bounded as

supx∈Ω ∥GR,p∥ ≤ G
2

pλmax

{
R−1
p

}
, Gϕ,p is bounded as supx∈Ω ∥Gϕ,p∥ ≤

(
∇ϕGp

)2
λmax

{
R−1
p

}
,

and Y (x) is bounded as supx∈Ω ∥Y (x)∥ ≤ Y . To facilitate the subsequent analysis,

define r ∈ R>0 to be the radius of a compact ball Br ∈ Rn+2L|P|+s centered at the origin.
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Theorem 2.1. Let x (·) denote the trajectory of the pth subsystem for a fixed p. Pro-

vided the control policy in (2–10) is used, the weight update laws in (2–17)-(2–19) are

implemented, Assumptions (2.1)-(2.6) hold, and the conditions

ηa1,p + ηa2,p ≥
5

4
√
νpΓp

ηc2,pWGϕ,p (2–21)

cp ≥ 3
ηa1,p
ηc2,p

+
3η2c,pW

2

4ηc,pνpΓp

(
∇ϕ2

Y
2

kICLY
+

5Gϕ,p
2

16 (ηa1,p + ηa2,p)

)
(2–22)

v−1
L,p (Lp) < α−1

2,p (α1,p (r)) (2–23)

are satisfied for each individual subsystem, where Lp is a positive constant that depends

on the NN bounding constants in Assumption 2.4, then the state x, every critic weight

estimate error W̃c,p ∀p ∈ P, every actor weight estimate error W̃a,p ∀p ∈ P, and the

parameter estimation error θ̃ are UUB. Hence, each control policy ûp converges to a

neighborhood of its respective optimal control policy u∗p.

Proof. Using the HJB equation in (2–5), the BE in (2–16), the gain conditions in (2–21)

and (2–22), and the weight update laws in (2–17)-(2–19), the time derivative of (2–20)

can be bounded as

V̇L,p ≤ −vL,p (∥z∥) ∀ ∥z∥ ≥ v−1
L,p (Lp) (2–24)

for all p ∈ P and t ∈ R>0, where vL,p ≜ 1
2
q
p
(∥x∥) +∑

p∈P

[
1
12
ηc,pcp

∥∥∥W̃c,p

∥∥∥2 + 1
20
(ηa1,p + ηa2,p)

∥∥∥W̃a,p

∥∥∥2] + |P|
4
kICLY

∥∥∥θ̃∥∥∥2. Using (2–24),

vL,p (∥z∥), and (2–23), [137, Theorem 4.18] can be invoked to conclude that z is

UUB such that lim supt→∞ ∥z∥ ≤ α−1
1,p

(
α2,p

(
v−1
L,p (Lp)

))
and the control policy ûp con-

verges to a neighborhood of the optimal control policy u∗p. Since z ∈ L∞, it follows that

x, W̃c,1, ..., W̃c,|P|, W̃a,1, ..., W̃a,|P|, θ̃ ∈ L∞; hence, x, Ŵc,1, . . . , Ŵc,|P|, Ŵa,1, . . . , Ŵa,|P|, θ̂ ∈ L∞

and u ∈ L∞. Additionally, every trajectory z that is initialized in the ball Br is
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bounded such that z ∈ Br, ∀t ∈ R≥0, ∀p ∈ P. Since z ∈ Br, the states

x, W̃c,1, ..., W̃c,|P|, W̃a,1, ..., W̃a,|P|, θ̃ similarly lie in a compact set.

Remark 2.3. See [92] for insight into satisfying the gain conditions in (2–21) and (2–22).

See [92, Algorithm 1] for insight into selecting the size of the compact set Ω.

2.5.2 Switched UUB Stability Analysis

Since the unknown optimal value function V ∗
p (x) in (2–20) is different for each

subsystem, (2–20) is not a common Lyapunov function. The previous theorem proves

stability of the individual subsystems, but not stability of the overall switched system.

The Lyapunov function for the switched system may instantaneously increase due to

the increase in the optimal value function and the real-time updates of the weights. Due

to switching between multiple Lyapunov functions, a dwell-time analysis is necessary;

therefore [138, Theorem 5.2] is used to prove convergence of the overall switched

system [105, Ch. 3].

2.6 Simulations

To demonstrate the effectiveness of the developed ADP technique, a simulation is

performed on a control-affine nonlinear dynamical system with a two dimensional state

x = [x1, x2]
⊤. The control objective is to minimize each cost in (2–2) and switch between

three controllers to ensure that the cost in (2–3) is lower than the cost in (2–2). There

are three different reward functions and, thus, three subsystems such that P = {1, 2, 3}.

For value function approximation, the basis function for every subsystem is selected

as ϕ = [x21, x1x2, x
2
2]. The initial conditions for the subsystems are x (0) = [−15, 15]⊤,

Γ (0) = 250 ∗ 13×1, Ŵc,1 (0) = Ŵa,1 (0) = 0.5 ∗ 13×1, Ŵc,2 (0) = Ŵa,2 (0) = 0.05 ∗ 13×1, and

Ŵc,3 (0) = Ŵa,3 (0) = 0.1 ∗ 13×1. The system dynamics in (2–1) are

f =

 x1 x2 0 0

0 0 x1 x2
(
1− (cos (2x1) + 2)2

)
 θ, g =

 0

cos (2x1) + 2

 (2–25)
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where θ =[−1, 1,−0.5,−0.5]⊤ is the vector of unknown parameters. The simulation

parameters are selected as ηc,p = 10, ηa1,p = 15, ηa2,p = 0.1, Γp = 1000, Γp = 1, λp = 0.1,

νp = 0.2, and Np = 10 ∀p ∈ P. The cost functions for each subsystem are

J1 (x, u) =

� ∞

t0

Q1 (x) + u⊤R1u dτ, (2–26)

J2 (x, u) =

� ∞

t0

Q2 (x) + u⊤R2u dτ, (2–27)

J3 (x, u) =

� ∞

t0

Q3 (x) + u⊤R3u dτ, (2–28)

where Q1 = 0.1x⊤
(
xx⊤

)
x, Q2 = x⊤diag ([5, 1])x, Q3 = x⊤diag ([1, 12])x, R1 = 1, R2 = 5,

and R3 = 5.

Figure 2-2 shows that the developed HRL method enables the system states to

converge to the origin while switching between subsystems with different cost functions.

The dwell time is selected as 0.25 seconds. In this example, the switching instances

occur at approximately 0.25 and 1.83 seconds. Figure 2-2 illustrates that the state

converges as the system switches to the controller with the lowest-valued approximate

cost-to-go. Specifically, after the first switching instance, the convergence rate of x2

significantly improves. Because of the different cost functions in (2–26)-(2–28), it is

expected that each transient behavior, generally, will differ.

Figure 2-3 shows the performance of four subsystems: Controller 1, Controller

2, Controller 3, and the HRL controller. The results illustrate that the HRL controller,

which switches to the controller with the lowest-valued approximated cost-to-go in real-

time, results in the fastest state convergence. Therefore, it is shown that the controller

with the HRL agent yields more desirable behavior for the unknown system than the

controllers without hierarchical agents.

Table 2-1 compares the four methods. The costs of Controllers 1, 2, and 3 are

summed continuously throughout the duration of the simulation. The cost of the HRL
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controller is calculated by summing the cost of each controller while active. The HRL

controller has a lower total cost and 99% rise time in comparison to Controllers 1-3.

Excluding the developed HRL controller, Controller 2 has the lowest cost, and Controller

1 has the fastest rise time. By switching between these control policies, the developed

HRL controller captures the positive qualities of both controllers and outperforms them

using these two metrics. The HRL controller yields a total cost that is 37% less than

that of Controller 2. The HRL controller also yields a rise time that is 30% faster than

that of Controller 1. The strengths of the HRL controller compared to the individual

sub-controllers are shown in Table 2-1 and are illustrated in Figure 2-3.

2.7 Concluding Remarks

In this chapter, supervisory control is implemented within ADP to develop a su-

pervised switching signal. The method introduced in this chapter presents a way to

intelligently switch between controllers using a hierarchy to optimize a certain perfor-

mance index. A supervisory switching policy is used to switch between the control

policy with the least approximated cost-to-go in real-time. Stability of each subsys-

tem is proven via a Lyapunov-based stability analysis. The overall switched system is

proven to be stable in the sense that the system states converge to a neighborhood of

the origin and the applied policy converges to a neighborhood of the selected optimal

policy. Simulation results are presented to show that implementing the developed HRL

controller yields a total cost of 37% less than the total cost of implementing one ADP

sub-controller and an improved rise time.

The developed technique will be significant for problems that require more than

one cost function to achieve the desired control objective. This chapter provides inroads

for ADP to become more integrated into switched system/hybrid control problems.

Additional, this chapter introduces a hierarchical framework that can be implemented in

a multi-agent control scenario. Using the framework subsequently introduced in Chapter
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3, HRL can be used to switch between controlling different pursuing agents depending

on the behavior of the evading agent(s) to achieve the desired objective.
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Figure 2-1. The high-level logic in the hierarchical supervisory control architecture
contains the RL-based supervisory agent and the system identifier. The
supervisory agent evaluates the family of V̂ps and outputs the number of the
subsystem with the lowest value function approximation. The system
identifier approximates the uncertain model parameters; these parameter
estimates are used to update the actor and critic weight estimates. Each
ADP controller contains a different cost function, and the objective is to
minimize each subsystem’s respective cost-to-go. Together, the high-level
logic and low-level controllers select the control input with the lowest
approximated cost-to-go. The selected controller in (2–12) is applied to the
dynamical system in (2–1). Then history stack data is provided to the
high-level system identifier, the new state is provided to the low-level ADP
controllers, and the policy in (2–12) is evaluated again.
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Figure 2-2. State trajectory for the two-state system while using the HRL controller. The
black dashed lines represent the time at which the system switches to the
controller with the lowest-valued approximate cost-to-go.
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Figure 2-3. Comparison of the state convergence of three controllers and one HRL
switching controller. The state ∥x∥ converges in less time while using the
developed HRL controller in comparison to controllers 1-3.
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Table 2-1. Simulation Performance Metrics
Controller Total Cost 99% Rise Time (s)

HRL Controller 1073 2.08
Controller 1 2683 2.97
Controller 2 1701 4.11
Controller 3 1940 3.07
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CHAPTER 3
APPROXIMATE OPTIMAL INDIRECT REGULATION OF AN UNKNOWN AGENT WITH

A LYAPUNOV-BASED DEEP NEURAL NEWORK

While ICL can facilitate system identification to update linear parameterized

estimates in Chapter 2, and ICL has been used for system identification to update

SNNs, ICL has never been used for more advanced function approximation methods

such as DNNs. In this chapter and the work in [108], we build on the concepts in

Chapter 2 to explore another class of problems known as indirect control problems

where the states of a dynamic system are regulated by an influencing agent through

an interaction dynamic. Specifically, the indirect herding problem is considered where

a pursuing agent is tasked with intercepting and regulating and evading agent to a

desired goal location. An approximate optimal policy is developed for a pursuing agent

to indirectly regulate an evading agent coupled by an unknown interaction dynamic.

ADP is used to design a controller for the pursuing agent to optimally influence the

evading agent to a goal location. Since the interaction dynamic between the agents is

unknown, ICL is used to update an Lb-DNN to facilitate sustained learning and system

identification. A Lyapunov-based stability analysis is used to show UUB convergence.

Comparative simulations are provided which show that the DNN outperforms the SNN.

3.1 Problem Formulation

The problem is formulated as a pursuing agent tasked with optimally intercepting

and escorting an uncooperative evading agent to a desired goal state using unknown

interaction dynamics between the pursuer and evader. The evader dynamics are

ż = f (z, η) , (3–1)

where z : R≥t0 → Rn denotes the state of the evader, η : R≥t0 → Rn denotes the state

of the pursuer, t0 ∈ R≥0 denotes the initial time, and f : Rn × Rn → Rn denotes the

non-affine, unknown locally Lipschitz interaction function. While the evader dynamics in

(3–1) cannot be directly controlled, the evader can be influenced through interaction with
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the pursuer, which is directly controllable. The pursuer dynamics are

η̇ = h (z, η) + g (η)u, (3–2)

where h : Rn × Rn → Rn denotes an unknown locally Lipschitz function representing the

pursuer drift dynamics, g : Rn → Rn×mη denotes the known control effectiveness matrix,

and u : R≥t0 → Rmη is the pursuer’s control input.

Assumption 3.1. There exist class K functions α1, α2 ∈ R≥0 that allow the uncertain

dynamics in (3–1) to be bounded as ∥f (z, η)∥ ≤ α1 (∥z − η∥) + α2 (∥z − zg∥), where

zg ∈ Rn denotes a fixed goal location [112].

Assumption 3.2. The control effectiveness matrix g (η) is bounded and full column rank

for all η ∈ Rn, and g+ ∈ Rmη×n is a locally Lipschitz and bounded pseudo inverse defined

as g+ ≜
(
g⊤g

)−1
g⊤ [88].

To quantify the control objective, a regulation error denoted by ez : R≥t0 → Rn is

defined as

ez ≜ z − zg, (3–3)

where zg ∈ Rn denotes a fixed user-defined goal location that is only known to the

pursuer. It is not possible to directly control the error in (3–3). To address this, a back-

stepping formulation is used to design a virtual desired state that enables the pursuer to

indirectly minimize (3–3) by tracking a virtual desired state denoted by ηd : R≥t0 → Rn.

Traditional backstepping cannot be used due to the nonlinear relationship in the dy-

namics; hence, additional error system development is motivated by backstepping

approaches. To quantify the pursuer’s ability to track the virtual desired state, an auxil-

iary error eη : R≥t0 → Rn is defined as

eη ≜ η − ηd. (3–4)
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To quantify the virtual desired state objective, an additional auxiliary error ed : R≥t0 → Rn

is defined as

ed ≜ ηd − zg − kdez, (3–5)

where kd ∈ R denotes a positive control gain. The time derivative of the virtual desired

state ηd is designed as η̇d ≜ µd, where µd : R≥t0 → Rn is the subsequently designed

virtual input that minimizes (3–5). To facilitate the minimization of (3–3)-(3–5), let

x ≜
[
e⊤z , e

⊤
d , e

⊤
η

]⊤ and xd ≜
[
e⊤z , e

⊤
d , 01×n

]⊤ denote the concatenated state and desired

concatenated state, respectively. Additionally, the mappings s1, s2 : R3n → Rn are

defined as s1 (x) ≜ ez + zg and s2 (x) ≜ eη + ed + kdez + zg. Using the error systems in

(3–3)-(3–5), the evader and pursuer states are represented as z = s1 (x) and η = s2 (x),

respectively.

Following the problem formulation in [112], a composite autonomous error system

can be written as

ẋ = F (x) +G (x)µ, (3–6)

where µ ≜

[
µ⊤
η µ⊤

d

]⊤
∈ Rm is the total vector of control policies with m = mη + n,

where µη : R≥t0 → Rmη is defined as µη ≜ u − ud, ud : R≥t0 → Rmη denotes a

desired input defined as ud ≜ g+ (ηd) (µd − h (z, ηd)) where locally Lipschitz pseudo

inverse g+ : Rn → Rmη×n is defined as g+ ≜
(
g⊤g

)−1
g⊤ , and F : R3n → R3n and

G : R3n → R3n×m are defined as

F (x) ≜


f (s1 (x) , s2 (x))

−kdf (s1 (x) , s2 (x))

h (s1 (x) , s2 (x))− Fsd (x)

 ,
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and

G (x) ≜


0n×mη 0n×n

0n×mη In

g (s2 (x)) Gsd (x)

 ,
where Fsd (x) ≜ g (s2 (x)) g

+ (s2 (xd))h (s1 (x) , s2 (xd)) , and Gsd (x) ≜

g (s2 (x)) g
+ (s2 (xd)) − In. The pursuer’s objective is achieved if η → ηd and z, ηd → zg;

hence, ez, eη, and ed → 0.

The goal is to formulate an optimal control problem to regulate the states based on

a given cost function. To minimize the errors in (3–3)-(3–5), µd and µη are designed to

minimize the cost function

J (x, µ) ≜
� ∞

t0

Q (x) + P (x) + µ⊤Rµ dτ, (3–7)

where Q : R3n → R≥0 is a user-defined PD function that satisfies q ∥x∥2 ≤ Q (x) ≤ q ∥x∥2

for all x ∈ R3n, where q, q ∈ R>0, R ≜ blkdiag {Rη, Rd}, Rη ∈ Rmη×mη and Rd ∈ Rn×n are

user-defined PD symmetric cost matrices, and P : R3n → R is a positive semi-definite

(PSD) user-defined penalty function described in [112].

Following the standard actor-critic-based approximate optimal control framework

(see [101], [135]) in [112], the optimal value function approximation V̂ : R3n × RL → R is

defined as

V̂
(
x, Ŵc

)
= Ŵ⊤

c σ (x) , (3–8)

where Ŵc ∈ RL is the critic weight estimate, and σ : R3n → RL is a user-selected

bounded vector of basis functions. The control objective is to determine an approxima-

tion of the optimal control policy µ̂ : R3n × RL → Rm, defined as

µ̂
(
x, Ŵa

)
= −1

2
R−1G (x)⊤∇σ (x)⊤ Ŵa, (3–9)

where Ŵa ∈ RL is the actor weight estimate, to minimize the cost given in (3–7).

Minimizing this cost ensures that the errors in (3–3)-(3–5) are regulated to zero.
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3.2 System Identification

A challenge for the control objective is that the approximate optimal control formu-

lation requires the dynamic model of the pursuer and the evader. Since the interaction

dynamics and pursuer dynamics are unknown, an approximation of the composite

dynamics F (x) must be used to approximate the solution to the HJB equation. The

interaction dynamics between the pursuer and evader in (3–1) must be estimated using

data collected online and in real-time to achieve the control objective since interaction

data will often be unavailable a priori. The result in [112] estimated F (x) online using

a single layer NN and CL; however, recent evidence has shown that DNNs can learn

more complex features and improve function approximation performance [139]. The

recent results in [113] and [140] demonstrated a novel method for estimating dynamics

online using a multi-timescale Lb-DNN framework with CL for system identification and

control. Building on the previous results, this section develops an advanced ICL-based

multi-timescale Lb-DNN framework.

The ICL-based multi-timescale learning framework approximates functions online

by pairing a Lb-ICL adaptive update law for the output-layer weights of a DNN with a

concurrent to real-time iterative ICL batch update for the inner-layer features of the

DNN. Specifically, data is collected online in batches and each batch iteratively updates

the inner-layer features of the Lb-DNN concurrent to real-time control using integral

history stack data in a user-defined loss function and an optimizer such as Adam [119].

Since the inner-layer features are updated concurrent to real-time, but not in real-time

like the output-layer weights, the inner-layer features actively used by the controller

are iteratively switched to the most recently updated inner-layer features after a batch

update.

Motivated by improved function approximation, (3–1) and (3–2) can be stacked and

represented as

˙̆x = ϕ (Φ (x)) θ + ϵθ (x) + Ğ (x, u) , (3–10)
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where the concatenated state derivative vector is defined as ˙̆x ≜ [kdż η̇]⊤ ∈ R2×n,

and Ğ (x, u) ≜

[
0n×1 g (x)u

]⊤
∈ R2×n. To streamline the subsequent development,

a stacked matrix representation is used rather than a stacked vector representation.

The drift dynamics are approximated on a compact set C ⊂ Rn with a DNN where

θ ≜

[
θ⊤z θ⊤η

]⊤
∈ Rp×n denotes an unknown bounded ideal output-layer weight

matrix with the subscripts z and η representing the evader and pursuer dynamics,

respectively, and p = pz + pη is the total number of rows of θ. Additionally, ϕ (Φ (x)) ≜ ϕ⊤
z (Φz (x)) 01×pη

01×pz ϕ⊤
η (Φη (x))

 where ϕ : R2p → R2×p denotes the user-defined basis

functions and Φ (x) : R3n → R2p denotes a function that represents the ideal DNN

inner-layer features as Φ ≜

[
Φ⊤
z Φ⊤

η

]⊤
, and ϵθ (x) : R3n → R2×n denotes the function

approximation errors. The ith DNN-based estimate of the system dynamics is defined as

ˆ̆̇xi = ϕ
(
Φ̂i (x)

)
θ̂ + Ğ (x, u) , (3–11)

where θ̂ ∈ Rp×n is the output-layer ideal weight matrix θ estimate, and Φ̂i : R3n → R2p is

the ith iteration selection of the inner features consisting of estimated inner-layer weights

and user-selected activation functions.

Assumption 3.3. There is a constant weight matrix θ and known positive constants θ,

ϕ, ∇xϕ, ϵθ, and ∇xϵθ ∈ R≥0, such that ∥θ∥ ≤ θ, sup
x∈C

∥ϕ (·)∥ ≤ ϕ, sup
x∈C

∥∇xϕ (x)∥ ≤ ∇xϕ,

sup
x∈C

∥ϵθ (x)∥ ≤ ϵθ, and sup
x∈C

∥∇xϵθ (x)∥ ≤ ∇xϵθ [141, Ch. 4].

Assumption 3.4. The inner-layer features selection of Φ̂i ensures that Φ(x) − Φ̂i (x) ≤

Φ̃i (x) , where Φ̃i : R3n → R2p is the function approximation error of the ith iteration inner-

layer Lb-DNN features, and sup
x∈C, i∈N

∥∥∥Φ̃i (x)
∥∥∥ ≤ Φ̃, where Φ̃ ∈ R≥0 is a bounded constant

for all i. Using the Mean Value Theorem,
∥∥∥ϕ (Φ (x))− ϕ

(
Φ̂i (x)

)∥∥∥ ≤ ∇xϕ Φ̃ [113].

Unlike the result in [113], which uses CL to learn the unknown ideal weights of the

DNN, this result uses an ICL-based weight update policy. Following the ICL strategy

in [136], let ∆tθ ∈ R>0 be the time window of integration, where the integral of (3–10)
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at time tj ∈ [∆tθ, t] can be represented as ∆x̆j = x̆ (tj) − x̆ (tj −∆tθ) = φjθ + Ej + Gj

where φj = φ
(
Φ̂i (tj)

)
≜

� tj
tj−∆tθ

ϕ
(
Φ̂i (x (τ))

)
dτ, Ej = E (tj) ≜

� tj
tj−∆tθ

ϵθ (x (τ)) dτ, and

Gj = G (tj) ≜
� tj
tj−∆tθ

Ğ (x (τ) , u (τ)) dτ. An ICL-based parameter estimate update law is

designed as

˙̂
θ (t) = kθΓθ

M∑
j=1

φ⊤
j

(
∆x̆j − Gj − φj θ̂

)
, (3–12)

where kθ,Γθ ∈ R>0 are update gains, and M ∈ Z>0 is the amount of data points saved

for the history stack.

Remark 3.1. The ith approximation of Φ is updated with the i + 1th batch optimization

using the ICL history stack data in the loss function

Li+1 =
1

M

M∑
j=1

∥∥∥∆x̆j − Gj − φj θ̂
∥∥∥2 (3–13)

and using Adam for the offline training optimization method. The estimates Φ̂i are not

computed a priori. Concurrent to real-time learning, input-output data is saved in a

history stack, and then Φ̂ is recomputed during the batch update.

Assumption 3.5. There exists T1 ∈ R>0 such that T1 > ∆tθ, and there exists a constant

λ1 ∈ R>0 that facilitates λ1Ip ≤
∑M

j=1 φ
⊤
j φj, ∀t ≥ T1 [136].

3.3 Online Learning

3.3.1 Bellman Error

The optimal value function V ∗ : R3n → R≥0 and optimal control policy µ∗ : R3n → Rm

satisfy the HJB equation

0 = ∇V ∗ (x) (F +Gµ∗) +Q (x) + P (x) + µ∗⊤Rµ∗, (3–14)

where V ∗ (0) = 0. While (3–14) represents the HJB equation under optimal conditions,

substituting the approximate terms from (3–8), (3–9), and (3–11), yields the BE
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δ
(
x, θ̂, Ŵc, Ŵa

)
≜ Q (x) + P (x) + µ̂⊤Rµ̂+∇V̂

(
x, Ŵc

)(
F̂i

(
x, θ̂
)
+G (x) µ̂

(
x, Ŵa

))
,

(3–15)

where

F̂i

(
x, θ̂
)
≜

[(
1

kd
θ̂⊤z ϕz

(
Φ̂z,i (x)

))⊤
,
(
−θ̂⊤z ϕz

(
Φ̂z,i (x)

))⊤
,

(
θ̂⊤η ϕη

(
Φ̂η,i (x)

))⊤
−
(
g (xη) g

+ (η
d
) θ̂⊤η ϕη

(
Φ̂η,i (xd)

))⊤]⊤

and µ̂
(
x, Ŵa

)
≜
[
µ̂⊤
η

(
x, Ŵa

)
, µ̂⊤

d

(
x, Ŵa

)]⊤
from (3–9). The pursuer controller is

û
(
x, θ̂, Ŵa

)
≜ µ̂η

(
x, Ŵa

)
+ ûd

(
x, θ̂, Ŵa

)
, where ûd

(
x, θ̂, Ŵa

)
≜ g+ (ηd)

(
µ̂d

(
x, Ŵa

)
−

θ̂Tη ϕη

(
Φ̂η,i (xd)

))
. To facilitate the subsequent stability analysis, the BE can also be

expressed in terms of the error W̃c ≜ W − Ŵc and W̃a ≜ W − Ŵa. Subtracting (3–15)

from (3–14) and, substituting (3–8) and (3–9), the BE in (3–15) can be rewritten as

δ = −ω⊤W̃c +
1

4
W̃⊤
a GσW̃a −W⊤∇σF̃i +O (3–16)

where ω ≜ ∇σ
(
F̂i +Gµ̂

)
, F̃i ≜ F − F̂i , Gσ ≜ ∇σGR∇σ⊤, GR ≜ GR−1G⊤, and O is

uniformly bounded over the compact set Ω.

As explained in [92], the user-selected state xe can be used to evaluate the BE

in (3–15) at off-trajectory points within the state space Ω. The extrapolated BEs are

evaluated as δe ≜ δ
(
xe, θ̂, Ŵc, Ŵa

)
.

3.3.2 Actor and Critic Weight Update Laws

The on and off-trajectory BEs are used in the subsequently defined adaptive update

laws to improve the actor and critic weight approximations online. The critic weight

update law is defined as

˙̂
W c ≜ −Γc

(
kc1

ω

ρ2
δ +

kc2
N

N∑
e=1

ωe
ρ2e
δe

)
, (3–17)
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and the least-squares gain matrix update law is defined as

Γ̇c ≜ βcΓc − Γckc1
ωω⊤

ρ2
Γc − Γc

kc2
N

N∑
e=1

ωeω
⊤
e

ρ2e
Γc, (3–18)

where ρ ≜ 1 + γ1ω
⊤ω, ρe ≜ 1 + γ1ω

⊤
e ωe, ωe ≜ ω

(
δe, θ̂, Ŵa

)
, and kc1, kc2, γ1, βc ∈ R>0 are

user-defined learning gains. The actor weight update law is defined as

˙̂
W a ≜ −Kaka1

(
Ŵa − Ŵc

)
+Ka

kc1
4
G⊤
σ Ŵa

ω⊤

ρ2
Ŵc −Kaka2Ŵa +Ka

kc2
4N

N∑
e=1

G⊤
σeŴa

ω⊤
e

ρ2e
Ŵc,

(3–19)

where ka1, ka2 ∈ R≥0 are user-defined learning gains, and Ka ∈ RL×L is a user-defined

positive-definite symmetric matrix.

Assumption 3.6. There exist constants T2, c1, c2, c3 ∈ R≥0 such that

c1IL ≤ inf
t∈R≥t0

1

N

N∑
e=1

ωeω
⊤
e

ρ2e
,

c2IL ≤
� t+T2

t

(
1

N

N∑
e=1

ωe (τ)ω
⊤
e (τ)

ρ2e (τ)

)
dτ, ∀t ∈ R≥t0 ,

c3IL ≤
� t+T2

t

(
ω (τ)ω⊤ (τ)

ρ2 (τ)

)
dτ, ∀t ∈ R≥t0 ,

where T2 and at least one of the constants c1, c2, or c3 is strictly positive [142].

Remark 3.2. See [112] for insight into Assumption (3.6).

3.4 Stability Analysis

Let Bζ ⊂ R3n+2L+np represent a closed ball with a radius ζ ∈ R>0 centered

at the origin. Let Z ∈ R3n+2L+np denote a concatenated state vector defined as ZL ≜[
x⊤, W̃⊤

c , W̃⊤
a , Z⊤

θ

]⊤
where Zθ = vec

(
θ̃
)

and θ̃ ≜ θ−θ̂. Let VL : R3n+2L+np×R≥t0 →

R denote a candidate Lyapunov function defined as

VL (ZL, t) ≜ V ∗ (x, t) +
1

2
W̃⊤
c Γ

−1
c (t) W̃c +

1

2
W̃⊤
a K

−1
a W̃a + Vθ (Zθ, t) , (3–20)
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where Vθ (Zθ, t) ≜ 1
2
tr
(
θ̃⊤Γ−1

θ (t) θ̃
)

, that can be bounded by class K functions vl, vl :

R → R≥0 as

vl (∥ZL∥) ≤ VL (ZL, t) ≤ vl (∥ZL∥) (3–21)

for all t ∈ R≥t0 where ZL ∈ R3n+2L+np. The sufficient conditions for ultimate boundedness

of Z are derived based on the subsequent analysis as

kd ≥ 1, λmin {H} > 0,

√
l

κ
≤ v−1

l (vl (ζ)) , (3–22)

where

κ ≜ min

{
1

2
q,

1

4
kθλmin [Σθ] ,

1

6
kc2c,

1

6
(ka1 + ka2)

}
,

c ≜

(
βc

2kc2Γc
+
c1
2

)
,

φa ≜
(kc1 + kc2)

4
∥Gσ∥

kρ√
γ1

∥W∥+ 1

2

1

λmin {Ka}
∥∇WGR∇σ⊤∥,

Σθ ≜

[
M∑
j=1

φ⊤
j φj

]
,

φac ≜ ka1 +
kc1 + kc2

4
∥Gσ∥∥W∥ kρ√

γ1
+

1

2

1

Γc
∥∇W∥∥GR∥∥∇σ⊤∥,

φcθ ≜ (kc1 + kc2)
kρ√
γ1

(
∥W⊤∥∥∇σ∥∥ϕ∥

(
1 +

1

kd
+ ∥g∥∥g+∥

))
,

and l ∈ R>0 is a constant that depends on the bounded NN constants.

In contrast to the result in [112], the multi-timescale Lb-DNN identifier introduces

piecewise-in-time discontinuities in the dynamics which complicates the stability analysis

in the sense that common actor-critic methods cannot be readily applied in the stability

analysis of the closed-loop system. The following theorem contains a Lyapunov-like
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stability analysis which considers functions containing discontinuities that are piecewise

continuous in time.

Theorem 3.1. Provided all assumptions are satisfied, and conditions in (3–22) are met,

then the error state x, the critic weight estimate error W̃c, the actor weight estimate error

W̃a, and the parameter estimation error θ̃ are UUB. Hence, the approximate control

policy µ̂ converges to a neighborhood of the optimal control policy µ∗.

Proof. Taking the time derivative of (3–20), and substituting (3–14), V̇ ∗ (x) =

∇V ∗ (F (x) +G (x)µ), ˙̃
W c ≜ Ẇ − ˙̂

W c,
˙̃
W a ≜ Ẇ − ˙̂

W a, and Ẇ ≜ ∇W (x) (F (x) +G (x)µ)

yields

V̇L = ∇V ∗ (F +Gµ) + V̇θ (Zθ)−
1

2
W̃⊤
c

(
Γ−1
c Γ̇cΓ

−1
c

)
W̃c

+ W̃⊤
c Γ

−1
c

(
∇W (F +Gµ)− ˙̂

W c

)
+ W̃⊤

a K
−1
a

(
∇W (F +Gµ)− ˙̂

W a

)
.

Using (3–15), the update laws in (3–12) and (3–17)-(3–19), Ŵa = W−W̃a, Ŵc = W−W̃c,

Assumptions 3.3-3.6, and implementing bounding and completing the square yields

V̇L ≤ −κ ∥ZL∥2 − κ ∥ZL∥2 + l − Z⊤
v HZv, where Zv ≜

[ ∥∥∥W̃a

∥∥∥ , ∥∥∥W̃c

∥∥∥ , ∥Zθ∥
]⊤

.

Specifically, Assumption 3.4 is used to bound the system identification parameter

estimation term V̇θ in the Lyapunov function. Provided the sufficient conditions in (3–22)

are met, then V̇L can be bounded as

V̇L ≤ −κ ∥ZL∥2 , ∀ ∥ZL∥ ≥
√
l

κ
> 0. (3–23)

As a result of the discontinuities in the update laws in (3–12) and (3–17)-(3–19) being

piecewise continuous in time, and by using (3–22) and (3–23), [137, Theorem 4.18]

can be enforced to conclude that ZL is UUB such that ∥ZL∥ ≤ v−1
(
v
(√

l
κ

))
and

µ̂ converges to a neighborhood around the optimal policy µ∗. Since ZL ∈ L∞, then

x, W̃c, W̃a, θ̃ ∈ L∞ and thus µ ∈ L∞. Moreover, since x ∈ L∞, and since W is a

continuous function of x, it follows that W (x) ∈ L∞. Furthermore, since x ∈ L∞, then
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eη, ez, ed ∈ L∞. Using (3–3)-(3–5), z ∈ L∞, and ηd ∈ L∞; hence, η, (z − η) ∈ L∞ follows.

Lastly, since ηd, µ, g+, θ̃ ∈ L∞, it follows that θ̂, ud ∈ L∞ and u ∈ L∞.

3.5 Simulations

An example scenario is simulated to illustrate the performance of the developed

ICL-Lb-DNN ADP architecture where an evader and pursuer are uniformly randomly

placed in a 1000 × 1000 unit area with the goal of position control (n = 2). The goal

region is set to a uniformly random location within a 100 unit radius of the pursuer while

the evader is uniformly randomly initialized at least 500 units from the goal region. The

pursuer must therefore leave the goal area to catch the evader, learn the interaction

dynamics in real-time using the deep ICL learning architecture, and approximate the

optimal influencing policy using ADP. The typical performance of the architecture in

simulation is shown in Figure 3-1 to indirectly control the position of the evader, where

the pursuer is initially in the top-right (blue circle with white plus) near the goal (orange

circle) and the evader is initially in the bottom-left (orange circle with white plus).

Without loss of generality, the dynamics for the pursuer were h (z, η) = 02×1 and

g (η) = I2×2. The evader dynamics were f (z, η) = (z − η) exp
(
− 1

20,000
(z − η)⊤ (z − η)

)
.

In the simulation, the ICL-DNN function approximation was implemented using PyTorch,

and all the history stack data was collected online in real-time (approximately 45 Hz).

The ICL-Lb-DNN and the history stack remained on the graphics card for optimiza-

tion using a maximum of approximately 1GB of memory. At each time step, the data

was added to the history stack which was a sliding buffer containing the most recent

second of data (∆tθ = 1.0 second). At each time step the integrals of the data were

approximated using the trapezoidal rule to update the output weights using (3–12) and

update the DNN inner-layer features using the loss discussed in Remark 3.1, where

a single optimizer step was performed for each simulation step on a batch of integral

data from the history stack using Adam with a linearly annealing learning rate (initialized

to 0.001 and linearly decayed to 0.0001). To enable online optimization, the DNN was
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constrained to 3 inner layers, each with 64 neurons and hyperbolic tangent activation

functions while the final layer had 64 output weights. The output weights and inner-layer

weights were randomly initialized using a zero mean and standard deviation of 0.01

(θ̂z (0) ∼ N (0, 0.01)) with Γθ = 0.1 and kθ = 1.0. The function approximation results in

Figure 3-2 show that in the 35 second simulation, the ICL-DNN function approximation

converges to within 10% of the true value of the nonlinear interaction dynamics while

the loss converges to 0.04. Additionally, the SNN from [112], with 256 output weights,

converges to within 50% of the true value of the dynamics demonstrating the DNN

outperforms the SNN used in [112].

The efficient State following (StaF) kernels method from [142] was used to approx-

imate the optimal policy online in real-time (approximately 45 Hz) while simultaneously

estimating the dynamics using the ICL-DNN function approximation. The value function

was approximated using 7 StaF kernels σ (x, c (x)) =
[
σ1 (x, c1 (x)) . . . σ7 (x, c7 (x))

]⊤
where each kernel σq (x (t) , cq (x (t))) =

x⊤(t)cq(x(t))

∥x(0)∥2 , cq (x (t)) = x (t) + ∥x (0) ∥ν (x (t)) dq,

ν (x (t)) = x⊤(t)x(t)+0.01∥x(0)∥2
∥x(0)∥2+x⊤(t)x(t)

, and dq are the vertices of a 6-simplex. The actor and critic

weights were initialized as Ŵa(0) = 17 and Ŵc (0) = 2Ŵa (0) while Γc (0) = 5I7×7. The

gains used to update the weights were selected as kc1 = 0.9, kc2 = 0.1, Ka = 1.0,

ka1 = 0.25, ka2 = 0.005, βc = 0.001, γ1 = 0.75, and N = 10 extrapolation points

were selected within a radius of ν (x) of x. The cost and control gains selected were

Q = 0.0001I6×6, R = 0.01, and kd = 1.3. Using the selected gains resulted in excellent

tracking performance as shown by the tracking errors in Figure 3-3 where the tracking

error ez → 0. These results demonstrate that the DNN-ICL-based ADP architecture is an

excellent approach for real-time approximation of the optimal policy when dynamics are

unknown and highly nonlinear.

3.6 Concluding Remarks

This chapter presents the first result where ICL is used to update a DNN, specif-

ically an ICL-based adaptive update law is used to update output-layer weights in

72



real-time and integrated datasets in the loss function are used to batch update the

inner-layer features concurrent to real-time. A deep ICL-based implementation of ADP

is presented to achieve an approximate optimal online solution to the indirect regulation

herding problem for unknown agents. An ICL-based system identifier is facilitated by an

Lb-DNN to estimate the unknown interaction dynamic between the pursuer and evader.

A Lyapunov-based analysis is provided to prove UUB convergence of the evader to the

desired goal location known by the pursuer. The simulation shows that the pursuer is

able to intercept and regulate the evader towards the desired goal location and that the

DNN system identifier outperforms the SNN system identifier.

This chapter opens the door for the unknown interaction dynamics of multiple

agents to be learned online via deep learning. Future work consists of extending this

result to problems with multiple pursuers, multiple evaders, or both. Additional future

ideas consist of extensions to problems with more complex dynamical agent interaction

such as the evader optimally evading the pursuer or an asymmetric interaction between

the pursuer and evader.
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Figure 3-1. Simulation example where the pursuer is initialized in the bottom-right (blue
circle with white plus), the goal region is to the left of the pursuer (orange
circle), and the evader is initialized in the top-left (orange circle with white
plus). The pursuer trajectory and evader trajectory over the experiment are
shown in blue and orange, respectively. Simulation shows evader initially
flees towards top-left; however, the pursuer approximates the interaction
dynamics and optimal policy in real-time and quickly escorts the evader to
the goal region.

74



Figure 3-2. Function approximation where the true values are shown in solid lines and
the estimated values are shown in dashed lines. The ICL-DNN estimates
quickly converged near the true values using the data collected online. The
left figure shows the ICL-DNN approximation and right figure shows the
ICL-SNN approximation demonstrating that the ICL-DNN outperforms the
ICL-SNN.

Figure 3-3. The evader tracking error steadily decays after the evader initially flees. The
auxiliary errors also converge to a small radius of the goal.
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CHAPTER 4
LYAPUNOV-BASED DEEP REINFORCEMENT LEARNING FOR APPROXIMATE

OPTIMAL CONTROL

Chapter 3 used a DNN for system identification and an SNN for value function

approximation. Building on the results in Chapter 3, in this chapter a DNN is used for

value function approximation for the first time. Both the unknown drift dynamics and the

unknown optimal value function are approximated online via Lb-DNNs. This chapter

approximates an online solution to the infinite-horizon optimal tracking problem for

control-affine continuous-time nonlinear systems. Similar to Chapter 3, the Lb-DNNs

operate on a multi-timescale where the output-layer weights are updated online in real-

time and the inner-layer features are updated concurrent to online execution via batch

updates. In this chapter the output-layer weight update laws are formulated motivated

by a Lyapunov-based stability analysis, and the inner-layer features use optimization

algorithms for batch updates. The approximation of the optimal control policy is proven

to converge to a neighborhood of the optimal control policy, and UUB stability of the

states is proven via a Lyapunov-based stability analysis. The comparative simulation

results show that the deep value function approximation method results in 95.04%

improvement in BE minimization and 5.06% faster convergence.

4.1 Background Information

Consider the class of nonlinear control-affine systems introduced in (2–1) and

Assumptions 2.1 and 2.2. The tracking error is defined as e ≜ x − xd where xd ∈ Rn

denotes a time-varying continuously differentiable desired state trajectory. The following

assumptions facilitate the development of the approximately optimal tracking controller

[93].

Assumption 4.1. The desired trajectory is bounded from above by an unknown positive

constant xd ∈ R such that supt∈R≥0
∥xd∥ ≤ xd.

Assumption 4.2. There exists a locally Lipschitz function hd : Rn → Rn, such

that hd (xd) ≜ ẋd and g+ (xd) g (xd) (hd (xd)− f (xd)) = hd (xd) − f (xd) ∀t ∈ R≥0,
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where g+ : Rn → Rm×n is defined as g+ (x) ≜
(
g⊤ (x) g (x)

)−1
g⊤ (x) . It follows that

supt∈R≥0
∥g+ (xd)∥ ≤ g+d .

Remark 4.1. Assumption 4.1 and Assumption 4.2 are classical assumptions used to

transform a time-varying tracking problem to a time-invariant optimal control problem.

The user selection of xd and hd can satisfy Assumptions 4.1 and 4.2. [93]

Leveraging the technique in [93] to transform the time-varying tracking problem into

a time-invariant infinite horizon regulation problem, the nonlinear control-affine dynamics

are rewritten as

ζ̇ = F (ζ) +G (ζ)µ, (4–1)

where ζ ≜
[
e⊤, x⊤d

]⊤ is a concatenated state vector, F : R2n → R2n is defined as

F (ζ) ≜

 f (e+ xd)− hd (xd) + g (e+ xd)ud (xd)

hd (xd)

 , (4–2)

G : R2n → R2n×m is defined as

G (ζ) ≜
[
g (e+ xd)

⊤ ,0m×n

]⊤
, (4–3)

µ ≜ u − ud (xd) is the transient component of the controller, and ud : Rn → Rm is the

trajectory tracking component of the controller defined as

ud (xd) ≜ g+ (xd) (hd (xd)− f (xd)) .

From Assumption 4.2, it follows that supt∈R≥0
∥g+ (xd)∥ ≤ g+d . Since the drift dynamics f

are unknown, ud cannot be calculated and thus must be approximated. The approxima-

tion of the trajectory tracking component ûd is subsequently defined in Section 4.4. The

action space for µ is U ⊂ Rm.
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4.2 Deep System Identification

This section uses the multi-timescale deep system identification formulation in

Section 3.2 to approximate the drift dynamics with a DNN as

f (x) = θ⊤ϕ (Φ (x)) + ϵθ (x) , (4–4)

and the ith DNN estimate of the drift dynamics as

f̂i

(
x, θ̂
)
= θ̂⊤ϕ

(
Φ̂i (x)

)
. (4–5)

Assumptions 3.3 and 3.4 contain the bounds on the NN parameters. Unlike Chapter 3,

in this chapter CL is used to update the output-layer weights and inner-layer features.

Assumption 4.3. A history stack consisting of input-output data pairs {ẋj, xj, uj}Mj=1

is collected online where ẋj ≜ f (xj) + g (xj)uj. In some cases the system

identification history stack may be available a priori, but it is not necessary [93].

There exists a constant λ such that the history stack satisfies the inequality

λmin

(∑M
j=1 ϕ

(
Φ̂i (xj)

)
ϕ
(
Φ̂i (xj)

)⊤)
> λ .

Remark 4.2. The selected data must be sufficiently exciting to satisfy the inequality in

Assumption 4.3.

Input-output data stored in the CL history stack can be collected online and can

simultaneously update the output-layer weights and inner-layer features of the system

identification DNN on a multi-timescale. Specifically, the CL history stacks consisting of

{ẋ (t) , x (t) , u (t)} can update θ̂ in real-time and update Φ̂i (x) from i to i+ 1 iteratively.

4.2.1 Output-Layer Weight Updates

The output-layer DNN weights θ̂ are updated according to the CL-based update law

˙̂
θ = Γθϕ

(
Φ̂i (x)

)
x̃⊤ + kθΓθ

M∑
j=1

ϕ
(
Φ̂i (xj)

)
·
(
ẋj − gj (xj)uj − θ̂⊤ϕ

(
Φ̂i (xj)

))⊤
, (4–6)

where Γθ ∈ Rp×p is a user-selected constant.
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4.2.2 Inner-Layer Feature Updates

Motivated by the subsequent analysis, the output-layer weights of the DNNs

are updated online in real-time using the aforementioned adaptive update law in (4–

6); however, updating the inner-layer features may improve function approximation.

Therefore, using the CL history stack, the inner-layer features are updated concurrent to

task execution (but slower than real-time) using an optimization technique to minimize

the mean squared error based on the saved data {ẋ (t) , x (t) , u (t)}. The i + 1th batch

optimization is used to update the ith approximation of Φ through the loss function

Li+1 =
1

M

M∑
j=1

∥∥∥ẋj − gj (xj)uj − θ̂⊤ϕ
(
Φ̂i (xj)

)∥∥∥2 .
4.3 Control Objective

The control objective can be satisfied by solving the infinite-horizon optimal tracking

problem, i.e. finding a control policy µ that minimizes the cost functional

J (ζ, µ) =

∞�

0

Q (ζ (τ)) + µ (τ)⊤Rµ (τ) dτ, (4–7)

where Q ∈ R2n → R≥0 is a PSD user-defined state cost function, and R ∈ Rm×m is

user-defined PD symmetric input cost matrix. Let Q (ζ) ≜ Q (e) , where Q : Rn → R≥0 is

a PD user-defined cost function that penalizes the error e and not the desired trajectory

xd, e.g, Q (ζ) = e⊤Qe+ x⊤d 0n×nxd.

Property 1. The function Q is PSD and satisfies q (∥e∥) ≤ Q (ζ) ≤ q (∥e∥) for q, q : R≥0 →

R≥0.

The infinite-horizon value function, i.e., the cost-to-go, is denoted by V ∗ : R2n → R≥0

and given by V ∗ (ζ) = minµ∈U
�∞
t
Q (ζ (τ)) +µ (τ)⊤Rµ (τ) dτ with the boundary condition

V ∗ (0) = 0. If the optimal value function is continuously differentiable, then the optimal

control policy µ∗ : R2n → Rm can be obtained from the corresponding HJB equation

0 = ∇ζV
∗ (ζ) (F (ζ) +G (ζ)µ∗) +Q (ζ) + µ∗ (ζ)⊤Rµ∗ (ζ) , (4–8)
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the solution to which is the analytical optimal control policy

µ∗ (ζ) = −1

2
R−1G (ζ)⊤ (∇ζV

∗ (ζ))⊤ .

4.4 Deep Value Function Approximation

Simultaneous to DNN-based system identification, the unknown optimal value

function is approximated with an additional Lb-DNN. Motivated to improve value function

approximation, this section presents the problem formulation for applying the multi-

timescale Lb-DNN method to approximate the optimal value function. Leveraging results

based on the universal function approximation property of NNs, let ζ ∈ Ω ⊂ R2n be

a compact domain of the state space. Theorem 4.1 proves that if ζ is initialized within

a compact set, then it will remain in a compact set. Refer to [101, Algorithm A.2] for

discussion on establishing the size of compact sets. The optimal value function V ∗ can

be approximated on Ω with a DNN as

V ∗ (ζ) = W⊤ψ (Ψ (ζ)) + ϵv (ζ) , (4–9)

where W ∈ RL is a vector of ideal constant output-layer weights, ψ : Rh → RL is a vector

of user-selected activation functions, Ψ : R2n → Rh is a function that represents the ideal

DNN inner-layer features, and ϵv : R2n → R is the function approximation error. Based

on the approximation in (4–9), the optimal control policy µ∗ : R2n → Rm is

µ∗ (ζ) = −1

2
R−1G (ζ)⊤ ·

(
W⊤∇ζψ (Ψ (ζ)) +∇ζϵv (ζ)

)⊤
. (4–10)

If V ∗ (ζ) is known, then it can be substituted into (4–10) to obtain an optimal control

policy; however, the ideal output-layer weights W and ideal inner-layer features Ψ are

unknown a priori. Leveraging an actor-critic-based framework, the optimal value function

in (4–9) can be approximated with an estimate of the ideal weights Ŵc ∈ RL. The
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optimal value function approximation V̂ : R2n × RL → R can then be defined as

V̂
(
ζ, Ŵc

)
≜ Ŵ⊤

c ψ
(
Ψ̂k (ζ)

)
, (4–11)

where Ψ̂k : R2n → Rh is an approximation of the ideal DNN inner-layer features Ψ.

The subscript k ∈ N≥0 refers to the index of the inner-layer features, which increases

when the new set of inner-layer features are implemented (i.e., when the DNN training

is complete). Furthermore, the optimal control policy in (4–10) can be approximated

with an estimate of the ideal weights Ŵa ∈ RL, resulting in the optimal control policy

approximation µ̂ : R2n × RL → Rm defined as

µ̂
(
ζ, Ŵa

)
≜ −1

2
R−1G (ζ)⊤ ·

(
Ŵ⊤
a ∇ζψ

(
Ψ̂k (ζ)

))⊤
. (4–12)

Assumption 4.4. There exist constant weights W and positive constants W , ψ, ∇ζψ,

ϵv, and ∇ζϵv ∈ R≥0, such that ∥W∥ ≤ W, sup
ζ∈Ω

∥ψ (·)∥ ≤ ψ, sup
ζ∈Ω

∥∇ζψ (·)∥ ≤ ∇ζψ,

sup
ζ∈Ω

∥ϵv (ζ)∥ ≤ ϵv, and sup
ζ∈Ω

∥∇ζϵv (ζ)∥ ≤ ∇ζϵv [141, Ch. 4].

Assumption 4.5. The kth user-selected inner-layer features Ψ̂k are selected such that

ψ
(
Ψ̂k (ζ)

)
+ ϵv,k (ζ) = ψ (Ψ (ζ)), where ϵv,k : R2n → RL is an approximation error of

the ideal and kthuser-selected inner-layer features, and ∇ζψ
(
Ψ̂k (ζ)

)
+ ∇ζϵv,k (ζ) =

∇ζψ (Ψ (ζ)). Furthermore, sup
ζ∈Ω, k∈N

∥ϵv,k (ζ)∥ ≤ ϵv and sup
ζ∈⊗, k∈N

∥∇ζϵv,k (ζ)∥ ≤ ∇ζϵv, where

ϵv,∇ζϵv ∈ R≥0 are constants for all k iterations.

Recall, the trajectory tracking component of the controller ud is not known a priori

due to unknown drift dynamics. An approximation of the trajectory tracking component

ûd : Rn × Rp×n → Rm is defined as ûd
(
xd, θ̂

)
≜ g+ (xd)

(
hd (xd)− f̂i

(
xd, θ̂

))
; hence, the

control policy u applied to the dynamical system ẋ = f (x) + g (x)u is [93]

u ≜ µ̂
(
ζ, Ŵa

)
+ ûd

(
xd, θ̂

)
. (4–13)
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4.5 Bellman Error

The left-hand side of the HJB in (4–8) is equal to zero under optimal conditions.

However, substituting (4–11), (4–12), and the approximated drift dynamics f̂i
(
x, θ̂
)

into

(4–8) yields a residual term δ̂ : R2n × Rp×n × RL × RL → R known as the BE. The BE is

defined as

δ̂
(
ζ, θ̂, Ŵc, Ŵa

)
≜ µ̂

(
ζ, Ŵa

)⊤
Rµ̂
(
ζ, Ŵa

)
+Q (ζ)

+∇ζ V̂
(
ζ, Ŵc

)(
F̂i

(
ζ, θ̂
)
+G (ζ) µ̂

(
ζ, Ŵa

))
, (4–14)

where F̂i : R2n × Rp×n → R2n is defined as

F̂i

(
ζ, θ̂
)
≜

[
f̂i

(
e+ xd, θ̂

)⊤
− hd (xd)

⊤ + ud

(
xd, θ̂

)⊤
g (e+ xd)

⊤ , hd (xd)
⊤
]⊤

. (4–15)

The BE in (4–14) is an indirect measure of the suboptimality of the value function

approximation which defines the error between the weight estimates and the unknown

ideal values as W̃c ≜ W − Ŵc and W̃a ≜ W − Ŵa. Substituting (4–9) and (4–10) into

(4–8) and subtracting the BE in (4–14) yields an analytical form of the BE, given as

δ̂ = −ω̂T W̃c +
1

4
W̃ T
a Gψ̂W̃

T
a −W T

(
∇ζψ

(
Ψ̂k (ζ)

))(
F − F̂i

)
+O (ζ) , (4–16)

where

ω̂
(
ζ, Ŵa, θ̂

)
≜ ∇ζψ

(
Ψ̂k (ζ)

)(
F̂i

(
ζ, θ̂
)
+G (ζ) µ̂

(
ζ, Ŵa

))
,

O (ζ) ≜
1

2
W⊤∇ζψ (Ψ (ζ))GR∇ζϵv (ζ)

⊤ +
1

4
Gϵ −W⊤∇ζϵv (ζ)F (ζ)

+
1

4
W⊤GψW − 1

4
W⊤Gψ̂W −∇ζϵv (ζ)F (ζ) ,

GR (ζ) ≜ G (ζ)R−1G (ζ)⊤ ,

Gψ (ζ) ≜ ∇ζψ (Ψ (ζ))GR (ζ)∇ζψ (Ψ (ζ))⊤ ,
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Gψ̂ (ζ) ≜ ∇ζψ
(
Ψ̂k (ζ)

)
GR (ζ)∇ζψ

(
Ψ̂k (ζ)

)⊤
,

and

Gϵ (ζ) ≜ ∇ζϵv (ζ)G (ζ)∇ζϵv (ζ)
⊤ .

4.5.1 Bellman Error Extrapolation

The BE is extrapolated from the user-defined, off-policy trajectories {ζe : ζe ∈ Ω}Ne=1

set by the user, where N ∈ N denotes a user-specified number of extrapolated trajec-

tories in the compact set Ω. The extrapolated trajectories ζe ∈ Ω are used to evaluate

the BE in (4–14) such that δ̂e ≜ δ̂
(
ζe, θ̂, Ŵc, Ŵa

)
. The data stacks corresponding to Ω

are represented as (Σc,Σa,ΣΓ) such that Σc ≜ 1
N

∑N
e=1

ωe
ρe
δ̂e, Σa ≜ 1

N

∑N
e=1

G⊤
ψ̂e
Ŵaω⊤

e

4ρe
, and

ΣΓ ≜ 1
N

∑N
e=1

ωeω⊤
e

ρ2e
, where ωe ≜ ω

(
ζe, θ̂, Ŵa

)
, and ρe = ρ

(
ζe, θ̂, Ŵa

)
= 1 + νω⊤

e Γωe

containing ν ∈ R>0 as a user-defined gain and Γ : RL×L as a user-defined learning

gain. The normalized regressors ω
ρ

and ωe
ρe

can be bounded as supt∈R≥0

∥∥∥ωρ∥∥∥ ≤ 1

2
√
νΓ

and

supt∈R≥0

∥∥∥ωeρe ∥∥∥ ≤ 1

2
√
νΓ

for all ζ ∈ Ω and ζe ∈ Ω, respectively. From Assumption ?? it

follows that 0 < ∥G(ζ)∥ ≤ G, where G ∈ R>0. The matrices GR and Gψ̂ can be bounded

as supζ∈Ω ∥GR∥ ≤ λmax {R−1}G2
≜ GR and supζ∈Ωk

∥∥∥Gψ̂

∥∥∥ ≤
(
∇ζψG

)2
λmax {R−1} ≜ Gψ̂,

respectively, where λmax {·} denotes the maximum eigenvalue. The expression for

the BE in (4–14) and (4–16) are equivalent, but (4–14) is used in implementation, and

(4–16) is used in the subsequent Lyapunov-based stability analysis.

Assumption 4.6. On the compact set Ω, there exists a finite set of off-policy trajectories

{ζe : ζe ∈ Ω}Ne=1 such that 0 < c ≜ inft∈R≥0
λmin {ΣΓ} for all t ∈ R≥0, where c is a

constant scalar lower bound of the value of each input-output data pairs minimum

eigenvalues [92].

Remark 4.3. Assumption 4.6 can be verified online and heuristically satisfied by

selecting a greater amount BE extrapolation points than amount of neurons in ψ such

that N ≫ L [92].
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4.6 DNN Value Function Update Laws

Similar to the CL history stack used to update the system identifier, BE extrapolation

is used to update the value function approximation by treating the BE as the cost to

be minimized. The data stacks consisting of {Σc,Σa,ΣΓ} are collected online and

simultaneously update the output-layer weights and inner-layer features of the DNN.

Specifically the BE extrapolation data stacks can update Ŵc and Ŵa in real-time and

update Ψ̂k (ζ) from k to k + 1 iteratively.

4.6.1 Actor-Critic Output-Layer Weight Updates

The actor and critic weights are updated using the instantaneous BE δ̂ and extrapo-

lated BEs δ̂e. In the subsequent update laws, ηc1, ηc2, ηa1, ηa2, λ ∈ R are positive constant

learning gains.

The critic weight update policy ˙̂
W c ∈ R is defined as

˙̂
W c ≜− ηc1Γ

ω̂

ρ
δ̂ − ηc2ΓΣc, (4–17)

and the actor weight update policy ˙̂
W a is defined as

˙̂
W a ≜− ηa1

(
Ŵa − Ŵc

)
− ηa2Ŵa + ηc1

G⊤
ψ̂
Ŵaω̂

⊤

4ρ
Ŵc + ηc2ΣaŴc. (4–18)

The least-squares gain update policy Γ̇ : RL×L is defined as

Γ̇ ≜

(
λΓ− ηc1

Γω̂ω̂⊤Γ

ρ2
− ηc2ΓΣΓΓ

)
1{Γ≤∥Γ∥≤Γ}, (4–19)

where 1{·} denotes the indicator function used to ensure that Γ ≤ ∥Γ∥ ≤ Γ for all t ∈ R>0.

4.6.2 Inner-Layer Feature Updates

Offline function approximation methods are used to update the inner-layer DNN

weight estimates simultaneous to the online execution using a random set of Nδ ∈ Z

states from the saved history of states. The inner-layer features are updated periodically

using an optimization technique to minimize the normalized mean squared error of the

BE. The k + 1th batch optimization is used to update the kth approximation of Ψ(ζ)
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through the loss function

Lδ,k+1 =
1

Nδ

Nδ∑
e=1

δ̂2e
ρe

(1− we (πe, µ̂e)) + (πe − µ̂e)
2we (πe, µ̂e) , (4–20)

where πe ∈ Rm is any exploration policy (e.g. StaF policy [143]) and we : Rm×Rm → [0, 1]

is the dynamic confidence weighting assigned to the exploration policy that considers

the confidence of the current policy compared to the confidence of the exploration policy.

The use of an exploration policy is to accelerate the training of the value function DNN.

A general exploration policy is used, and a specific example is provided in [108] and

used as an example application in Section 4.8.

4.7 Stability Analysis

Because the optimal value function V ∗ is PSD, the optimal value function is not a

valid Lyapunov function. However, the optimal value function can be represented in a

nonautonomous form, denoted as V ∗
na : Rn × R≥0 → R and defined as V ∗

na (e, t) ≜ V ∗ (ζ),

that is PD and decrescent where V ∗
na (0, t) = 0 [88]. Class K∞ functions v, v : R≥0 → R≥0

exist that bound v (∥e∥) ≤ V ∗
na (e, t) ≤ v (∥e∥) ∀e ∈ Rn, t ∈ R≥0, therefore ensuring

V ∗
na (e, t) is a valid Lyapunov function. Let Z ∈ Rn+2L+pn be a concatenated state defined

as Z ≜

[
e⊤, W̃⊤

c , W̃
⊤
a , vec

(
θ̃
)⊤]⊤

where θ̃ ≜ θ − θ̂. Let VL : Rn+2L+pn × R≥0 → R be a

candidate Lyapunov function defined as

VL (Z, t) ≜ V ∗
na (e, t) +

1

2
W̃⊤
c Γ (t)−1 W̃c +

1

2
W̃⊤
a W̃a +

1

2
tr
(
θ̃⊤Γ−1

θ θ̃
)
. (4–21)

According to [137, Lemma 4.3], and the properties of V ∗
na (e, t), there exist class K∞

functions α1, α2 : R≥0 → R≥0 that bound (4–21) as α1 (∥Z∥) ≤ VL (Z, t) ≤ α2 (∥Z∥).

See [92, Algorithm 1] for insight into selecting the subsequently defined gain conditions.

Theorem 4.1. Given the dynamics in (4–1), provided that Assumptions 4.1-4.6, as well

as 2.1 and 2.2, hold, the weight update laws in (4–17)-(4–19) are implemented, and the
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conditions

ηa1 + ηa2 ≥
ηc1 + ηc2√

νΓ
W Gψ̂, (4–22)

c ≥ 3
ηa1
ηc2

+
3 (ηc1 + ηc2)

2W
2
Gψ̂

2

16νΓηc2 (ηa1 + ηa2)
+

9 (ηc1 + ηc2)
2W

2∇ψ2
ϕ
2 (

1 + g (x) g+
)2

8νΓηc2kθλ
, (4–23)

v−1
L (l) < α−1

2 (α1 (r)) , (4–24)

are satisfied, where vL is a subsequently defined PD function, l is a positive constant

depending on the NN bounding constants in [113, Assumptions 6 & 7] and Assumptions

4.4 and 4.5 and r ∈ R>0 is the radius of the compact ball χ ⊂ Rn+2L+pn centered at the

origin, then the tracking error e, weight estimation errors W̃c and W̃a, and the output-

layer weight matrix error θ̃ are UUB, and therefore the control policy û converges to a

neighborhood of the optimal control policy u∗.

Proof. Using the class of dynamics in (4–1), the fact that V ∗
na (e, t) ≜ V ∗ (ζ), V̇ ∗ (ζ) =

∇ζV
∗ (ζ) ∗ F (ζ) + G (ζ)µ, (4–6), (4–17)-(4–19), Young’s inequality, nonlinear damping,

Assumptions 4.3 and 4.6, and substituting the sufficient gain conditions in (4–22) and

(4–23) yields

V̇L ≤ −vL (∥Z∥) ∀α−1
2 (α1 (r)) ≥ ∥Z∥ ≥ v−1

L (l) , (4–25)

for all t ∈ R≥0, where vL (∥Z∥) ≜ 1
2
q (e) + 1

12
ηc2c

∥∥∥W̃c

∥∥∥2 + 1
16
(ηa1 + ηa2)

∥∥∥W̃a

∥∥∥2 +

1
6
kθλ

∥∥∥vec(θ̃)∥∥∥2.
Since the update laws in (4–6) and (4–17)-(4–19) contain discontinuities that are

piecewise continuous in time, and (4–21) is a common Lyapunov function across each

DNN iteration i and k, [137, Theorem 4.18] can be invoked to conclude that Z is UUB

such that lim supt→∞ ∥Z (t)∥ ≤ α−1
1

(
α2

(
ν−1
l (l)

))
and µ̂ converges to a neighborhood
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of the optimal policy µ∗. Since Z ∈ L∞, then e, W̃c, W̃a, θ̃ ∈ L∞, and it follows that,

x, Ŵc, Ŵa, θ̂ ∈ L∞ and µ ∈ L∞.

Using (4–25), every trajectory Z (t) that satisfies the initial condition ∥Z (0)∥ <

α−1
2 (α1 (r)) can be shown to be bounded for all t ∈ R≥0, by invoking the result in [137,

Theorem 4.18], such that Z ∈ χ∀t ∈ R≥0. Since Z ∈ χ, then the states e⊤, W̃⊤
c , W̃

⊤
a , θ̃

⊤

lie on compact sets. Additionally, since xd ≤ xd, it follows that x ∈ C and ζ ∈ Ω where

C is the compact set that facilitates the DNN-based system identification, and Ω is the

compact set that facilitates the DNN-based value function approximation.

4.8 Simulation Example

The performance of the developed deep reinforcement learning framework is

examined for the application of approximate optimal indirect herding with unknown

interaction dynamics [108], [112]. Similar to [108], a DNN is used to estimate the

interaction dynamics between the pursuing and evading agents; however, in this result

we demonstrate the benefits of using the additional separate DNN to estimate the value

function. Additionally, the developed method is compared to the method in [108], using

CL for the dynamics estimate, as a baseline.

The exploration policy used in the simulation environment is the policy from [108]

where the confidence weighting we, defined in (4–20), is derived from the approximate

BE in (4–14) and the approximate BE from [108] as w ≜ wπwµ, where wπ ≜ 1
1+kπ |δ(π)| ,

wµ ≜ kµ|δ(µ)|
1+kµ|δ(µ)| , δ (π) is the BE of the exploration policy, kπ = 0.01 is a gain for the

exploration policy, δ (µ) is the BE of DNN policy, and kµ = 0.01 is a gain for the DNN

policy. The confidence weighting is used since the BE is a measure of the optimality of

each policy, therefore as the DNN policy improves, the weight of the exploration policy

decreases to minimize the bias of an inaccurate exploration policy. Specifically, this is

summarized in the following effects: |δ (µ) | → 0 then w → 0, |δ (µ) | >> 0 and |δ (π) | → 0

then w → 1, and |δ (π) | >> 0 then w → 0.
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The dynamics DNN and value function DNN are both initialized with small random

weights with a uniform distribution of −
√
k to

√
k, where k=1/layer size, and use a

residual network architecture with a tanh(·) output activation function for the dynamics

DNN and a (·)2 + log (cosh (·)) activation function for the value function DNN. The

dynamics DNN consists of an input layer mapping the state size to the hidden layer size,

5 hidden layers of size 64, and an output layer of size 32 with the tanh (∗) activation.

The value DNN also consists of an input layer mapping the input size to the hidden layer

size, 2 hidden layers of size 64, an output layer of size 32 through the log (cosh (·)), and

a skip connection from the input layer mapped to the output layer size through the (·)2.

The output weights are initialized as Ŵa = 1L, Ŵc = 2Ŵa, Γ = 5IL×L, and θ̂ ∼ N (0, 1).

The gains are initialized ηc1 = ηc2 = 0.01, ηa1 = 0.25, ηa2 = 0.005, λ = 0.001, with kθ = 1

and Γθ = 10. The batch sizes are chosen to be Nδ = 8, M = 20, and the extrapolation

stack size size is N = 16. The cost parameters are Q = 0.01I6×6 and R = 0.01.

Figure 4-1 shows the function approximation error from using the DNN to identify

the dynamics. The DNN estimate of the dynamics is used in the subsequently shown

BE to facilitate model-based deep reinforcement learning. The training for both policies

consisted of simulating four different initial conditions around the goal region, the top-

right, top-left, bottom-left, and bottom-right locations around the goal, where in all

scenarios the dynamics model and value function estimate for both the exploration and

DNN policies were updated online (both policies used the same dynamics model). The

final simulation results shown are for a fifth scenario as shown in Figure 4-2, where the

position of the pursuing agent is represented with a blue circle with a white plus, the

position of the evading agent is represented with an orange circle with a white plus, and

the goal location is represented with a solid orange circle.

Figure 4-3 compares the BE approximation of the developed method to the method

in [108]. Since the BE is used as an indirect measure of optimality, it is shown that

the DNN outperforms the policy from [108] for value function approximation using the
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BE as a metric of performance. The BE starts very large with the baseline method

and converges at about 3 seconds, whereas the BE starts small with the DNN and

converges in less than 2 seconds. Using the deep value function approximation method

results in 95.04% improvement in BE minimization in terms of mean absolute BE.

Using the selected gains results in excellent tracking performance as shown by the

norm tracking error in Figure 4-4. Recall that the state x is a concatenated vector of

the errors. Using the developed deep value function approximation method results in a

similar norm tracking error mean but 5.06% faster convergence. The baseline method

from [108] takes more than 4 seconds to regulate the evading agent to the goal location,

while the DNN method takes less than 4 seconds. Figure 4-5 compares the norm inputs

between the DNN method and the baseline method which have similar policies with the

DNN method having a slightly larger mean norm input which resulted in 5.06% faster

convergence with a 95.04% lower BE.

4.9 Concluding Remarks

Lb-DNN function approximation of the system dynamics has been used in Chapter

3, but Lb-DNN value function approximation (policy evaluation) has never been inves-

tigated before. This chapter develops a framework for simultaneous Lb-DNN function

approximation of the system dynamics and the value function online. A multi-timescale

Lb-DNN control method is implemented to update the output-layer DNN weights online

via real-time adaptive weight update laws and the inner-layer features via optimization

loss functions concurrent to online execution. This framework leverages CL data for the

system identification DNN and BE data for the value function DNN. The Lyapunov-based

stability analysis proves the states are UUB, and the applied control policy is approxi-

mated to within a neighborhood of the optimal control policy. The presented simulation

results show that the deep value function approximation method results in 95.04%

improvement in BE minimization and 5.06% faster convergence.
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This chapter introduces the first result of Lyapunov-based deep reinforcement

learning, specifically Lyapunov-based deep policy evaluation. Future work consists of

implementing Lyapunov-based deep policy evaluation using a DNN that updates the

weights in all of the layers with real-time adaptive update laws using the adaptive DNN

analysis subsequently introduced in Chapter 5.
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Figure 4-1. Function approximation of the dynamics with the DNN system identifier. The
solid lines represent the true values of the dynamics and the dashed lines
represent the DNN approximation of the dynamics
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Figure 4-2. Simulation example showing the positions of the pursuing agent, the evading
agent, and the goal location. The trajectories for each agent are shown in
their respective colors. The simulation shows the pursuing agent escorting
the evading agent to the goal location at four different instances in time
during the simulation.
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Figure 4-3. Comparative plots of the BE convergence for the baseline method (TOP)
compared to the developed deep value function approximation (BOTTOM).
The developed deep value function approximation method achieved
significantly better BE.
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Figure 4-4. Comparative plots of the norm of the state error convergence x for the
baseline method (TOP) compared to the developed deep value function
approximation (BOTTOM). Both methods resulted in similar mean norm
error.
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Figure 4-5. Comparative plots of the norm of the input for the baseline method (TOP)
compared to the developed deep value function approximation (BOTTOM).
Both methods resulted in similar mean norm input.
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CHAPTER 5
LYAPUNOV-BASED ADAPTIVE DEEP LEARNING FOR APPROXIMATE DYNAMIC

PROGRAMMING

The DNNs in Chapters 3 and 4 were updated using a multi-timescale approach

where the output-layer weights are updated using a Lyapunov-based adaptive update

law in real-time and the inner-layer weights are updated using iterative batch updates

concurrent to real-time. Advancing the DNNs in Chapters 3 and 4, in this chapter an

adaptive DNN is used where the weights in all of the layers of the DNN are updated

using adaptive update laws in real-time. ADP is performed using an Lb-DNN adaptive

identifier to approximate the unknown drift dynamics. Provided the Jacobian of the

Lb-DNN satisfies the PE condition, the Lb-DNN is shown to be exponentially convergent

to a neighborhood of the DNN weight estimation error, and the control policy is shown

to converge to a neighborhood of the optimal control policy. Simulation results show

that the Lb-DNN yields 65.73% improved RMS regulation error, 31.82% improved RMS

controller error, and 78.97% improved RMS function approximation error in comparison

to the previously developed multi-timescale DNN.

5.1 Background DNN Information

DNNs are known to approximate any given continuous function on a compact set,

based on the universal function approximation theorem [144]. Although various DNN

architectures can be used, a fully-connected DNN is described here as an example. Let

σ ∈ RLin denote the DNN input with size Lin ∈ Z>0, and θ ∈ Rp denote the vector of DNN

parameters (i.e., weights and bias terms) with size p ∈ Z>0. Then, a fully-connected

feedforward DNN Φ(σ, θ) with output size Lout ∈ Z>0 is defined using a recursive relation

Φj ∈ RLj+1 modeled as

Φj ≜


V ⊤
j ϕj (Φj−1) , j ∈ {1, . . . , k} ,

V ⊤
j σa, j = 0,

(5–1)
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where Φ(σ, θ) = Φk , and σa ≜

[
σ⊤ 1

]⊤
denotes the augmented input that accounts

for the bias terms, k ∈ Z>0 denotes the total number of hidden layers, Vj ∈ RLj×Lj+1

denotes the matrix of weights and biases, Lj ∈ Z>0 denotes the number of nodes in the

jth layer for all j ∈ {0, . . . , k} with L0 ≜ Lin + 1 and Lk+1 = Lout. The vector of smooth

activation functions is denoted by ϕj : RLj → RLj for all j ∈ {1, . . . , k}. If the DNN

involves multiple types of activation functions at each layer, then ϕj may be represented

as ϕj ≜

[
ςj,1 . . . ςj,Lj−1 1

]⊤
, where ςj,p : R → R denotes the activation function

at the pth node of the jth layer. For the DNN architecture in (5–1), the vector of DNN

weights is θ ≜

[
vec(V0)

⊤ . . . vec(Vk)
⊤

]⊤
with size p = Σk

j=0LjLj+1. The Jacobian

of the activation function vector at the jth layer is denoted by ϕ′
j : RLj → RLj×Lj ,

and ϕ′
j(y) ≜ ∂

∂z
ϕj(z)

∣∣
z=y

, ∀y ∈ RLj . Let the Jacobian of the DNN with respect to

the weights be denoted by Φ′ (σ, θ) ≜ ∂
∂θ
Φ(σ, θ), which can be represented using

Φ′ (σ, θ) =

[
Φ′

0, Φ′
1, . . . , Φ′

k

]
, where Φ′

j ≜
∂

∂vec(Vj)
Φ (σ, θ) for all j ∈ {0, . . . , k}. Then,

using (5–1) and the property of the vectorization operator in (1–2) yields

Φ′
0 =


↶
k∏
l=1

V̂ ⊤
l ϕ

′
l (Φl−1)

 (IL1 ⊗ σ⊤
a ), (5–2)

and

Φ′
j =


↶
k∏

l=j+1

V̂ ⊤
l ϕ

′
l (Φl−1)

(ILj+1
⊗ ϕ⊤

j (Φj−1)
)
, (5–3)

for all j ∈ {1, . . . , k}.

5.2 Problem Formulation

This chapter uses the dynamics in (2–1) and Assumptions 2.1 and 2.2.

Assumption 5.1. The function f is C2
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The control objective is to solve the infinite horizon optimal regulation problem

online, i.e. find an optimal control policy u that minimizes the cost function

J (x, u) =

� ∞

0

Q (x (τ)) + u (τ)⊤Ru (τ) dτ. (5–4)

In (5–4), Q : Rn → R≥0 is a PD cost function where Q satisfies q (∥x∥) ≤ Q (x) ≤ q (∥x∥)

for q, q : R≥0 → R≥0, and R ∈ Rm×m is a user-defined constant PD symmetric cost

matrix.

The cost-to-go (i.e. the infinite horizon value function) V ∗ : Rn → R≥0 is defined as

V ∗ (x) ≜ min
u∈U

� ∞

t

Q (x (τ)) + u (τ)⊤Ru (τ) dτ, (5–5)

where U ⊆ R is the action space for u.

A major roadblock in finding the approximately optimal control policy is that the

drift dynamics f are unknown and involve complex nonlinearities. The following section

provides a method for identifying the unknown drift dynamics in real-time using DNNs.

5.3 System Identification

DNNs are known to be effective at approximating unknown nonlinear functions such

as the drift dynamics f . Previous results in [108, 113, 115, 116], Chapter 3, and Chapter

4 have used DNNs for system identification in the approximate optimal control problem.

However, in those results, the inner-layer weights of the DNN were updated concurrent

to real-time in batches using offline training techniques. Traditional offline training

techniques require large amounts of data and do not account for disturbances and

uncertainties in real-time. In this chapter, the system dynamics are identified using an

Lb-DNN with real-time weight adaptation laws for all layers of the DNN. The developed

DNN weight estimates are shown to approximately converge to their true values under

an explicit PE condition, unlike the previously cited results.

97



5.3.1 Dynamics Estimate

Let Φ : Rn × Rp → Rn denote a generalized DNN defined in the Appendix

where p represents the total number of DNN weights. DNNs are known to approximate

continuous functions on a compact set using the Universal Function Approximation

theorem [144]. The subsequent stability analysis guarantees that if x is initialized in

an appropriately-sized subset of Ω, then it will stay in Ω. The drift dynamics can be

approximated with a DNN on a compact set Ω ⊂ Rn as

f(x) = Φ(x, θ∗) + ε(x) (5–6)

where ε : Rn → Rn denotes an unknown function approximation error that can

be bounded as supx∈Ω ∥ε(x)∥ ≤ ε, and θ∗ ∈ Rp denotes ideal weights such that

supx∈Ω ∥f(x)− Φ(x, θ∗)∥ ≤ ε. An estimate of the dynamics is represented as Φ
(
x, θ̂
)

where θ̂ ∈ Rp is the subsequently designed adaptive estimate of the ideal DNN weights

θ∗. Various different architectures such as fully-connected DNNs, ResNets, LSTMs

found in [125], [126], and [128] respectively, can be used in the system identifier.

Assumption 5.2. There exists a known constant θ ∈ R>0 such that the unknown ideal

weights can be bounded as ∥θ∗∥ ≤ θ.

Real-time system identifiers typically use an identification error as feedback.

However, the identification error of the dynamics cannot be directly evaluated due to

the absence of state-derivative information. Results in [108, 115, 116] and Chapter

3 use integrators to avoid requiring state-derivative information while identifying the

output-layer weights. However, integrators do not assist in identifying the inner-layer

weights due to the nonlinear parameterization of DNNs. To overcome these challenges,

a RISE-based dynamics observer is used to obtain an instantaneous second estimate

of the dynamics [145]. The subsequent RISE-based dynamics observer is capable of

exponentially identifying uncertainty and disturbances in the function and is designed as

˙̂x = f̂ + gu+ α1x̃ (5–7)
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˙̂
f = x̃+ kf

(
˙̃x+ α1x̃

)
+ βfsgn (x̃) (5–8)

where x̂, f̂ ∈ Rn are the observer estimates of x and f , respectively, x̃, f̃ ∈ Rn are the

observer errors x̃ ≜ x − x̂ and f̃ ≜ f(x) − f̂ , respectively, and α1, kf , βf ∈ R>0 denote

constant observer gains. The observer error x̃ is known because x and x̂ are known.

However, since ˙̃x is unknown, (5–8) can be implemented by integrating both sides and

using the relation
� t
0
˙̃x (τ) dτ = x̃(t) − x̃(0) to obtain f̂(t) = f̂(0) + kf x̃(t) − kf x̃(0) +� t

0
[(kfα1 + 1)x̃(τ) + βfsgn (x̃ (τ))] dτ which is a solution to (5–8). Taking the derivative of

x̃ and substituting (5–7) yields

˙̃x = f̃ − α1x̃. (5–9)

Additionally, taking the derivative of f̃ and substituting (5–8) and (5–9) yields

˙̃f = ḟ − x̃− kf f̃ − βfsgn (x̃) , (5–10)

where ḟ ≜ ∂f
∂x
ẋ. An identification error E ∈ Rn based on the observer estimate of f and

the DNN estimate of f is calculated as

E = f̂ − Φ
(
x, θ̂
)

(5–11)

and is used to update the weights of the DNN in real-time.

Remark 5.1. Although a RISE-based observer is capable of producing an instantaneous

estimate of the drift dynamics by essentially acting as a state-derivative estimator, the

subsequent control development requires extrapolation of the dynamics to unexplored

areas of the state space that can only be achieved using the identified DNN.

5.3.2 Adaptation Laws

To facilitate the subsequent analysis, the least squares adaptive update law is

designed as

˙̂
θ = ΓθΦ

′⊤
(
x, θ̂
)
E, (5–12)

99



where the Jacobian Φ′
(
x, θ̂
)

∈ Rn×p is calculated using (5–2) and (5–3), and the

term Γθ ∈ Rp×p denotes a symmetric, positive-definite (PD) time-varying least squares

adaptation gain matrix that is a solution to [146, Eqns. (16) and (17)]

d

dt
Γ−1
θ = −β(t)Γ−1

θ + Φ′⊤
(
x, θ̂
)
Φ′
(
x, θ̂
)
, (5–13)

where the bounded-gain time-varying forgetting factor β : R≥0 → R≥0 is designed as

β(t) ≜ β0

(
1− λmax {Γθ}

κ0

)
, (5–14)

where β0, κ0 ∈ R>0 are user-selected constants that denote the maximum forgetting rate

and the prescribed bound on λmax {Γθ}, respectively. The adaptation gain in (5–13) is

initialized to be PD such that λmax {Γθ(0)} < κ0, and it can be shown that Γθ(t) remains

PD for all t ∈ R≥0 [146]. The term β(t) can be lower bounded as β ≥ β1, where β1 ∈ R≥0

is a constant which satisfies the properties stated in the subsequent remark.

If Φ′
(
x, θ̂
)

satisfies the PE condition, i.e., there exists constants φ1, φ2 ∈ R>0 for all

t1 ∈ R≥0 and some T ∈ R>0 such that φ1Ip ≤
� t1+T
t1

Φ′⊤
(
x(τ), θ̂(τ)

)
Φ′
(
x(τ), θ̂(τ)

)
dτ ≤

φ2Ip, then it can be shown that β1 > 0 [146, Sec. 4.2].

Remark 5.2. The PE condition requires the Jacobian Φ′ to be sufficiently rich, which

yields sufficient exploration of the state-space. Under this condition, the weight esti-

mates are shown to converge to a neighborhood of their ideal values. As a result, the

DNN can generalize beyond the explored trajectory, thus allowing extrapolation in the

subsequent control development.

Analyzing the convergence properties of the adaptive update law in (5–12) is

challenging due to the nested nonlinear parameterization of the DNN. To address this

challenge, a first-order Taylor series approximation is used. A first-order Taylor series

approximation is introduced to overcome the challenges of the nested nonlinear param-

eterization introduced by the DNN. Applying a first-order Taylor series approximation to
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the generalized DNN illustrated in the Appendix yields

Φ(x, θ∗)− Φ
(
x, θ̂
)
= Φ′

(
x, θ̂
)
θ̃ +O

(∥∥∥θ̃∥∥∥2) , (5–15)

where θ̃ ∈ Rp denotes the parameter estimation error θ̃ ≜ θ − θ̂, and O
(∥∥∥θ̃∥∥∥2) denotes

the higher-order terms. By adding and subtracting f and substituting (5–6) and (5–15),

the identification error E can be rewritten as

E = −f̃ + Φ′
(
x, θ̂
)
θ̃ +∆, (5–16)

where ∆ ≜ O
(∥∥∥θ̃∥∥∥2) + ε(x). Since ˙̃θ ≜ − ˙̂

θ, by substituting (5–12) and (5–16) the time

derivative of θ̃ is calculated as

˙̃θ = −ΓθΦ
′⊤
(
x, θ̂
)
Φ′
(
x, θ̂
)
θ̃ + ΓθΦ

′⊤
(
x, θ̂
)
f̃ − ΓθΦ

′⊤
(
x, θ̂
)
∆. (5–17)

5.3.3 Stability Analysis

To achieve exponential convergence, a P-function is included in the subsequent

Lyapunov analysis in addition to the typical sum of norm squared error terms [147]. The

P-function is designed as

P ≜ β ∥x̃∥1 − x̃⊤ḟ + e−λP t ∗
(
x̃⊤f̈

)
+ e−λP t ∗

(
(α1 − λP )

(
β ∥x̃∥1 − x̃⊤ḟ

))
, (5–18)

where λp ∈ R>0 is a user-selected constant, and f̈ ≜ ẋ⊤
(
∂2f
∂x2

)
ẋ + ∂f

∂x
ẍ. The con-

volutional integral e−λP t ∗ q =
� t
t0
e−λP (t−σ)q(σ)dσ is denoted by ‘∗‘ for any given

q : [t0,∞) → R, and can be verified using the Leibniz rule that d
dt

(� t
t0
e−λP (t−σ)q(σ)dσ

)
=

q(t) − λP
� t
t0
e−λP (t−σ)q(σ)dσ. The convolutional integral therefore satisfies the property

d
dt

(
e−λP t ∗ q

)
= q(t) − λP e

−λP t ∗ q. The mapping t 7→ ∥e(t)∥1 is differentiable for almost

all time since t 7→ e(t) is absolutely continuous and ∥·∥1 is globally Lipschitz; hence, the

use of the chain rule in [148, Theorem 2.2] yields d
dt
(∥e∥1)

a.a.t.
∈ K[sgn](e). Taking the

time-derivative of (5–18), using Leibniz’s rule, and substituting (5–9) and (5–18) results
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in

Ṗ
a.a.t.
∈ −λpP + f̃⊤

(
βfsgn (x̃)− ḟ

)
.

A more detailed derivation can be found in [147, Proof of Lemma 3].

Let zθ ≜

[
x̃⊤ f̃⊤ θ̃⊤

√
2P

]⊤
∈ R2n+p+1 denote the concatenated state. The

candidate Lyapunov function Vθ : R2n+p+1 → R is defined as

Vθ (zθ) =
1

2
x̃⊤x̃+

1

2
f̃⊤f̃ +

1

2
θ̃⊤Γ−1

θ θ̃ + P. (5–19)

The Lyapunov function is bounded as

λ1 ∥zθ∥2 ≤ Vθ(zθ) ≤ λ2 ∥zθ∥2 , (5–20)

where λ1 ≜ min{1
2
, 1
2λmax{Γθ}

} and λ2 ≜ max{1
2
, 1
2λmin{Γθ}

}. Consider the compact domain

D ≜ {ζ ∈ R4n+p : ∥ζ∥ ≤ χ} where χ ∈ R>0 is a bounding constant. The subsequent

analysis shows that the concatenated state zθ(t) ∈ D for all t ∈ R≥0 if z is initialized

in the set S ≜
{
ζ ∈ R2n+p+1 : ∥ζ∥ ∈

√
λ1
λ2
χ2 − C

λ3

}
in the subsequent stability analysis.

Using [147, Lemma 4] it can be shown that P ≥ 0 if the gain conditions

α > λP (5–21)

and

β > Υ1 +
Υ2

α− λP
(5–22)

are satisfied, where bounds
∥∥∥ḟ∥∥∥ ≤ Υ1 and

∥∥∥f̈∥∥∥ ≤ Υ2 hold where Υ1 and Υ2 are

bounding constants based on Assumption 5.1 and the fact that ẋ and ẍ are bounded

when z ∈ D.

Theorem 5.1. Provided Assumptions 5.1 and 5.2 and the gain conditions in (5–21),

(5–22), and (5–25) are satisfied, the adaptive update laws in (5–12) and (5–13) ensure
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that the estimation errors defined in zθ are uniformly ultimately bounded (UUB) such that

∥zθ(t)∥ ≤
√
λ2
λ1

∥zθ(0)∥2 e−
λ3
λ2
t
+
λ2C

λ1λ3

(
1− e

−λ3
λ2
t
)
.

Proof. Taking the time derivative of (5–19) yields

V̇θ
a.a.t.
∈ x̃⊤ ˙̃x+ f̃⊤ ˙̃f + θ̃⊤Γ−1

θ
˙̃θ +

1

2
θ̃⊤
(
d

dt
Γ−1
θ

)
θ̃ − λpP + f̃⊤

(
βfsgn (x̃)− ḟ

)
. (5–23)

By substituting (5–9), (5–10), and (5–17), and cancelling coupling terms, (5–23) can be

upper bounded as

V̇θ
a.a.t.

≤ −α1x̃
2 − kf

∥∥∥f̃∥∥∥2 − β(t)

2
θ̃⊤θ̃ − λpP

− θ̃⊤
(
1

2
Φ′⊤

(
x, θ̂
)
Φ′
(
x, θ̂
))

θ̃ + θ̃⊤Φ′⊤
(
x, θ̂
)(

f̃ −∆
)
.

The parameter estimation error can be bounded as ||θ̃|| ≤ χ when z ∈ D. Additionally,

since f and Φ are continuously differentiable, the bounds ∥∆∥ ≤ γ1 and
∥∥∥Φ′

(
x, θ̂
)∥∥∥ ≤ γ2

hold when zθ ∈ D, where γ1, γ2 ∈ R>0 denote bounding constants. Therefore, using

Young’s inequality yields the bound θ̃⊤Φ′⊤
(
x, θ̂
)(

f̃ −∆
)
≤ γ2

∥∥∥θ̃∥∥∥2 + γ2
2

∥∥∥f̃∥∥∥2 + γ2γ21
2

. As

a result, V̇θ can further be upper-bounded as

V̇θ
a.a.t.

≤ −λ3 ∥z∥2 + C − 1

2
θ̃⊤Φ′⊤

(
x, θ̂
)
Φ′
(
x, θ̂
)
θ̃, (5–24)

when zθ ∈ D, where λ3 ≜ min{α1, kf − γ2
2
, β1

2
− γ2, λP} and C ≜ γ2γ21

2
. Using (5–20) and

(5–24), when the gain condition

λ3 > 0 (5–25)

is satisfied, V̇ can be upper-bounded as

V̇θ
a.a.t.

≤ −λ3
λ2
Vθ + C, (5–26)

when zθ ∈ D. Solving the differential inequality in (5–26) yields
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Vθ (z(t)) ≤ Vθ (z(0)) e
−λ3
λ2
t
+
λ2C

λ3

(
1− e

−λ3
λ2
t
)
,

when zθ ∈ D, and applying (5–20) yields the bound

∥zθ(t)∥ ≤
√
λ2
λ1

∥zθ(0)∥2 e−
λ3
λ2
t
+
λ2C

λ1λ3

(
1− e

−λ3
λ2
t
)
, (5–27)

when zθ ∈ D. To guarantee zθ (t) ∈ D for all t ∈ R≥0, (5–27) can be upper

bounded as ∥zθ(t)∥ ≤
√

λ2
λ1

∥zθ(0)∥2 + λ2c
λ1λ3

for all t ∈ R≥0. Due to the fact that

D ≜ {ζ ∈ R4n+p : ∥ζ∥ ≤ χ}, the relation zθ (t) ∈ D holds if
√

λ2
λ1

∥zθ(0)∥2 + λ2c
λ1λ3

≤ χ,

which is achieved if ∥zθ(0)∥ ≤
√

λ1
λ2
χ2 − c

λ3
, i.e., zθ (0) ∈ S; in this case, (5–27) holds for

all t ∈ [0,∞).

5.4 Approximate Optimal Control

The optimal value function in (5–5) is the solution to the corresponding HJB

equation

0 = ∇V ∗ (x) (f (x) + g (x)u∗) +Q (x) + u∗ (x)⊤Ru∗ (x) , (5–28)

with the condition V ∗ (0) = 0 and where u∗ : Rn → Rm is the optimal control policy.

Taking the partial derivative of (5–28) with respect to the minimizing argument u∗ (x),

setting it equal to zero, and solving for u∗ (x) results in the optimal control policy

u∗ (x) = −1

2
R−1g (x)⊤ (∇V ∗ (x))⊤ . (5–29)

Assumption 5.3. The optimal value function V ∗ is continuously differentiable [92].

5.4.1 Value Function Approximation

The optimal value function is generally unknown for nonlinear systems. To solve for

the optimal control policy in (5–29), the optimal value function can be approximated with
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a NN in a compact set Ω ⊂ Rn using the Universal Function Approximation Theorem as

V ∗ (x) = W⊤ϕ (x) + ϵ (x) ∀x ∈ Ω, (5–30)

where W ∈ RL is a vector of unknown weights, ϕ : Rn → RL is a user-defined vector

of basis functions, and ϵ : Rn → R is the bounded function reconstruction error.

Substituting (5–30) into (5–31), the optimal control policy in (5–29) can be approximated

with a NN as

u∗ (x) = −1

2
R−1g (x)⊤

(
∇ϕ (x)⊤W +∇ϵ (x)⊤

)
. (5–31)

Assumption 5.4. There exists a set of known positive constants W,ϕ,∇ϕ, ϵ,∇ϵ ∈ R>0

such that sup ∥W∥ ≤ W, supx∈Ω, ∥ϕ (x)∥ ≤ ϕ, supx∈Ω ∥∇ϕ (x)∥ ≤ ∇ϕ, supx∈Ω ∥ϵ (x)∥ ≤ ϵ,

and supx∈Ω, ∥∇ϵ (x)∥ ≤ ∇ϵ [135, Assumptions 9.1.c-e].

The ideal weights W in (5–30) and (5–31) are unknown a priori. In this chapter, an

actor-critic NN architecture is used where actor and critic weight estimates are used

to approximate W . The critic weight estimate vector Ŵc ∈ RL is used to approximate

(5–30), resulting in the optimal value function estimate V̂ : Rn × RL → R, defined as

V̂
(
x, Ŵc

)
≜ Ŵ⊤

c ϕ (x) . (5–32)

The actor weight estimate vector Ŵa ∈ RL is used to approximate (5–31), resulting in the

optimal control policy estimate û : Rn × RL → Rm, defined as

û
(
x, Ŵa

)
≜ −1

2
R−1g (x)⊤

(
∇ϕ (x)⊤ Ŵa

)
. (5–33)

5.4.2 Bellman Error

The error resulting from approximating the system dynamics, the optimal value

function, and the optimal control input introduces an error in the HJB equation in (5–

28). This error, termed the BE, is representative of the performance of the developed

method, and is used to update the actor-critic weights in the subsequent development.

Replacing the drift dynamics f with the estimate Φ
(
x, θ̂
)

, the optimal value function
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V ∗ (x) with the estimate V̂
(
x, Ŵc

)
, and the optimal control policy u∗ (x) with the esti-

mate û
(
x, Ŵa

)
in (5–28) results in the BE δ̂ : Rn × RL × RL → R defined as

δ̂
(
x, Ŵc, Ŵa

)
≜ Q (x) + û

(
x, Ŵa

)⊤
Rû
(
x, Ŵa

)
+∇V̂

(
x, Ŵc

)(
Φ
(
x, θ̂
)
+ g (x) û

(
x, Ŵa

))
. (5–34)

The BE represents the difference between the actor and critic weight approximations

and their ideal weight values. While (5–34) is used for implementation, to facilitate the

subsequent stability analysis, (5–34) can be rewritten in terms of the weight approxi-

mation errors W̃c ≜ W − Ŵc and W̃a ≜ W − Ŵa. Subtracting (5–28) from (5–34) and

substituting (5–30)-(5–31), the analytical form of the BE in (5–34) can be expressed as

δ̂
(
x, Ŵc, Ŵa

)
= −ω⊤W̃c +

1

4
W̃⊤
a Gϕ (x) W̃a +O (x) , (5–35)

where the Bellman regressor ω : Rn × RL → Rn is ω
(
x, Ŵa

)
≜

∇ϕ (x)
(
Φ
(
x, θ̂
)
+ g (x) û

(
x, Ŵa

))
and O (x) ≜ 1

2
∇ϵ (x)GR∇ϕ (x)⊤W + 1

4
Gϵ −

∇ϵ (x) f (x), where GR (x) ≜ g (x)R−1g (x) ⊤, Gϕ (x) ≜ ∇ϕ (x)GR (x)∇ϕ (x) ⊤,

and Gϵ (x) ≜ ∇ϵ (x)GR (x)∇ϵ (x)⊤. The function GR is bounded as supx∈Ω ∥GR∥ ≤

g2λmax {R−1} ≜ GR, and Gϕ is bounded as supx∈Ω ∥Gϕ∥ ≤
(
∇ϕg

)2
λmax {R−1} ≜ Gϕ.

The BE in (5–34) can be evaluated at any user-defined point in the state space us-

ing a user-selected state xi, the critic weight estimate Ŵc, and the actor weight estimate

Ŵa. Using the DNN system identifier and adaptive update laws developed in Section

5.3, experience can be simulated by extrapolating the BE over unexplored off-trajectory

points in the state space via BE extrapolation. BE extrapolation uses the estimated

dynamics to yield simultaneous exploration and exploitation providing simulation of ex-

perience and yielding faster policy learning. To gain experience for sufficient exploration,

the BE is extrapolated to user-defined off-trajectory points {xi : xi ∈ Ω}Ni=1, where N ∈ N

is a user-specified number of total extrapolation trajectories in the compact set Ω [92].
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As the estimate of the identified dynamics becomes more accurate, the estimate of the

control policy becomes more accurate.

5.4.3 Update Laws for Actor and Critic Weights

The experience gained along the state trajectory and from the extrapolated points is

used to update the actor and critic weights simultaneously. In the subsequent adaptive

weight update laws, ηc1, ηc2, ηa1, ηa2, λ ∈ R>0 are positive constant adaptation gains,

ρ = 1 + νω⊤Γω, ρi = 1 + νω⊤
i Γωi, ν ∈ R>0 is a user-defined gain, Γ ∈ RL×L is a

time-varying least-squares gain matrix, and Γ, Γ ∈ R>0 denote lower and upper bounds

for Γ. The normalized regressors ω
ρ

and ωi
ρi

are bounded as supt∈R≥0

∥∥∥ωρ∥∥∥ ≤ 1

2
√
νΓ

and

supt∈R≥0

∥∥∥ωiρi ∥∥∥ ≤ 1

2
√
νΓ

for all x ∈ Ω and xi ∈ Ω, respectively. The critic update law

˙̂
W c ∈ RL is defined as

˙̂
W c ≜ −ηc1Γ

ω

ρ
δ̂ − ηc2Γ

1

N

N∑
i=1

ωi
ρi
δi. (5–36)

The least-squares gain matrix update law Γ̇ ∈ RL×L is defined as

Γ̇ ≜

(
λΓ− ηc1

Γωω⊤Γ

ρ2
− ηc2Γ

N

N∑
i=1

ωiω
⊤
i Γ

ρ2i

)
· 1{Γ≤∥Γ∥≤Γ}, (5–37)

where 1{·} denotes the indicator function ensuring that Γ ≤ ∥Γ∥ ≤ Γ for all t ∈ R>0. The

actor update law ˙̂
W a ∈ RL is defined as

˙̂
W a ≜ −ηa1

(
Ŵa − Ŵc

)
− ηa2Ŵa +

ηc1G
⊤
ϕ Ŵaω

⊤

4ρ
Ŵc + ηc2

1

N

N∑
i=1

G⊤
ϕiŴaω

⊤
i

4ρi
Ŵc. (5–38)

The following assumption aids in the subsequent stability analysis by imposing a

condition on sufficient richness of the Bellman regressor ω.

Assumption 5.5. On the compact set, Ω, a finite set of off-trajectory points

{xi : xi ∈ Ω}Ni=1 are user-selected such that 0 < c ≜ inf
t∈R≥0

λmin

{
1
N

∑N
i=1

ωiω
⊤
i

ρ2i

}
,

where c is a constant scalar lower bound of the value of each history stack’s minimum

eigenvalues [92].
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5.5 Stability Analysis

To facilitate the stability analysis, let a concatenated state z ∈ Rn+2L be defined as

z ≜
[
x⊤, W̃⊤

c , W̃
⊤
a

]⊤
, and let the candidate Lyapunov function VL : Rn+2L → R≥0 be

defined as

VL (z) ≜ V ∗ (x) +
1

2
W̃⊤
c Γ

−1W̃c +
1

2
W̃⊤
a W̃a. (5–39)

According to [101, Lemma 4.3], (5–39) can generally be bounded as

vl (∥z∥) ≤ VL (z) ≤ vl (∥z∥) (5–40)

using class K functions vl, vl : R≥0 → R≥0. To facilitate the subsequent analysis, let

vl (∥z∥) = 1
2
q (∥x∥) + 1

12
ηc2c

∥∥∥W̃c

∥∥∥2 + 1
16
(ηa1 + ηa2)

∥∥∥W̃a

∥∥∥2 and define r ∈ R>0 to be

the prescribed radius of a compact ball Br ∈ Rn+2L centered at the origin where the

convergence of z is desired.

Theorem 5.2. Taking the time derivative of (5–39) yields

V̇L
a.a.t.

≤ ∇V ∗ẋ− W̃⊤
c Γ

−1 ˙̂
W c − W̃⊤

a
˙̂
W a −

1

2
W̃⊤
c Γ

−1Γ̇Γ−1W̃c. (5–41)

Provided the weight update laws in (5–36)-(5–38) are implemented, Assumptions

5.1-5.5, as well as 2.1 and 2.2, hold, and the conditions

ηa1 + ηa2 >
1√
νΓ

(ηc1 + ηc2)WGϕ (5–42)

c > 3
ηa1
ηc2

+
3 (ηc1 + ηc2)

2W
2

8ηc2νΓ

(
Gϕ

2

2 (ηa1 + ηa2)

)
(5–43)

l < vl
(
vl

−1
(
vl (r)

))
(5–44)

∥z (0)∥ ≤ vl
−1
(
vl (r)

)
(5–45)
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are satisfied, where l is a positive constant that depends on the NN bounding constants

in Assumption 5.4, then x, W̃c, and W̃a are UUB. Hence, each control policy û converges

to a neighborhood of its respective optimal control policy u∗.

Proof. Using the HJB equation in (5–28), the BE in (5–35), the gain conditions in (5–42)

and (5–43), and the weight update laws in (5–36)-(5–38), the time derivative of (5–39)

can be bounded as

V̇L ≤ −vl (∥z∥) ∀ ∥z∥ ≥ v−1
l (l) (5–46)

for all t ∈ R>0. Using (5–40) and (5–46), [137, Theorem 4.18] can be invoked to

conclude that every trajectory z (t) that satisfies the initial condition ∥z (0)∥ ≤ vl
−1
(
vl (r)

)
is bounded for all t ∈ R, z is UUB such that lim supt→∞ ∥z∥ ≤ vl

−1
(
vl
(
v−1
l (l)

))
, and

the control policy û converges to a neighborhood of the optimal control policy u∗. Since

z ∈ L∞, it follows that x, W̃c, W̃a ∈ L∞; hence, x, Ŵc, Ŵa ∈ L∞ and u ∈ L∞. Additionally,

every trajectory z that is initialized in the ball Br is bounded such that z ∈ Br, ∀t ∈ R≥0.

Since z ∈ Br, the states x, Ŵc, Ŵa similarly lie in a compact set.

5.6 Simulations

To demonstrate the effectiveness of the developed ADP technique, comparative

simulations are performed on a control-affine nonlinear dynamical system with a two

dimensional state x = [x1, x2]
⊤. The developed method results are compared with the

multi-timescale DNN technique in [113] as the baseline. For the baseline method, the

inner-layer weights are retrained and updated once online, and the mean squared error

is used as the loss function for training.

For value function approximation, the basis function is selected as ϕ = [x21, x1x2, x
2
2].

The initial conditions for the system are x (0) = [−5, 5]⊤, Γ (0) = 10 · I3×3, and Ŵc (0) =
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Ŵa (0) = 0.1 · 13×1. The system dynamics are

f =

 x1 x2 0 0

0 0 x1 x2
(
1− (cos (2x1) + 2)2

)
 θ, g =

 0

cos (2x1) + 2


where θ =[−1, 1,−0.5,−0.5]⊤ [135]. The simulation parameters are selected as ηc1 =

0.005, ηc2 = 0.1, ηa1 = 15, ηa2 = 0.1, λ = 0.4, ν = 0.005, N = 100, Γθ = 0.02 · IL×L, α1 = 30,

kf = 100, βf = 0.2. The cost parameters in (5–4) are selected as Q = xTdiag ([.001, 3])x

and R = 1. The implemented DNN contains 7 hidden layers with 7 neurons in each

layer.

Figure 5-1 presents the state errors of the infinite horizon regulation problem. It

is shown that using the developed system identifier to learn the dynamics in real-time

successfully yields faster convergence of the system states. The state errors rapidly

converged to steady state at approximately 5 seconds, whereas it took approximately 25

seconds for the state errors to converge with the baseline method.

Figure 5-2 shows the comparative plots of the RMS function approximation error

norm with the developed and baseline method. The initial function approximation

error is high with both methods because the DNN weights are randomly initialized.

There is an initial overshoot in the DNN weight estimates due to the initial learning

phase resulting from the exploration of the state-space by the system states. The initial

overshoot is higher with the developed method since it updates all of the DNN weights,

unlike the baseline method which updates only the output-layer weights. However,

the simultaneous update on all weights results in a rapid function approximation error

convergence with the developed method, i.e., within 5 seconds. In contrast, the baseline

method did not yield function approximation error convergence for the duration of the

simulation. The improved learning of the dynamics is beneficial to the ADP framework

as it provides a more accurate model to be used in BE extrapolation which results in

faster convergence to the optimal control policy as shown in Figure 5-3.
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The aforementioned control objective is to find an optimal control policy u that

minimizes the cost function. Figure 5-3 shows that the control policy is minimized faster

in the developed method. Although the initial overshoot is higher, due to the initial

learning phase, the developed method converged to steady state at approximately

3 seconds while the baseline method converged to steady state at approximately 15

seconds.

Table 5-1 provides a quantitative representation of the comparative simulations.

The RMS regulation error, controller error, and function approximation error are shown

decrease by 65.73%, 31.82%, and 78.97%, respectively, when using the developed

method compared to the baseline. The steady-state RMS error values and the percent

improvement values show that the developed method yields significant improvement.

5.7 Concluding Remarks

The developed method uses an adaptive Lb-DNN system identifier in conjunction

with a RISE-based dynamics observer within an ADP framework. A least-squares

continuous-time update law is used to update all layers of DNN weights online. The

system identifier is used to obtain an estimate of the unknown system dynamics.

Exponential convergence to a neighborhood of the DNN weight estimation error,

provided the Jacobian of the DNN satisfies the PE condition, is shown via a Lyapunov-

based stability analysis. The entire system is shown to be UUB such that the developed

control policy is shown to converge to a neighborhood of the optimal control policy.

Simulation results show that the adaptive DNN yields 65.73% improved RMS regulation

error, 31.82% improved controller error, and 78.97% improved function approximation

error in comparison to the previously developed multi-timescale DNN. For future work,

the all-layer updates developed in this chapter can be combined with insight from

Chapter 4 to develop all-layer update laws for the actor and critic weight estimates.
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Figure 5-1. Comparative plots of the regulation error norms ∥x∥ for the developed
method consisting of adaptive updates of all the DNN layers compared to
the previous method consisting of multi-timescale updates of the DNN.

Table 5-1. Performance Comparison
Multi-timescale Adaptive % Decrease

∥x∥
RMS

2.265 0.800 65.73
∥u∥

RMS
1.525 1.043 31.82∥∥∥f(x, ẋ)− Φ

(
X, θ̂

)∥∥∥
RMS

8.732 1.950 78.97
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Figure 5-2. Comparative plots of the RMS function approximation error norm∥∥∥f(x)− Φ
(
X, θ̂

)∥∥∥ for the developed method consisting of adaptive updates
of all the DNN layers compared to the previous method consisting of
multi-timescale updates of the DNN.

Figure 5-3. Comparative plots of the control input ∥u∥ for the developed method
consisting of adaptive updates of all the DNN layers compared to the
previous method consisting of multi-timescale updates of the DNN.
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CHAPTER 6
CONCLUSION

ADP is a powerful tool that leverages reinforcement learning and adaptive control

techniques to solve optimal control problems. ADP can be used for learning parametric

uncertainties and approximating optimal control policies in nonlinear dynamical systems.

This dissertation develops methods that advance the state-of-the-art in ADP-based

controllers in the presence of model uncertainty. First, linear parameterization is used

to estimate unknown system dynamics while switching between controllers. Then, the

system identification technique is advanced to using a multi-timescale DNN to estimate

the unknown dynamics between a pursuing and evading agent to facilitate indirect

herding to a desired goal location. Then, the value function approximation technique is

advanced to using a multi-timescale DNN to approximate the optimal value function in

conjunction with a multi-timescale DNN used to approximate the unknown dynamics.

Then, the multi-timescale DNN is advanced to an adaptive DNN that updates all the

weights in real-time to be used with a RISE-based dynamics observer to estimate

unknown dynamics.

Chapter 2 provides an HRL technique to control switching between approximately

optimal controllers. The hierarchical framework identifies which controller should be

active at a given time and generates a switching signal indicating the most desirable

switching pattern based on comparing multiple value function estimates. This chapter

is impactful because previous results contained unsupervised switching, and now

supervised switching can be used to achieve optimality by using a hierarchy to optimize

a selected performance method. This technique is especially important in the presence

of unknown dynamics where the control policy that minimizes the system cost is

unknown a priori. UUB regulation of the system states to a neighborhood of the origin,

and convergence of the approximate control policy to a neighborhood of the optimal

control policy, are proven using a Lyapunov-based stability and dwell-time analysis.
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Simulation results show that implementing the developed HRL controller yields a total

cost that is 37% less than the total cost of implementing one ADP sub-controller and an

improved rise time. Future work will consist of implementing the HRL framework for the

optimal tracking problem.

Chapter 2 will be significant for problems that require more than one cost function

to achieve the desired control objective. This chapter provides inroads for ADP become

more integrated into switched system/hybrid controls problems Additionally, HRL can be

used in the class of problems introduced in Chapter 3 to facilitate multi-agent herding.

The HRL technique can be used to switch between different pursuers to regulate an

evader or multiple evaders based on specific metrics (e.g. distance between agents) to

the desired goal location.

Advancing the ICL result in Chapter 2, Chapter 3 develops a deep ICL-based

implementation of ADP to achieve an approximate optimal online solution to the indirect

regulation herding problem for unknown agents. The contribution of this chapter lies

in the fact that this is the first time ICL has been used in a DNN system identifier

framework, successfully removing the need to measure the state derivatives. The

ICL-based system identifier is facilitated by an Lb-DNN to estimate the unknown

interaction dynamic between the pursuer and evader. A Lyapunov-based analysis is

provided to prove UUB convergence of the evader to the desired goal location known

by the pursuer. The simulation shows that the pursuer is able to intercept and regulate

the evader towards the desired goal location and that the Lb-DNN system identifier

outperforms the SNN system identifier.

Future work for Chapter 3 consists of extending this result to problems with multiple

pursuers, multiple evaders, or both. Additionally, since the target agent in this chapter

is moving agnostically, future research directions will include more complex dynamical

agent interactions such as the evader optimally evading the pursuer or an asymmetric

interaction between the pursuer and evader where the evader is not just influenced
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forward in a straight line. Lastly, this chapter can be extended to obstacle avoidance

herding problems consisting of avoidance regions characterized by penalty functions or

control barrier functions.

Using the multi-timescale DNN introduced in Chapter 3, Chapter 4 develops a

framework for using DNN-based value function approximation within the ADP framework

to solve the infinite-horizon optimal tracking problem online. In existing ADP literature,

while DNNs have been used for online system identification, the optimal value function

has only been approximated with a single-layer NN, therefore the contribution of this

chapter is using a multi-timescale DNN to approximate the optimal value function in

real-time in an attempt to achieve a more accurate approximation. The approximation of

the optimal control policy is proven to converge to a neighborhood of the optimal control

policy, and UUB stability of the states is proven via a Lyapunov-based stability analysis.

The simulation results show that the deep value function approximation method results

in 95.04% improvement in BE minimization and 5.06% faster convergence.

Improving upon the function approximation capabilities discussed in Chapters 3

and 4, Chapter 5 provides the first ADP result with Lyapunov-derived weight adaptation

laws for each layer of a DNN online. The developed method uses an adaptive Lb-DNN

system identifier in conjunction with a RISE-based dynamics observer within the ADP

framework. A least-squares continuous-time update law is used to update all layers of

DNN weights online. The system identifier is used to obtain an estimate of the unknown

system dynamics. UUB convergence of the DNN weight estimation error, provided

the Jacobian of the DNN satisfies the PE condition, is shown via a Lyapunov-based

stability analysis. The entire system is shown to be UUB such that the developed control

policy is shown to converge to a neighborhood of the optimal control policy. Simulation

results show that the adaptive DNN yields 65.73% improved RMS regulation error,

31.82% improved controller error, and 78.97% improved function approximation error in

comparison to the previously developed multi-timescale DNN.
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While a multi-timescale DNN where the output-layer weights update in real-time

is used for value function approximation in Chapter 4, and an adaptive DNN where the

weights in all layers update in real-time is used for system identification in Chapter 5, the

parametric estimate for value function approximation has never consisted of all layers

updating in real-time. Because of the breakthroughs in Chapters 4 and 5, future work

could consist of investigating the use of online adaptation for each layer of the DNN to

approximate the optimal value function. Significant efforts will be required to combine

the results in the aforementioned chapters. With the large influx of machine learning

and reinforcement learning in the world over the past decades, the findings in this

dissertation will have an impactful role in the future of control for autonomous systems.
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