
DATA-BASED REINFORCEMENT LEARNING: APPROXIMATE OPTIMAL CONTROL
FOR UNCERTAIN NONLINEAR SYSTEMS

By

PATRYK DEPTUŁA

A DISSERTATION PRESENTED TO THE GRADUATE SCHOOL
OF THE UNIVERSITY OF FLORIDA IN PARTIAL FULFILLMENT

OF THE REQUIREMENTS FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY

UNIVERSITY OF FLORIDA

2019



© 2019 Patryk Deptuła

2
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The last two decades have witnessed an influx of autonomous systems including:

unmanned aerial vehicles (UAVs), autonomous underwater vehicles (AUVs), and

autonomous land vehicles. Since such systems are subject to physical, energetic, or

mission constraints, there is motivation for optimality. However, ensuring credibility

or reliability in autonomous systems is challenging because often times the systems

and the environment they operate in are prone to uncertainties. Even in the absence

of dynamic or environmental uncertainties, an analytical optimal policy can not be

determined.

Reinforcement learning (RL) has become a popular tool for investigating optimal

control problems because it enables a cognitive agent to learn a desirable behavior

based on interactions with its environment. Recent advances in approximate dynamic

programming (ADP) provide a means to use RL to generate forward-in-time (online)

controllers for systems. Specifically, advances in model-based reinforcement learning

(MBRL) such as regional MBRL (R-MBRL) and state-following (StaF) kernel based

techniques have enabled ADP to be implemented on hardware. Unlike traditional met-

hods such as R-MBRL that aim to approximate the value function over a large compact

set, the StaF kernel approach aims to approximate the value function in a local neig-

hborhood of the state that travels within a compact set and is computationally efficient

compared to the R-MBRL method. This dissertation investigates such computational
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issues within a RL-ADP framework as a means to learn the infinite-horizon approxi-

mate optimal controllers and value functions (i.e. minimized cost function under optimal

controller) for systems with various constraints.

In Chapter 3, a regulation problem for a control-affine system is solved online using

the StaF kernel and a R-MBRL method to approximate the value function. While the

StaF method used is computationally efficient, it loses the information about the value

function in a region once the system state leaves that region. However, R-MBRL is able

to approximate the value function over a predefined region irrespective of the current

state. In this chapter, the value function is approximated using a state-dependent convex

combination of the StaF-based and the R-MBRL-based approximations. When the state

enters a neighborhood containing the origin, the value function transitions from being

approximated by the StaF approach to the R-MBRL approach.

Motivated by the local approximation nature of the StaF method, a regulation pro-

blem is considered in Chapter 4 for a control-affine nonlinear autonomous agent in the

presence of dynamic avoidance regions. The StaF-based ADP method is implemented

to approximate the value function in a local neighborhood of the agent. By performing

local approximations, prior knowledge of avoidance region locations is not required.

Because having knowledge about the number of avoidance regions or their dynamics is

limiting, an extension is provided to alleviate this assumption.

Unlike the single agent path-planning problem, where policies are developed to

drive a single agent to a goal location, there may be instances where the goal is to direct

multiple agents to a goal. In Chapter 5, an indirect regulation problem is considered

for two agents, an influencing agent and a roaming agent. The roaming agent is not

motivated to go a desired location; hence, the influencing agent is used to guide the

roaming agent to the goal through inter-agent interaction. An indirect approach is used

where a virtual state and input are designed that aim to regulate the roaming agent.

The influencing agent tracks the virtual signals, and thus intercepts and regulates

13



the roaming agent. A data-based system parameter estimation technique is used to

learn both agent dynamics and the computationally efficient StaF method is used to

approximate the optimal policy and value function online.

Using a game-based formulation, Chapter 6 considers the indirect regulation pro-

blem for two agents. Compared to the indirect virtual signal development in Chapter 5,

two error systems are developed. The first signal is developed such that the influencing

agent intercepts the roaming agent, the second signal is developed such that the influ-

encing agent regulates the roaming to the goal location. The problem is formulated as

a minimax differential game where the influencing agent’s policy is the minimizer while

the roaming agents worst-case policy is the maximizer. The StaF approximation method

is used in an actor-critic-disturber approach to estimate the optimal influencing agent

policy, the worst-case roaming agent disturbing policy, and value function.

A Lyapunov-based stability analysis is used in this dissertation to show con-

vergence of the closed-loop systems and weight estimation errors. In addition, the

performance of the developed strategies are shown through simulation and experimental

validation.
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CHAPTER 1
INTRODUCTION

1.1 Background

As we seek to engineer more intelligent systems, opportunities to optimize them in

real-time, while ensuring stability and desirable performance in the presence of uncer-

tainty arise. Optimal control is a method which associates a cost with control actions

and has been applied to a wide range of applications including: engineering systems,

financial markets, and medical technologies. Being able to learn the optimal, or most

efficient, control policies that minimize the cost of a control action involves the funda-

mental challenge of exploration versus exploitation. In autonomous systems, optimal

behavior is necessary for efficient task execution. Moreover, many challenges exist for

real-time navigation in uncertain environments. To operate safely in an uncertain envi-

ronment, an autonomous agent must be able to identify and react to possible collisions

and other uncertainties. In practice, challenges result from limitations in computational

resources, sensing, communication, and mobility.

Path-planning strategies can be divided into global and local planners [2]. Global

planners seek the best trajectory by using models of the entire environment and are

computed before a mission begins (cf. [3–6]). Local or reactive methods plan only

a few time steps forward based on limited knowledge using sensory data and have

the advantage of providing optimal feedback if the agent is forced off of its original

path. When developing optimal control policies for autonomous agents, it is necessary

to consider the agent’s dynamics and the operating environment. Such operating

conditions present significant guidance and control challenges since agents may be

required to avoid or track strict avoidance regions, which may not be initially known.

Due to the dynamic nature of the environment, online feedback-based control/guidance

algorithms with online learning and adaptation capabilities are essential for re-planning

and execution.
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Constrained optimization methods can be used to generate guidance/control laws

for agents operating in complex environments; however, agents often exhibit nonlinear

dynamics and navigate in environments with uncertain dynamics or constraints, which

makes the determination of analytical solutions to constrained optimization problems

difficult. Traditional guidance/control solutions exploit numerical methods [3, 7–10]. In

results such as [7, 9], the Hamilton-Jacobi-Bellman (HJB) equation is solved offline to

generate a feedback strategy, while in [8] the HJB is approximated across a discretized

state-space by way of offline Dynamic Programming (DP) with online interpolation.

In [10], viscosity solutions for the Hamilton-Jacobi-Isaacs (HJI) are numerically com-

puted offline to generate safe feedback controllers. In [3], a pseudospectral method

is developed where the cost function and dynamics are discretized and solved across

each phase of the control problem. Afterwards, the phases are connected using boun-

dary conditions of each phase. However, in numerical nonlinear optimization problems

difficulties arise as the dimension of the system increases due to the associated compu-

tational complexity. Furthermore, in many instances numerical methods do not consider

uncertainty in the dynamics or environment, and are ill-suited for dynamically changing

environments as new guidance/control solutions would need to be recalculated offline

in the event of a change in the environment. This motivates the use of approximate

optimal control methods that use parametric function approximation techniques capable

of approximating the solution to the HJB online (cf. [1,11–21]).

Further complicating the task of optimal path-planning are agent actuator con-

straints and state constraints (e.g., static or mobile avoidance regions) often present

en route to an objective. Certain avoidance regions may be undiscovered until they fall

into a given detection range. The concept of avoidance control was introduced in [22]

for two-player pursuit-evasion games. In [23,24] navigation functions where constructed

to unify path planning with lower level feedback control. Results such as [25–27] uti-

lize navigation functions for multi-agent systems for collision avoidance and network
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connectivity. The results in [28–30] consider collision avoidance in multi-agent systems

with limited sensing by using bounded avoidance functions in the controller which are

only active when agents are within a defined sensing radius. Nonetheless, the results

in [25–30] do not consider optimal controllers, and in [25–27] control constraints are

not considered. In [31], unbounded avoidance functions are incorporated with explicitly

computed optimal controllers for cooperative avoidance for multi-agent systems. A com-

putationally efficient parametric method was utilized in [32] to develop an approximate

optimal online path planner with static obstacle avoidance which are not known a priori

until sensed. However, the development in [32] used a transitioning controller which

switched between the approximate controller and a robust controller when the obstacles

where sensed. In [33–35], sets of feasible states along with safe controllers are com-

puted using the results in [10] by developing a differential game between two players.

Despite such advances, the results in [31] rely on explicitly computed controllers, which

are unknown when the optimal value function is unknown, while the results in [10,33–35]

rely on numerical techniques, which tend to be computationally intensive.

While path-planning problems for single agent systems focus on developing strate-

gies to guide an agent to some goal, multi-agent regulation problems consist of active

agents steering other agents (roaming, target, or follower agents) to a desired loca-

tion. Specifically, in such problems, multi-agent systems may be cooperative, where

the agents aim to reach the same goal, or non-cooperative, where the agents aim to

reach different goals such as pursuit-evasion or reach-avoid games. Game theory is

concerned with the analysis of strategies players can take based on particular conditi-

ons [36]. Pursuit-evasion games are problems motivated by predator-prey scenarios,

where strategies for either evading or pursing agents are calculated using differential

game theory (cf. [37–49] and references therein). Several different approaches have

been considered in pursuit-evasion games. For instance, works such as [44] consider

multi-player pursuit-evasion capture conditions, and cooperative control strategies are
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calculated for pursuing agents to capture evading agents. Results such as [45] develop

escape strategies for evading agents using mathematical frameworks based on Apol-

lonius circles. Results such as [46] consider pursing agents with uncertain speeds and

calculate the strategies for the pursuing agent, while escape strategies are selected for

evading agents based on how pursuing agents are approaching them. Results such

as [43] and [50] consider reach-avoid games to determine strategies (i.e., winning and

losing regions) computed numerically using level set methods to solve the Hamilton

Jacobi Isaacs (HJI) equation. While the aforementioned and related literature provide

foundational strategies for pursuit-evasion games, most results assume simple or known

dynamics and generally only consider the problem in two-dimensions. In addition, as-

sumptions about the knowledge of the opposing players strategies are required to gain

an advantage. Moreover, such games are only focused at finding strategies for either

capturing or evading aspects of the game.

While traditional pursuit-evasion problems focus on either the trapping or fleeing

aspects of the game, a different class of problems, called herding, focus on directing

uncontrolled agents to a goal location and have been investigated in results such

as [42, 51–57]. Unlike pursuit-evasion problems, in indirect herding problems, the

influencing agent must pursue a roaming agent while also escorting it to a desired

location through an inter-agent interaction.1 The results in [55] and [54] approach the

indirect regulation (also known as indirect herding) problem via a switched-systems

approach where the influencing agent switches between target agents. In [54], a robust

sliding mode approach is used to compensate for worst case uncertainties of the target

agent dynamics. Compared to [54], the result in [55] uses an adaptive control approach

1 The agent is called roaming instead of evading since it may not pursue an optimal
strategy or necessarily seek to escape from the pursing agent. However, the result is
still valid if the roaming agent pursues strategies that may be optimal in the sense of the
game formulation.
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where a data-based parameter estimation method called integral concurrent learning

(ICL) is used to learn the linearly parametrized (LP) target dynamics by storing input-

output data (cf. [58]). In [56] and [57], a forcing function based on geometric constraints

is used to develop a controller for a group of agents that regulate other agents indirectly

by forming an arc and forcing the targets to the desired location. Although major

advancements have been made in multi-player problems, results such as [44–46]

generally consider point mass systems and know the form of the agent dynamics, while

results such as [54–57] rely on explicitly designed controllers for the influencing agent

based on the target dynamics and do not consider optimality.

Herding-based problems using DP to find optimal strategies for pursuing agents to

capture and regulate evading agents to goal locations have been investigated. Results

such as [42, 52, 53] compute optimal policies for pursuing agents regulating multiple

evading agents with known point mass dynamics. Specifically, the result in [52] uses

the Sparse Nonlinear Optimizer (SNOPT) algorithm in [59, 60] to compute numerical

solutions offline. The works in [42, 53] use DP and shortest algorithms over a finite

graph to determine offline optimal policies that a pursing agent can take to drive an

evading agent to a goal location. Although results such as [42, 52, 53] provide in-roads

for optimal herding, the computational complexity associated with a large number

of states renders the problems infeasible for online implementation, the agents are

assumed to take simple one-step discrete actions over a finite grid, and generally the

dynamics of the agents are known. Such results require numerical solutions, which can

be computationally expensive for high dimensional systems, and do not consider system

uncertainties; hence, the use of parametric methods, such as neural-networks (NNs), to

yield computationally efficient approximate optimal controllers online is motivated.
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Designing optimal controllers for uncertain nonlinear systems is difficult because

the solution to the HJB (or HJI) is generally unknown. Approximate dynamic program-

ming is a popular method which has been successfully used in deterministic autono-

mous control-affine systems to develop approximately optimal solutions (cf. [11,61–63]).

RL-based ADP is based on the strategy of approximating the solution to the HJB via NN

representations (cf., [11–14, 17, 18, 20, 21, 64–69]). Analytical representations of the

optimal controllers can be derived by incorporating the control in the cost function. For

systems without input constraints a quadratic penalty on the control input is used, while

for systems with input constraints, a non-quadratic cost function can be used to yield

a bounded approximate optimal controller (cf., [15–17]). Moreover, utilizing parametric

approximation methods, ADP approximates the value function, which is the solution

to the HJB, and is used to compute the online forward-in-time optimal policy; however,

ADP has two inherent significant challenges.

One challenge for dynamic programming methods is the curse of dimensionality

because a large number (i.e., exponential growth with the number of states) of basis

functions is generally required to obtain a sufficient approximation over a large region.

For general nonlinear systems, generic basis functions, such as Gaussian radial basis

functions (RBF), polynomials, or universal kernel functions are used to approximate

the value function. One limitation of these generic approximation methods is that they

only ensure an approximation over a compact neighborhood of the origin. Once outside

the compact set, the approximation tends to either grow or decay depending on the

selected functions. Consequently, in the absence of domain knowledge, a large number

of basis functions, and hence, a large number of unknown parameters, is required for

value function approximation. A recent advancement in ADP utilizes computationally

efficient StaF kernel basis functions for local approximation of the value function around

the current state, thereby reducing the number of basis functions required for sufficient

value function approximation [1, 32, 70]. Unlike traditional ADP approximation methods

20



which use a large number of basis functions, the recent StaF method performs local

approximations of the value function with a reduced number (i.e., linear growth) of basis

functions. Although the StaF approximation method is efficient, it trades global optimality

for computational efficiency.

Another challenge for ADP methods is that, unlike traditional adaptive controllers,

the ideal weights of the NN must be exactly learned (i.e., system identification) to

approximate the optimal controller. The rate at which the value function approximation

error decays, which results when the approximate NN weights converge to the ideal

weights, is determined by the richness of the data used for learning. In traditional

adaptive control and ADP methods such as [64] and [71] richness of the data correlates

to the amount of excitation in the system, resulting in the so-called persistence of

excitation (PE) condition. Typically excitation is introduced by adding an exploration

signal to the control input (cf., [65, 66, 72–75]). However, for general nonlinear systems,

there is no currently known way to ensure the PE condition is satisfied a priori, even

with the added probing noise, and no way to verify if the condition is satisfied online.

Moreover, because the addition of the exploration signal causes undesirable oscillations

and noise, hardware implementation of traditional ADP techniques is challenging.

Motivated by this issue, data-driven techniques such as simulation of experience and

experience replay aim to relax the PE assumption by utilizing concurrent learning (CL),

where data richness is characterized by the eigenvalues of a history stack, which unlike

the PE condition can be verified online (cf., [1, 15, 17, 18, 21, 65, 75–80]). Specifically,

CL collects pairs of input/output data and stores them in an evolving history stack

during task execution. The input/output pairs can then be used, along with methods

such as [77, 81] to manage the size and composition of the history stack, to perform

system identification assuming the derivative of the highest order states is available

or numerically generated. ICL removes the need to measure the derivative of the

highest order terms by including an integral of the terms in the history stack. Specifically,
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in [82, 83], ICL is formulated so that the dynamics are integrated over a finite window;

hence, the formulation includes both a finite difference and an integrated function.

However, such an approach requires numerical techniques to evaluate the integrals,

which can cause errors to accumulate if large integration buffers are used or in the

presence of measurement noise. Another approach which uses an initial excitation

(IE) condition that can be verified online for guaranteed parameter identification via an

integral-like update law is presented in [84]. Unlike CL and ICL, the integral-like method

in [84] uses a continuous input-output signal and does not rely on a history stack of

sampled data to ensure sufficient learning.

Despite the challenges associated with ADP, numerous results have been develo-

ped using differential game formulations using ADP (cf. [12, 62, 85–89]). However, all

of these results solve the multi-player problem by generating controllers and directly

controlling each agent. Exceptions include the innovative work in [90] and [91]. Specifi-

cally, an ADP-based backstepping approach is developed in [90] and [91] for a class of

known strict-feedback nonlinear systems containing a one-dimensional input. In [91], for

each individual step of the backstepping approach, a virtual control is obtained using the

Sontag formula [92] which is equivalent to the optimal control. While in [90], a quadratic

term is injected into the optimal value function of each backstepping instance, and the

mismatch between the quadratic term and unknown optimal value function is approx-

imated using NNs. Despite such progress, results such as [90] and [91] both assume

exact model knowledge of the agent dynamics and require the strict PE condition to be

satisfied.

1.2 Outline of the dissertation

In Chapter 2, the infinite-horizon optimal control problem is introduced and the

approach to approximating the value function is discussed. In addition, the data-based

system identification method ICL is introduced and briefly discussed.
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In Chapter 3, a novel framework is developed to merge local and regional value

function approximation methods to yield an online optimal control method that is

computationally efficient and simultaneously accurate over a specified critical region

of the state-space. This chapter is motivated by the ability of R-MBRL such as [18]

to approximate the value function over a predefined region and the computational

efficiency of the StaF method [1] in approximating the value function locally along

the state trajectory. Instead of generating an approximation of the value function over

the entire operating region, which would be computationally expensive, the operating

domain is separated into two regions: a closed set A, containing the origin, where

a regional approximation method is used to approximate the value function, and the

complement of A, where the StaF method is used to approximate the value function.

Using a switching based approach to combine regional and local approximations would

inject discontinuities to the system and result in a non-smooth value function which

would introduce discontinuities in the control signal. To overcome this challenge, a

state varying convex combination of the two approximation methods is used to ensure

a smooth transition from the StaF to the R-MBRL approximation as the state enters

the closed convex set containing the origin. Once the state enters this region, R-MBRL

regulates the state to the origin. The developed result is generalized to allow for the use

of any R-MBRL method. A Lyapunov-based stability analysis is performed to provide

insights into how the estimates should be designed to combine StaF and R-MBRL while

also preserving stability. The analysis of the closed-loop systems with the smoothly

switching approximation guarantees uniformly ultimately bounded (UUB) convergence.

Numerical simulations are performed to demonstrate the performance of the developed

method.

In Chapter 4, an approximate optimal feedback-based motion planner is developed

that considers input and state constraints with mobile avoidance regions. The developed

method differs from results such as [32] and other path planners in that it tackles the
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challenge of avoiding dynamic avoidance regions within the path-planning strategy wit-

hout switching between controllers. Since the StaF method uses local approximations, it

does not require knowledge of uncertainties in the state-space outside an approximation

window. Local approximations of the StaF kernel method enable it to handle certain si-

tuations such as approaching avoidance regions, not known a priori, in addition to state

and system constraints. Because the avoidance regions become coupled with the agent

in the HJB, their states need to be considered when approximating the value function.

Hence, a basis is given for each region which is zero outside of the sensing radius but is

active when the avoidance region is sensed. In some applications, knowing the weights

for an avoidance region may provide useful information, as the approximation of the va-

lue function can be improved every time the region is encountered. To prevent collision,

a penalizing term is added to the cost function which guarantees that the agent stays

outside of the avoidance regions. A Lyapunov-based stability analysis is presented and

guarantees UUB convergence while also ensuring that the agent remains outside of the

avoidance regions. Since knowledge about the number of avoidance regions and their

dynamics is limiting. An extension is provided to alleviate this Assumption. Experimental

results are provided to illustrate the performance of the developed method.

Chapter 5 investigates an approximately optimal indirect regulation problem for two

agents. Unlike typical pursuit-evasion problems or the aforementioned ADP results,

the influencing agent (often referred to as the pursuer) aims to intercept and regulate

a roaming agent to a goal location. Since there is no direct input for the roaming

agent, the goal is for the influencing agent to direct the roaming agent by the use

of an uncertain interaction dynamic. Moreover, the influencing agent state may be

non-affine in the roaming agent dynamics; hence, a virtual state is introduced, whose

time-derivative is the virtual input. The virtual state aims to approximately optimally

regulate the roaming to a goal location. The influencing agent’s input is then designed

to approximately optimally minimize the mismatch between the influencing agent’s
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actual versus virtual state. Specifically, the contribution of this result is to approximately

optimally regulate an agent to a goal location through an uncertain interaction with a

controlled pursuing agent. The approximate optimal pursuer does not require exact

model knowledge of either the agent dynamic or the interaction dynamic, and does not

assume a policy for the roaming agent.

The developed approach is model-based and an actor-critic-identifier [61] strategy

is employed, where the adaptive estimates must converge to the actual parameters to

yield the optimal policy. To alleviate the need for physical excitation of the system to

satisfy the PE condition, the work in this chapter uses ICL to identify both the pursuing

and roaming agent uncertainties. Unlike results such as [54] and [55], the drift dynamics

of both agents are assumed to be unknown, and an approximately optimal control

strategy is developed. Compared to results such as [44–46], the agent dynamics in

this chapter are considered to be nonlinear and uncertain and the developed technique

does not rely on numerical methods. Compared to results such as [42, 52, 53], the

policy for the influencing agent is calculated online and does not use one-step discrete

actions. Moreover, while the results in [42, 52, 53] tend to be computationally inefficient

due to the curse of dimensionality associated with DP, the strategy in this work uses

the computationally efficient StaF function approximation approach in a continuous

space problem formulation. Furthermore, unlike the preliminary result in [93], this

work includes redefined error signals. Moreover, a Lyapunov-based stability analysis

is included which ensures that the closed-loop system is UUB. A simulation and an

experimental study are included to demonstrate the performance of the developed

strategy.

In Chapter 6, an adaptive approximately optimal indirect regulation approach is

investigated for a single influencing agent that pursues and steers a single roaming

agent to a goal location (unknown to the roaming agent) using principles from differential

game theory. The approach in Chapter 5 does not consider additional inputs, such
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as exogenous disturbances, on the roaming agent. In this chapter, the roaming agent

dynamics are considered to be modeled as a combination of uncertain drift dynamics

and a worst-case disturbing input which aims to maximize the prescribed cost functional.

Two error systems are developed to facilitate the pursuit and regulation objectives. The

problem is formulated as an infinite-horizon minimax problem and the solution to HJI

equation is approximated using the computationally efficient StaF method. Compared

to Chapter 5, streamlined error systems and redeveloped control development eliminate

the need to consider a virtual state. In addition, system uncertainties not captured

during system identification, can be included as part of the roaming agent’s disturbing

policy. Unlike the indirect regulation results such as [54–57,94], the result in this chapter

considers optimality and approximates the worst-case roaming agent disturbing policy

while the influencing agent still achieves the objective. Compared to pursuit-evasion

games such as [45,46,48,49], the developed result aims to track and intercept an agent

and indirectly steer it to a desired goal location despite uncertainties in the dynamics

of both agents. Unlike [42, 52, 53], the result is computed online. A Lyapunov-based

stability analysis is provided to show UUB convergence. Two simulations are included to

demonstrate the performance of the developed approach. One simulation considers the

roaming agent to have deterministic dynamics with uncertainties which are not modeled,

while the second simulation considers the roaming agent with a random disturbance.

Both simulations show that the influencing agent is able to sufficiently intercept and

steer the roaming agent to the goal location.

In Chapter 7, conclusions are provided for each chapter. The contributions of each

chapter are highlighted, with approaches taken and attributes. In addition, based on

some limitations, possible extensions of the work in this dissertation are provided.

26



CHAPTER 2
PRELIMINARIES

2.1 Notation

Throughout the dissertation, R denotes the set of real numbers, Z denotes the

set of integers, and N denotes the set of natural numbers. The sets of real n-vectors

and n × m matrices are denoted by Rn and Rn×m, respectively. The set of numbers

numbers greater than or equal to a ∈ R and strictly greater than a, are denoted by

the subscripts ≥ and >, respectively. The n × n identity matrix and column vector

of ones of dimension j are denoted by In and 1j, respectively. The n × m matrix of

zeros and ones is denoted by 0n×m and 1n×m, respectively. The n-dimensional vectors

of zeros and ones are denoted the notation 0n, 0n×1, 1n, and 1n×1, respectively. The

partial derivative of h with respect to the state x is denoted by ∇h(x, y, . . .). The notation

(·)T denotes the transpose of a matrix or vector. For a vector ξ ∈ Rm, the notation

Tanh (ξ) ∈ Rm and sgn (ξ) ∈ Rm are defined as Tanh (ξ) , [tanh (ξi) , . . . , tanh (ξm)]T and

sgn (ξ) , [sgn (ξi) , . . . , sgn (ξm)]T , respectively, where tanh (·) denotes the hyperbolic

tangent function and sgn (·) denotes the signum function. The vectorization operator

of a matrix A = [a1, a2, . . . , am] ∈ Rn×m is denoted by vec (A) ,
[
aT1 , a

T
2 , . . . , a

T
m

]T ,

where ai ∈ Rn denotes the ith-column of the matrix A. The notation λmin {·} , and λmax {·}

denote the minimum and maximum eigenvalues, respectively. The notations U [a, b] 1n

and U [a, b] 1n×m denote a n−dimensional vector and n × m matrix, respectively, with

elements selected from a uniform distribution on [a, b] . The notation ‖(·)‖ is defined as

‖(·)‖ , supξ∈Bζ ‖(·)‖, and (̃·) denotes the estimation error defined as (̃·) , (·)− (̂·) for an

estimate (̂·).

2.2 Problem Formulation

The focus of this dissertation is to obtain approximate optimal control policies for

uncertain nonlinear systems. Specifically, the goal throughout the dissertation is to find
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a controller u : R≥t0 → Rm which minimizes the cost functional

J (x, u) ,
ˆ ∞
t0

r (x (τ) , u (τ)) dτ, (2–1)

while regulating the system states x : R≥t0 → Rn to the origin under the control-affine

dynamic constraints

ẋ (t) = F (x (t)) +G (x (t))u (t) , (2–2)

with initial condition x (t0) = x0 ∈ Rn, where F : Rn → Rn are drift dynamics, and

G : Rn → Rn×m is a locally Lipschitz continuous and bounded control effectiveness

matrix. The system dynamics are assumed to satisfy the following assumption.

Assumption 2.1. The drift dynamics F and control effectiveness matrix G in (2–2) are

locally Lipschitz and continuous. Moreover, the control effectiveness matrix is bounded,

and the system in (2–2) is observable and controllable.

In the cost functional (2–1), r : Rn × Rm → R≥0 is the instantaneous user-defined

positive-definite (PD) cost taking a form such as

r (x, u) = Q (x) + Ψ (u) ,

where Q : Rn → R≥0 and Ψ : Rm → R≥0 are PD functions penalizing the state and

control actions.

2.3 Exact Solution

Provided the time-horizon is infinite, and the drift dynamics F , control effectiveness

matrix G, and state penalty function Q are time-invariant (i.e., stationary), then the

optimal control policy is also stationary feedback policy u (t) = π (x (t)) for some function

π : Rn → Rm.

Definition 2.1. [90]: Let Ω ⊆ Rn be a set containing the origin. A control policy

π (x (t)) is said to be admissible with respect to (2–2) in Ω, i.e. π (x (t)) ∈ U (Ω) ⊂ Rm,

if π (x (t)) is continuous on Ω with π (0) = 0m×1, π (x (t)) stabilizes (2–2) on Ω, and

V (x (t)) , J (x (t) , π (x (t))) is finite.
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Moreover, the infinite-horizon scalar function for the optimal solution, called the

value function, is denoted by V ∗ : Rn → R≥0 and is expressed as

V ∗(x) = inf
u(τ)∈U |τ∈R≥t

∞̂

t

r (φu (τ ; t, x) , u (τ)) dτ, (2–3)

where U ∈ Rm is the set of admissible control actions and the notation φu(t; t0, x0)

denotes the trajectory of the system in (2–2) under the controller u with initial condition

x0 ∈ Rn and initial time t0 ∈ R≥0. The value function in (2–3) is characterized by the

optimality condition, also known as the HJB equation, given as

0 = ∇V ∗ (x) (F (x) +G (x)u∗ (x)) + r (x, u∗ (x)) , (2–4)

with V (0) = 0, which holds for all x ∈ Rn for an optimizing admissible policy u∗ : Rn →

Rm determined as

u∗ (x) = arg min
u

(∇V ∗ (x) (F (x) +G (x)u∗ (x)) + r (x, u∗ (x))) . (2–5)

2.4 Value Function Approximation

The value function in (2–3) is an uncertain, and potentially, highly nonlinear

function. Moreover, the HJB in (2–4) and policy in (2–5) depend on the gradient of

the value function, but the value function is unknown. Hence, it is difficult to implement

an optimal policy on an autonomous agent. However, using function approximation

tools, such as parametric methods (i.e., neural networks), the value function can be

approximated on a compact set. Moreover, let χ ⊂ Rn be a compact set. Regional ADP

approaches such as [11–15,18,62,68,69,78] approximate the value function as

V ∗ (x) = W Tσ (x) + ε (x) , (2–6)

where W ∈ RL are unknown weights, σ : χ → RL is a bounded vector of continuously

differentiable nonlinear basis functions such that σ(0) = 0 and ∇σ(0) = 0, and ε : χ → R

is the continuously differentiable and bounded function reconstruction error. The value
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function in (2–6) is approximated using stationary basis function that represent the

entire operating domain. However, for a large operating region, a large number of basis

(and unknowns) is needed to sufficiently approximate the value function, which can be

computationally expensive. Unlike regional value function approximation methods, local

methods such as [1, 95, 96] approximate the value function inside a local neighborhood

of the agent’s state. Specifically, using StaF kernels centered at x such that, the value

function can be evaluated at y ∈ Br (x), where Br (x) is a compact neighborhood around

the agent’s state such that

V ∗ (y) = W T (x)σ (y, c (x)) + ε (x, y) , (2–7)

where W : χ → RL is the continuously differentiable state-dependent ideal StaF weight

function, σ : χ × χ → RL is the bounded vector of continuously differentiable nonlinear

kernels, and ε : χ × χ → R is the continuously differentiable function approximation

error. Using the value function representation in (2–7), a reduced number of basis and

unknowns is required to sufficiently approximate the value function. Specifically, [1, 95]

have shown that a minimum of n+ 1 StaF basis is required for an n-dimensional system.

Moreover, both value function approximations have their advantages and disadvantages;

the regional approximation in (2–6) is computationally expensive but provides a global

approximation of the value function, while the local approximation in (2–7) trades global

optimality for computational efficiency, which motivates its use in real-time on hardware.

Because both approximations provide a sufficient approximation of the value function,

the work in Chapter 3 uses a combination of (2–6) and (2–7) to approximate the value

function, and also discusses the advantages and disadvantages of each method.

Since the ideal weights in the value function are unknown, parametric estimates

are substituted to get estimated versions of the value function and control policy.

Specifically, a critic weight estimate Ŵc : R≥t0 → RL is substituted into the value function

to get an estimated value function V̂ : RL × Rn × Rn → R, and an actor weight estimate
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Ŵa : R≥t0 → RL in substituted into the policy to get an estimated implementable policy

û : RL × Rn × Rn → Rm. When the value function and policy estimates are substituted

into (2–4), a residual δ : RL×RL×Rn×Rn → R is formed, called the Bellman error (BE),

and is represented as

δ
(
y, x, Ŵc, Ŵa

)
, ∇V

(
y, x, Ŵc

)(
F (y) +G (y) û

(
y, x, Ŵa

))
+ r

(
y, û

(
y, x, Ŵa

))
.

(2–8)

The representation in (2–8) is based on the StaF kernel function approximation in (2–7).

When using the approximation in (2–6), the BE in (2–8) is redefined as

δ
(
x, Ŵc, Ŵa

)
, ∇V

(
x, Ŵc

)(
F (x) +G (x) û

(
x, Ŵa

))
+ r

(
x, û

(
x, x, Ŵa

))
. (2–9)

The aim of the critic and actor weight estimates is to find weights which minimize the BE

for all x ∈ Rn.

2.5 System Identification

The aim in ADP is to find weights online which minimize the BE in (2–8). If the

system is known, the BE in (2–8) can be evaluated at the current state x (t) and time t to

yield an instantaneous BE δt (t) , δ
(
x (t) , x (t) , Ŵc (t) , Ŵa (t)

)
. The issue with (2–8) is

that the BE depends on the system drift dynamics F , which may be unknown. Using the

universal function approximation property [97, 98], the uncertain drift dynamics can be

represented as

F (y) = F (y, θ) , θTY (y) + ε (y) , (2–10)

where θ ∈ Rp×n is an unknown bounded weight, Y : Rn → Rp is a known basis,

and ε : Rn → Rn is an unknown bounded function approximation error. Since, the

weight θ is unknown, an estimate θ̂ : R≥t0 → Rp is used to get estimate drift dynamics

F̂
(
y, θ̂
)

. The goal is to find update laws that drive the estimates θ̂ to the true weights

θ. Various methods can be employed to learn learn the system uncertainties (cf.,
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[58, 76, 81, 84, 99, 100]). For example, the ICL approach in [58] can be used to estimate

the system uncertainties.

To show the development of the update laws for θ̂ using ICL, let ∆tθ ∈ R>0 denote

an integration time-window. Substituting (2–10) into (2–2) and integrating over the

time ti ∈ [∆tθ, t], the system dynamics can be represented as x (ti) − x (ti −∆tθ) =

θTSi + Gi + Ei, where Si ,
´ ti
ti−∆tθ

Y (x (τ)) dτ , Gi ,
´ ti
ti−∆tθ

G (x (τ))u (τ) dτ , and

Ei ,
´ ti
ti−∆tθ

ε (x (τ)) dτ . To alleviate the need to inject a probing signal to satisfy the

stringent PE condition, a least-square based estimate update law can be designed such

as
˙̂
θ (t) = kθΓθ (t)

M∑
i=1

Si
(
xT (ti)− xT (ti −∆tθ)− GTi − STi θ̂ (t)

)
, (2–11)

Γ̇θ (t) = βθΓθ (t)− kθΓθ (t)
M∑
i=1

SiSTi Γθ (t) , (2–12)

where kθ, βθ ∈ R>0 are user defined gains, and M ∈ Z>0 is the number of data points

collected in the history stack.

Assumption 2.2. There exists a finite time T1 ∈ R>0 and constant λ1 ∈ R>0 such that for

all t ≥ T1, λ1Ip ≤
∑M

i=1 SiSTi .

Moreover, compared to the stringent PE condition, the time T1 can be measured

online as data is gathered. In addition, provided λmin

{
Γ−1
θ (t0)

}
> 0 and Assumption 2.1

is satisfied, using similar arguments to [101, Corollary 4.3.2], Γθ satisfies ΓθIp ≤ Γθ (t) ≤

ΓθIp, where Γθ,Γθ ∈ R>0.

Using the estimated system dynamics F̂
(
y, θ̂ (t)

)
, the BE in (2–8) can be rewritten

as

δ̂
(
y, x, Ŵc, Ŵa, θ̂

)
, ∇V

(
y, x, Ŵc

)(
F̂
(
y, θ̂
)

+G (y) û
(
y, x, Ŵa

))
+ r

(
y, û

(
y, x, Ŵa

))
.

(2–13)
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The critic performs one-step updates to the critic weight estimates based on either the

instantaneous experience, quantified by the squared error

δ̂
(
x (t) , x (t) , Ŵc (t) , Ŵa (t) , θ̂ (t)

)2

+
N∑
k=1

δ̂
(
xk (t) , x (t) , Ŵc (t) , Ŵa (t) , θ̂ (t)

)2

, (2–14)

or the cumulative experience, quantified by the integral square error

E (t) =

ˆ t

t0

(
δ̂
(
x (τ) , x (τ) , Ŵc (τ) , Ŵa (τ) , θ̂ (τ)

)2
)
dτ

+

ˆ t

t0

(
N∑
k=1

δ̂
(
xk (τ) , x (τ) , Ŵc (τ) , Ŵa (τ) , θ̂ (τ)

)2
)
dτ (2–15)

using a steepest descent based update law. In (2–14) and (2–15),

{xk : Rn × R≥t0 → Rn}Nk=1 are off-policy trajectories selected by the critic to alleviate

the need to inject a probing signal into the system in order to facilitate learning. Spe-

cifically, the critic is designed to minimize (2–14) or (2–15), while the actor is designed

to follow the critic. Provided Assumption 2.1 and specific gain conditions for the critic

and actor update laws are satisfied, convergence of x (t), W̃c (t), W̃a (t), and θ̃ (t) to a

neighborhood of zero can be established using the candidate Lyapunov function

VL

(
x, W̃c, W̃a, θ̃, t

)
, V ∗ (x) +

1

2
W̃ T
c Γ−1

c (t) W̃c +
1

2
W̃ T
a Γ−1

a W̃a + tr
(
θ̃TΓ−1

θ (t) θ̃
)

when the system in (2–2) uses the policy u (t) = û
(
x (t) , x (t) Ŵa (t)

)
, where Γc : R≥t0 →

RL×L is a positive-definite least-squares gain matrix, Γa ∈ RL×L a positive definite gain,

and (̃·) denotes the weight estimation errors defined in Section 2.1.
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CHAPTER 3
APPROXIMATE DYNAMICS PROGRAMMING: COMBINING REGIONAL AND LOCAL

STATE FOLLOWING APPROXIMATIONS

In this chapter, a novel framework is developed to merge local and regional value

function approximation methods to yield an online optimal control method that is

computationally efficient and simultaneously accurate over a specified critical region of

the state-space. While the StaF method used in Chapters 4, 5, and 6 is computationally

efficient, it lacks memory, i.e. the information about the value function in a region is

lost once the system state leaves that region. To maintain an accurate approximation

of the value function near the goal state (i.e., the origin), the developed method uses

R-MBRL in A, which contains the origin; the weights are learned based on selected

points in that set and the value function does not have to be re-learned once the state

leaves this neighborhood. The developed architecture is motivated by the observation

that in many applications such as station keeping of marine craft, like in [102], accurate

approximation of the value function in a neighborhood of the goal state can improve the

performance of the closed-loop system near the goal-state.

Since the StaF method uses state-dependent centers, the unknown optimal weight

are themselves also state-dependent, which makes analyzing stability difficult. To add

to the technical challenge, using a convex combination of R-MBRL and StaF results in

a complex representation of the value function and resulting Bellman error. To provide

insights into how to combine StaF and R-MBRL while also preserving stability, the

estimates are designed using a Lyapunov-based stability analysis. The analysis of

the closed-loop systems with the smoothly switching approximation guarantees UUB

convergence. The performance of the developed method is illustrated through numerical

simulations. Simulations are provided for a two-state system with a known value function

as well as three, six, and ten-state systems with unknown value functions to illustrate

the scalability of the method in terms of computational time, cost, and final RMS error.

Comparisons with [1] and [18] illustrate the advantage of the developed method. The

34



results show that the optimal choice of the approximation method depends on several

factors.

Notation

In the following chapter, the notation (·)o denotes an arbitrary variable of the

set which the variable belongs to. The notation G∇F , G∇F∇K , GF , GFK , and G∇FK is

defined as G∇F , ∇FgR−1gT∇F T , G∇F∇K , ∇FgR−1gT∇KT , GF , FgR−1gTF T ,

GFK , FgR−1gTKT , and G∇FK , ∇FgR−1gTKT respectively, where F and K denote

arbitrary functions.

3.1 Problem Formulation

Consider a control affine nonlinear dynamical system

ẋ(t) = f
(
x(t)

)
+ g
(
x(t)

)
u(t), (3–1)

where x : R≥t0 → Rn denotes the system state, f : Rn → Rn denotes the drift dynamics,

g : Rn → Rn×m denotes the control effectiveness, and u : R≥t0 → Rm denotes the control

input.

Assumption 3.1. Both f and g are assumed to be locally Lipschitz continuous. Further-

more, f(0) = 0, and ∇f : Rn → Rn×n is continuous.

In the following, the notation φu(t; t0, x0) denotes the trajectory of the system in

(3–1) under the controller u with initial condition x0 ∈ Rn and initial time t0 ∈ R≥0. The

objective is to solve the infinite-horizon optimal regulation problem, i.e. find a control

policy u online to minimize the cost functional

J(x, u) ,

∞̂

t0

r(x(τ), u(τ))dτ, (3–2)

while regulating the system states to the origin under the dynamic constraint (3–1). In

(3–2), r : Rn × Rm → R≥0 denotes the instantaneous cost defined as

r(xo, uo) , xoTQxo + uoTRuo, (3–3)
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for all xo ∈ Rn and uo ∈ Rm, where R ∈ Rm×m and Q ∈ Rn×n are constant PD matrices

and the matrix Q can be bounded as q‖xo‖2 ≤ xoTQxo ≤ q‖xo‖2.

The infinite-horizon scalar value function for the optimal solution, i.e. the function

which maps each state to the total cost-to-go, denoted by V ∗ : Rn → R≥0, can be

expressed as

V ∗(xo) = inf
u(τ)∈U |τ∈R≥t

∞̂

t

r (φu (τ ; t, xo) , u (τ)) dτ, (3–4)

where U ⊂ Rm is the action space. The optimal value function is characterized by the

corresponding HJB equation

∇V ∗(xo)
(
f(xo) + g(xo)u∗(xo)

)
+ r
(
xo, u∗(xo)

)
= 0, (3–5)

with the boundary condition V (0) = 0, where u∗ : Rn → Rm is the optimal control policy

which can be determined from (3–5) as

u∗(xo) , −1

2
R−1gT (xo)

(
∇V ∗(xo)

)T
. (3–6)

Using (3–6), the open-loop HJB in (3–5) can be expressed in a closed-loop form as

− 1

4
∇V ∗ (xo) g (xo)R−1gT (xo) (∇V ∗ (xo))T +∇V ∗ (xo) f (xo) + xoTQxo = 0. (3–7)

The analytical expression in (3–6) requires knowledge of the optimal value function

which is the solution to the HJB in (3–5), but since the analytical solution for the HJB is

generally infeasible to compute, an approximation of the solution is sought.

3.2 Combining Regional and Local State Following Approximations

Traditional approaches to approximating the value function establish the approx-

imation over the entire state-space. When implementing the approximation online,

traditional methods spend computational resources approximating the value function

in regions where the state may not enter. The StaF method reduces the computational
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efforts of the approximation problem by approximating the value function in a moving

neighborhood of the state.

A drawback of the StaF method is that it does not establish an approximation of

the value function in regions where the state will travel in the future; the StaF method

only approximates the value function at the current position of the state. In general, it

is difficult to provide a perfect prediction of the future state of an uncertain nonlinear

system. However, since convergence to the origin is the goal of regulation problems,

approximating the function in a neighborhood around the origin is well motivated.

The operating domain χ of the state is segregated into two sets, the set A, which

is a closed compact set containing the origin, and the set B = χ \ A. Two different

approximation strategies will be used over A and B. Various R-MBRL methods can

be used to approximate the value function inside A. For the set B, the StaF method

is employed since there are large regions of B that the state does not visit for the

regulation problem. Thus, the value function is approximated by the StaF method

when the state is in B and some R-MBRL method is used when the state is in A. A

regional approximation method is also used to approximate the value function in the

set A′ = {x ∈ χ : d(x,A) ≤ `} (also known as an inflation of A), where d(x,A) =

inf{d(x, y) : y ∈ A} and ` ∈ R>0 is a constant, and approximation of the value function

over the transition region A′ \ A will be a state dependent convex combination of the two

controllers.

Let V̂1(x) denote the approximation of the value function over A′ using the R-

MBRL method, and denote V̂2(x) as the StaF approximation of the value function

over B. The resulting approximation of the value function over χ will then be V̂ (x) =

λ(x)V̂1(x) + (1 − λ(x))V̂2(x), where λ : χ → [0, 1] such that λ(x) = 1 when x ∈ A

and λ(x) = 0 when x ∈ χ \ A′ ⊂ B. If ε > 0 and |V̂1(x) − V ∗(x)| < ε over A′ and

|V̂2(x) − V ∗(x)| < ε over B, then |V̂ (x) − V ∗(x)| < ε for all x ∈ χ, since V̂ is a convex

combination of V̂1 and V̂2 over the transition region A′ \ A ⊂ B.
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The following analysis is agnostic with respect to the compact set A and the

transition function λ. However, the transition function λ should be a continuously

differentiable compactly supported function such that ‖∇λ(xo)‖ ≤ ∇λ, where ∇λ ∈ R>0.

An example of such a function is

λ(x) =


1, x ∈ A,

1
2

[
1 + cos(π d(x,A)

`
)
]
, x ∈ A′ \ A,

0, x 6∈ A′.

(3–8)

Examples of A for which λ is continuously differentiable include [−1, 1]n as well as

B1(0) = {y ∈ Rn : ‖y‖ ≤ 1}.

3.3 Value Function Approximation

The value function V ∗ evaluated at xo using StaF kernels centered at yo ∈ Br(xo)

can be represented using a convex combination as

V ∗(xo) = λ(xo)W T
1 σ(xo) +

(
1− λ(xo)

)
W T

2 (yo)φ
(
xo, c(yo)

)
+ ε(xo, yo). (3–9)

In (3–9), σ : χ → RP is a bounded vector of continuously differentiable nonlinear basis

functions such that σ(0) = 0 and ∇σ(0) = 0, φ
(
xo, c(yo)

)
=
[
k(xo, c1(yo), . . . , k(xo, cL(yo)

]T
where k : χ × χL → RL is a strictly positive definite continuously differentiable kernel,

W1 ∈ RP is a constant ideal R-MBRL weight vector which is upper-bounded by a known

positive constant W 1 such that ‖W1‖ ≤ W 1 (cf., [18, 21, 78, 98, 103]). Furthermore,

W2 : χ → RL is the continuously differentiable ideal local StaF weight function

which changes with the state dependent centers, and ε : χ → R is the continuously

differentiable function reconstruction error such that supxo∈χ, yo∈Br(xo) |ε(x
o, yo)| ≤ ε and

supxo∈χ, yo∈Br(xo) |∇ε(x
o, yo)| ≤ ∇ε.

The subsequent analysis is based on an approximation of the value function and

optimal policy, evaluated at xo using StaF kernels centered at yo ∈ Br(xo), expressed as
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V̂ (xo, yo, Ŵ1c, Ŵ2c) = λ(xo)Ŵ T
1cσ(xo) + (1− λ(xo))Ŵ T

2cφ(xo, c(yo)), (3–10)

and

û(xo, yo, Ŵ1a, Ŵ2a) = −1

2
R−1gT (xo)

(
λ(xo)∇σT (xo)Ŵ1a + (1− λ(xo))∇φT (xo, c(yo))Ŵ2a

+∇λT (xo)
(
σT (xo)Ŵ1a − φT (xo, c(yo))Ŵ2a

))
. (3–11)

In (3–10) and (3–11), Ŵ1a, Ŵ1c ∈ RP and Ŵ2a, Ŵ2c ∈ RL are weight estimates for

the ideal weight vectors W1 and W2(yo) respectively, and λ denotes the transition

function introduced in Section 3.2. In an approximate actor-critic based solution, the

optimal value function V ∗ and control policy u∗ in (3–5) are replaced by their respective

estimates V̂ : χ × RL × RP → R and û : χ × RL × RP → Rm. This results in a residual

error δ : Rn × RL × RL × RP × RP → R called the BE which is defined as

δ
(
xo, yo, Ŵ1c, Ŵ2c, Ŵ1a, Ŵ2a

)
, ∇V̂

(
xo, yo, Ŵ1c, Ŵ2c)

(
f(xo) + g(xo)û(xo, yo, Ŵ1a, Ŵ2a)

)
+ r
(
xo, û(xo, yo, Ŵ1a, Ŵ2a)

)
. (3–12)

Motivated by classical ADP solutions which aim to find a set of weights so that the BE is

zero ∀xo ∈ Rn, to solve the optimal control problem, the critics and actors aim to find a

set of weights that minimize the BE ∀xo ∈ Rn.

3.4 Online Learning

At a given time instant t, the Bellman error δt : R≥0 → R is evaluated as

δt(t) , δ
(
x(t), x(t), Ŵ1c(t), Ŵ2c(t), Ŵ1a(t), Ŵ2a(t)

)
, (3–13)

where Ŵ1c, Ŵ1a, and Ŵ2c, Ŵ2a, denote estimates of the critic and actor weights for the

R-MBRL approximation method and StaF approximation method, respectively, at time t.

Furthermore, x(t) denotes the state of the system in (3–1) when starting from initial time
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t0 and initial state x0 under the influence of the state feedback controller

u(t) = û
(
x(t), x(t), Ŵ1a(t), Ŵ2a(t)

)
. (3–14)

The BE is extrapolated to unexplored areas of the state space to learn

via simulation of experience (cf. [1, 18]). The critic Ŵ1c selects sample points

{xi ∈ A′|i = 1, · · · , N} based on prior information about the desired behavior of the

system, i.e. selected about the origin, and evaluates a form of the BE, δ1t,i : R≥t0 → R.

Similarly, sample trajectories {xj(x(t), t) ∈ Br(x(t))
∣∣j = 1, 2, . . . ,M} that follow the

current state x(t) are selected so that the StaF critic Ŵ2c evaluates another extrapolated

form of the BE δ2t,j : R≥t0 → R. The extrapolated BEs are expressed as

δ1t,i(t) = Ŵ T
1c(t)ω∇σi(t) + r

(
xi, ûi(t)

)
, (3–15)

δ2t,j(t) = Ŵ T
2c(t)ω∇φj(t) + r

(
xj(x(t), t), ûj(t)

)
, (3–16)

where

ω∇σi(t) ,∇σ(xi)
(
f(xi) + g(xi)ûi(t)

)
,

ω∇φj(t) ,∇φ
(
xj(x(t), t), c(x(t))

)
(f(xj(x(t), t)) + g(xj(x(t), t))ûj(t)) ,

and

ûi(t) =− 1

2
R−1gT (xi)∇σ(xi)

T Ŵ1a(t),

ûj(t) =− 1

2
R−1gT

(
xj(x(t), t)

)
∇φ
(
xj(x(t), t), c(x(t))

)T
Ŵ2a(t).

3.4.1 Regional Update Laws

The BE and extrapolated BE in (3–13) and (3–15), respectively, contain R-MBRL

actor and critic estimates, Ŵ1a and Ŵ1c. Various approximation methods could be used

to evaluate the BE in A. See [1, 18, 32, 67, 78] for examples of R-MBRL actor and critic

update laws.
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3.4.2 Local Update Laws

While the state is not in the local domain of A′, the StaF critic uses the BEs in

(3–13) and (3–16) to improve the estimate of Ŵ2c. Specifically, the StaF critic can be

designed using the recursive least-squares update law

˙̂
W2c(t) = −kc1Γ2(t)

ω∇φ(t)

ρ2(t)
δt(t)−

kc2
M

Γ2(t)
M∑
j=1

ω∇φj(t)

ρ2j(t)
δ2t,j(t), (3–17)

Γ̇2(t) = β2Γ2(t)− kc1Γ2(t)
ω∇φ(t)ωT∇φ(t)

ρ2
2(t)

Γ2(t)− kc2
M

Γ2(t)
M∑
j=1

ω∇φj(t)ω
T
∇φj(t)

ρ2
2j(t)

Γ2(t) (3–18)

where Γ2(t0) = Γ2o and Γ2(t) is the least-squares learning gain matrix, kc1, kc2,∈ R≥0

are constant adaptation gains, β2 ∈ R≥0 is a constant forgetting factor, ρ2(t) , 1 +

γ2ω
T
∇φ(t)ω∇φ(t), ρ2j(t) , 1 + γ2ω

T
∇φj(t)ω∇φj(t), and γ2 ∈ R≥0 is a constant positive gain. In

(3–18)

ω∇φ(t) ,
(

(1− λ(x(t)))∇φ (x(t), c(x(t)))
)

+ φ
(
x(t), c(x(t))

)
∇λ(x(t))

)
×
(
f(x(t)) + g(x(t))û

(
x(t), x(t), Ŵ1a(t), Ŵ2a(t)

))
(3–19)

is an instantaneous regressor matrix. The StaF actor update law is given by

˙̂
W2a(t) = −ka1

(
Ŵ2a(t)− Ŵ2c(t)

)
− ka2Ŵ2a(t) +

kc1G
T
∇φ(t)Ŵ2a(t)ω

T
∇φ(t)

4ρ2(t)
Ŵ2c(t)

+
kc2
4M

M∑
j=1

GT
∇φj(t)Ŵ2a(t)ω

T
∇φj(t)

ρ2j(t)
Ŵ2c(t), (3–20)

where ka1, ka2 ∈ R are positive constant adaptation gains and G∇φ(t) ,

∇φ
(
x(t), c(x(t))

)
g(x(t))R−1gT (x(t))∇φT

(
x(t), c(x(t))

)
.

Remark 3.1. In typical BE extrapolation approaches, the extrapolated BEs δ1t,i, δ2t,j and

controls ûi(t), ûj(t) take similar forms to the actual BE δt and control u (t) , respectively,

with the exception of using extrapolated states. However, the extrapolated BEs and
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extrapolated inputs in this work take a different form compared to the true BE and

control. The goal is to approximate the ideal weight W1 irrespective of the system state

and W2 in a region around the state, therefore the extrapolated BEs do not rely on a

convex combination in the transition region A′ \ A. Furthermore, when the state is in

B = χ \ A, only BE extrapolation is used in A′ to approximate the weight W1. Hence, the

developed method is fundamentally different from the approach in [1] and [18].

3.5 Stability Analysis

For notational brevity, unless otherwise specified, time dependence is suppressed

in subsequent equations, trajectories, and definitions. The approach in this chapter was

generalized to allow the use of any model-based approximation method in A. However,

to facilitate the following analysis a certain structure is given to the R-MBRL update

laws. Without a loss of generality, let the R-MBRL update laws take a similar form to the

StaF update laws in (3–17), (3–18), and (3–20). The R-MBRL update laws contain the

extrapolated regressor ω∇σi defined in Section 3.4, where the regressor ω∇σ is defined

as

ω∇σ ,
(
λ (x)∇σ (x) + σ (x)∇λ (x)

)(
f (x) + g (x)u

)
, (3–21)

where the BE δt is defined in (3–22), and the extrapolated BE δ1t,i is defined in (3–23).

The constant gains for the R-MBRL update laws are ηc1, ηc2 ∈ R≥0. The R-MBRL

least-squares learning gain matrix is Γ1(t) with a forgetting factor β1 ∈ R≥0, and with

normalizing factors ρ1(t) , 1 + γ1ω
T
∇σ(t)ω∇σ(t), ρ1i(t) , 1 + γ1ω

T
∇σi(t)ω∇σi(t) where

γ1 ∈ R≥0 is a constant positive gain.

To facilitate the analysis, let W̃1a , W1− Ŵ1a, W̃1c , W1− Ŵ1c, W̃2a , W2− Ŵ2a, and

W̃2c , W2 − Ŵ2c denote the weight estimation errors. Unmeasurable forms of the BEs in

(3–13), (3–15), and (3–16) can be written as

δt = δt1 + δt2 + δt3, (3–22)
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where

δt1 = −ωT∇σW̃1c +
1

4
λ2W̃ T

1aG∇σW̃1a + ∆1,

δt2 = −ωT∇φW̃2c +
1

4
(1− λ)2W̃ T

2aG∇φW̃2a + ∆2,

δt3 =
1

2
(1− λ)

(
λW̃ T

2aG∇φ∇σW̃1a + W̃ T
1aσG∇λ∇φW̃2a −

1

2
W̃ T

2aφG∇λ∇φW̃2a

)
+

1

4

(
W̃ T

1aσG∇λσ
T W̃1a − 2W̃ T

2aφG∇λσ
T W̃1a + W̃ T

2aφG∇λφ
T W̃2a

)
+

1

2
λ
(
W̃ T

1aσG∇λ∇σW̃1a − W̃ T
2aφG∇λ∇σW̃1a

)
+ ∆3

and

δ1t,i = −ωT∇σiW̃1c +
1

4
W̃ T

1aG∇σiW̃1a + ∆1i

δ2t,j = −ωT∇φjW̃2c +
1

4
W̃ T

2aG∇φjW̃2a + ∆2j, (3–23)

where the functions ∆1,∆2,∆3,∆1i,∆2j : Rn → R are uniformly bounded over χ such

that the bounds
{
‖∆k‖

∣∣k = 1, 2, 3
}

, ‖∆1i‖, and ‖∆2j‖ decrease with decreasing ‖∇ε‖

and ‖∇W‖.

Using the R-MBRL and StaF update laws, the system states x and selected states

xi and xj are assumed to satisfy the following inequalities.

Assumption 3.2. There exists a positive constant T ∈ R≥0 such that

c1IP ≤
t+Tˆ

t

(
ω∇σ (τ)ωT∇σ (τ)

ρ2
1 (τ)

)
dτ, ∀t ∈ R≥t0 ,

c2IP ≤ inf
t∈R≥t0

(
1

N

N∑
i=1

ω∇σi (t)ω
T
∇σi (t)

ρ2
1i (t)

)
,

c3IP ≤
1

N

t+Tˆ

t

(
N∑
i=1

ω∇σi (τ)ωT∇σi (τ)

ρ2
1i (τ)

)
dτ, ∀t ∈ R≥t0 ,

b1IL ≤
t+Tˆ

t

(
ω∇φ (τ)ωT∇φ (τ)

ρ2
1 (τ)

)
dτ, ∀t ∈ R≥t0 ,

43



b2IL ≤ inf
t∈R≥t0

(
1

M

M∑
j=1

ω∇φj (t)ωT∇φj (t)

ρ2
2j (t)

)
,

b3IL ≤
1

M

t+Tˆ

t

(
M∑
j=1

ω∇φj (τ)ωT∇φj (τ)

ρ2
2j (τ)

)
dτ, ∀t ∈ R≥t0 ,

where {ck|k = 1, 2, 3}, {bk|k = 1, 2, 3} ∈ R≥0 are nonnegative constants, and at least one

of the constants from each set is strictly positive.

Remark 3.2. Assumption 3.2 requires the regressors ω∇σ, ω∇φ or ω∇σi, ω∇φj to be

persistently exciting. The regressors ω∇σ and ω∇φ are completely determined by the

state x and weights Ŵ1a and Ŵ2a. Typically, to ensure that c1, b1 > 0, meaning ω∇σ and

ω∇φ are persistently excited, a probing signal is added to the control input. However,

this introduces undesired oscillations in the system and produces noisy signals in the

response. In addition, as the system and state converge to the origin, excitation will

usually vanish. Hence, it is difficult to ensure that c1, b1 > 0. On the other hand, ω∇σi and

ω∇φj are dependent on xi and xj, which are designed independent of the system state

x. In fact, ω∇σi is designed based on the desired behavior of the system, i.e. regulate

the states to the origin. Therefore, without the need of a probing signal, c2 and b2 can

be made strictly positive by selecting a sufficient number of extrapolated sample states

in both regions of the state space, or if xi and xj contain enough frequencies then c3, b3

become strictly positive.1

Let a candidate Lyapunov function VL : Rn+2L+2P × R≥0 → R be defined as

VL(Z, t) = V ∗(x) +
1

2
W̃ T

1cΓ
−1
1 (t)W̃1c +

1

2
W̃ T

2cΓ
−1
2 (t)W̃2c +

1

2
W̃ T

1aW̃1a +
1

2
W̃ T

2aW̃2a,

1 Typical results in ADP require excitation along the system trajectory (cf. [12, 64–66,
75, 78, 79]), which may potentially cause the system to go unstable. However, in this
result, virtual excitation can be used without injecting destabilizing dither signals into
the system. The sample trajectories xi and xj can be designed to contain enough fre-
quencies if they are selected to follow a highly oscillatory trajectory or are chosen from a
sampling distribution such as a normal or uniform distribution.
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where V ∗ is the unknown, positive, continuously differentiable optimal value function,

and

Z =

[
xT , W̃ T

1a, W̃
T
1c, W̃

T
2a, W̃

T
2c

]T
.

The least-squares update laws which take the form of (3–18) ensure that the

least-squares gain matrices satisfy [101, Corollary 4.3.2]

Γ1IP ≤ Γ1(t) ≤ Γ1IP , (3–24)

Γ2IL ≤ Γ2(t) ≤ Γ2IL, (3–25)

provided the minimum eigenvalues λmin

{
Γ−1

1o

}
, λmin

{
Γ−1

2o

}
> 0 and Assumption 3.2 holds

(see [1]).

Since the optimal value function V ∗ is positive definite, using [104, Lemma 4.3], the

candidate Lyapunov function VL can be bounded as

νl (‖Zo‖) ≤ VL (Zo, t) ≤ νl (‖Zo‖) (3–26)

for all t ∈ R≥t0 and for all Zo ∈ Rn+2L+2P , where νl, νl : R≥0 → R≥0 in (3–26) are class K

functions. To facilitate the analysis, let c, b ∈ R>0 be constants defined as

c ,
β1

2Γ1ηc2
+
c2

2
, b ,

β2

2Γ2kc2
+
b2

2
. (3–27)

Let νl : R≥0 be a class K function such that

νl(||Z||) ≤
q

2
‖x‖2 +

(ka1 + ka2)

8

∥∥∥W̃2a

∥∥∥2

+
kc2b

8

∥∥∥W̃2c

∥∥∥2

+
(ηa1 + ηa2)

8

∥∥∥W̃1a

∥∥∥2

+
ηc2c

8

∥∥∥W̃1c

∥∥∥2

.

(3–28)
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Theorem 3.1. Provided Assumption 3.2 is satisfied and the control gains are selected

sufficiently large (see Appendix A.1), then the controller in (3–11) along with the R-

MBRL and StaF update laws taking the form of (3–17)-(3–20) ensure that the state x

and weight estimation errors W̃1a, W̃1c, W̃2a, and W̃2c are uniformly ultimately bounded.2

Proof. The time-derivative of the Lyapunov function is

V̇L = V̇ ∗ − W̃ T
1cΓ
−1
1

˙̂
W1c + W̃ T

2cΓ
−1
2 (Ẇ2 − ˙̂

W2c)− W̃ T
1a

˙̂
W1a

+ W̃2a(Ẇ2 − ˙̂
W2a) +

1

2
W̃ T

1cΓ̇
−1
1 W̃1c +

1

2
W̃ T

2cΓ̇
−1
2 W̃2c. (3–29)

Using the fact that Ẇ2 = ∇W2 (x) (f (x) + g (x)u), V̇ ∗ = ∇V ∗ (x) (f (x) + g (x)u) , and

adding and subtracting ∇V ∗g (x)u∗, (3–29) is expressed as

V̇L = ∇V ∗(f + gu∗) +∇V ∗g(u− u∗)− W̃ T
1cΓ
−1
1 (t)

˙̂
W1c

+ W̃ T
2cΓ
−1
2 (t)∇W2(f + gu)− W̃ T

2cΓ
−1
2 (t)

˙̂
W2c − W̃ T

1a
˙̂
W1a

+ W̃ T
2a∇W2(f + gu)− W̃ T

2a
˙̂
W2a −

1

2
W̃ T

1cΓ
−1
1 Γ̇1Γ−1

1 W̃1c

− 1

2
W̃ T

2cΓ
−1
2 Γ̇2Γ−1

2 W̃2c.

Using (3–5), substituting in (3–6), (3–14), and the gradient of (3–9), the Lyapunov

function derivative is further expressed as

V̇L = −xTQx− u∗TRu∗ − W̃ T
1cΓ
−1
1 (t)

˙̂
W1c − W̃ T

2cΓ
−1
2 (t)

˙̂
W2c

+
1

2
λ∇V ∗G∇σT W̃1a +

1

2
∇V ∗G∇λTσT W̃1a

+
1

2
(1− λ)∇V ∗G∇φT W̃2a −

1

2
∇V ∗G∇λTφT W̃2a

+
1

2
(1− λ)∇V ∗G∇W T

2 φ+
1

2
∇V ∗G∇εT

2 Results such as [105] could potentially be used to achieve an asymptotic conver-
gence to the origin, but the additional feedback to eliminate the residual error would
deviate from the optimal policy.
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+ W̃ T
2cΓ
−1
2 (t)∇W2f −

1

2
W̃ T

2cΓ
−1
2 (t)∇W2gR

−1gT
(
λ∇σT +∇λTσT

)
Ŵ1a

− 1

2
W̃ T

2cΓ
−1
2 (t)∇W2gR

−1gT
(
(1− λ)∇φT −∇λTφT

)
Ŵ2a

− W̃ T
1a

˙̂
W1a − W̃ T

2a
˙̂
W2a −

1

2
W̃ T

1cΓ
−1
1 Γ̇1Γ−1

1 W̃1c

+ W̃ T
2a∇W2f −

1

2
W̃ T

2a∇W2gR
−1gT

(
λ∇σT +∇λTσT

)
Ŵ1a

− 1

2
W̃ T

2a∇W2gR
−1gT

(
(1− λ)∇φT Ŵ2a −∇λTφT

)
Ŵ2a

− 1

2
W̃ T

2cΓ
−1
2 Γ̇2Γ−1

2 W̃2c.

Substituting in the update laws (3–17), (3–18), (3–20), and the expressions for the

R-MBRL update laws, then using Assumption 3.2 along with (3–24) and (3–25), segre-

gating terms, completing the squares, and using Young’s inequalities yields

V̇L ≤ −q‖x‖2 − (ka1 + ka2)

4
‖W̃2a‖2 − (ηa1 + ηa2)

4
‖W̃1a‖2 − kc2b

4
‖W̃2c‖2 − ηc2c

4
‖W̃1c‖2

−

(
kc2b

4
− ϑ2

2Γ2

− ϑ10

2
− kc1(ϑ5 + ϑ6 + ϑ7)

4
√
γ2

)
‖W̃2c‖2 −

(
ka1 + ka2

4
−B1

)
‖W̃2a‖2

−

(
ηc2c

4
− ηc1(ϑ5 + ϑ6 + ϑ7)

4
√
γ1

− ϑ10

2

)
‖W̃1c‖2 −

(
ηa1 + ηa2

4
−B2

)
‖W̃1a‖2

−
[ ∥∥∥W̃1a

∥∥∥ ∥∥∥W̃1c

∥∥∥ ]
 (ηa1+ηa2)

4
−B3

−B3
ηc2c

4



∥∥∥W̃1a

∥∥∥∥∥∥W̃1c

∥∥∥


−
[ ∥∥∥W̃2a

∥∥∥ ∥∥∥W̃2c

∥∥∥ ]
 (ka1+ka2)

4
−B4

−B4
kc2b

4



∥∥∥W̃2a

∥∥∥∥∥∥W̃2c

∥∥∥
+ ι, (3–30)

where
√
γ

1
and
√
γ2 result from the fact that

∥∥∥ω∇σρ1

∥∥∥ ≤ 1
2
√
γ1

and
∥∥∥ω∇φρ2

∥∥∥ ≤ 1
2
√
γ2
. In (3–30)

the terms c and b are defined in (3–27), and the terms B1, B2, B3, and B4 are defined as

B1 , ϑ1 +
ϑ4‖W2‖
2
√
γ2

+
ϑ2

2
+

(
kc1

2
√
γ2

+
ηc1

2
√
γ1

)
ϑ5‖W̃2a‖2 +

kc1
2
√
γ2

ϑ6‖W̃1a‖2,

B2 ,
ϑ3W1√
γ1

+
1

2

( 1

Γ2

+ 1
)
ϑ2 +

(
ηc1

2
√
γ1

+
kc1

2
√
γ2

)
ϑ7‖W̃1a‖2 +

ηc1
2
√
γ1

ϑ6‖W̃2a‖2,
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B3 ,
1

2

(
ηa1 +

ϑ3

2
√
γ1

W1

)
,

B4 ,
1

2

(
ka1 + ϑ9

)
,

and the constants ι, {ϑi|i = 1, . . . 12} ∈ R>0 are defined in Appendix A.1. Using (3–28)

and (A–1)-(A–4) time derivative in (3–30) can be upper bounded as

V̇L ≤ −νl(‖Z‖), ∀‖Z‖ > ν−1
l (ι). (3–31)

Using (3–31), (A–5), and (3–26), Theorem 4.18 in [104] can be invoked to conclude that

all trajectories Z (t) that satisfy ‖Z (t0)‖ ≤ νl
−1
(
νl (ζ)

)
, remain bounded for all t ∈ R≥0

and satisfy lim supt→∞ ‖Z (t)‖ ≤ vl
−1
(
vl
(
v−1
l (ι)

))
.

3.6 Simulation

3.6.1 Two-State Dynamical System

To demonstrate the performance of the developed ADP method for a nonlinear

system with a known value function, simulation results for a two-state dynamical system

are provided. The simulation is performed for the control affine system given in (3–1)

where xo = [xo1, x
o
2]T ,

f(xo) =

 −xo1 + xo2

−1
2
xo1 − 1

2
xo2
(
1− (cos (2xo1) + 2)2)

 , and g(xo) =

 0

cos (2xo1) + 2

 . (3–32)

The control objective is to minimize the cost functional in (3–2) with the instantaneous

cost in (3–3) and the weighting matrices being Q = I2 and R = 1. The optimal value

function, V ∗(xo), and optimal control policy, u∗(xo), for these particular dynamics and

cost function are known to be V ∗(xo) = 1
2
xo21 + xo22 and u∗(xo) = −

(
cos(2xo1) + 2

)
xo2

respectively (cf. [64]). The regions A and A′ are selected as circles around the origin

such that A = B1.5(0) , {xo : ‖xo‖ ≤ 1.5} and A′ = B2.5(0) , {xo : ‖xo‖ ≤ 2.5} ,
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respectively. The transition function λ(xo) is selected to be (3–8) with ` = 1.0 as

discussed in Section 3.2.

To simulate the developed technique, the MBRL approach from [18] is used

to learn the value function in A. The MBRL basis function vector for value function

approximation in the set A′ is selected as σ(xo) = [xo21 , x
o
1x

o
2, x

o2
2 ]T , with thirteen

uniformly distributed points selected in A′ for BE extrapolation. To approximate the value

function in B = χ \ A, the StaF basis function vector is selected as φ
(
xo, c(xo)

)
=[

xoT c1(xo), xoT c2(xo), xoT c3(xo)
]T where ci (xo) = xo + di for i = 1, 2, 3. The centers

of the StaF kernels are selected as d1 = 0.25 · [0, 1]T , d2 = 0.25 · [−0.886,−0.5]T ,

and d2 = 0.25 · [−0.886, 0.5]T . To ensure sufficient excitation in B, a single trajectory

xoj : Rt≥t0 → Rn is selected for BE extrapolation such that at each time instant t, xoj (t)

is selected at random from a uniform distribution over a ν(xo (t)) × ν(xo (t)) square

centered at the current state xo(t) where ν(xo (t)) = xoT xo+0.01
1+xoT xo

. The initial conditions for

the system at t0 = 0 are

x (0) = [−10, 10]T , Ŵ1c (0) = Ŵ1a (0) = 2× 13, Ŵ2c (0) = Ŵ2a (0) = 0.3× 13,

Γ1 (0) = 350× I3, Γ2 (0) = 50× I3.

The gains for the MBRL update laws are selected as

ηc1 = 0.001, ηc2 = 2, ηa1 = 25, ηa2 = 0.1, β1 = 0.5, γ1 = 2,

and the gains for the StaF update laws (3–17), (3–18), and (3–20) are selected as

kc1 = 0.001, kc2 = 0.09, ka1 = 1.5, ka2 = 0.01, β1 = 0.003, and γ2 = 0.05.

Results

Figure 3-1a indicates that the control policy estimate converges to the optimal

controller, while regulating the states to the origin, as seen in Figure 3-2. Figure 3-

1b shows the value function approximation error, from which it is clear that the value

49



Time (s)
0 2 4 6 8 10

-30

-25

-20

-15

-10

-5

0

5
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(a) The optimal control policy and estimate for the
two-state system in (3–32).
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(b) The value function estimation error for the
two-state system in (3–32).

Figure 3-1. The control policies and value function estimation error for the two-state
system in (3–32).

function estimate V̂ converges to the optimal value function. Figure 3-3 shows that

the estimated value function and policy weights for both the StaF (Figures 3-3b and

3-3d) and MBRL (Figures 3-3a and 3-3c) methods converge to steady-state values

and remain bounded. The MBRL weights converge close to their optimal weights

W1 = [0.5, 0, 1]T ; however, the approximate StaF weights cannot be compared to their

ideal weights because the optimal StaF weight are unknown.

3.6.2 Ten-State Dynamical System

To demonstrate the performance of the developed ADP method on a higher

dimensional system, consider a centralized controller computing the control policies for

a network of ten one-state dynamical systems where each system is in control affine

form with dynamics represented as

fi (x
o
i ) =

(
θa,ix

o
i + θb,i (x

o
i )

2) , gi (x
o
i ) = (cos (2xi) + 2) , ∀i = 1, . . . , 10,

where θa,i = 2, 5, 0.1, 0.5, 2.5, 0.3, 0.5, 0.15, 3.5, 2 and θb,i = 1, 0.5, , 1, 1, 1, 0.3, 1.1, 0.7, 0.9, 0.8

for i = 1, . . . , 10, respectively. The agent dynamics are combined to form one large
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(a) State trajectory for the two-state system in (3–32).
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(b) Phase-space portrait for the two-state system in
(3–32).

Figure 3-2. State regulation and state-space portrait for the two-state dynamical
system. In Figure 3-2b, the region A′ is the represented by the larger
dashed circle while A is represented via the smaller circle.

dynamical system given by

f (x) =


θa,1x

o
1 + θb,1 (xo1)2

...

θa,10x
o
6 + θb,10 (xo6)2

 , g (x) = diag [(cos (2x1) + 2) , . . . , (cos (2x10) + 2)] .

(3–33)

The transition function is selected to be the same as in (3–8) with A = B1(0) ,

{xo : ‖xo‖ ≤ 1} and A′ = B2(0) , {xo : ‖xo‖ ≤ 2} and ` = 1.0. The control objective is

to minimize the cost functional in (3–2) with the instantaneous cost in (3–3) using the

weighting matrices Q = I10 and R = I10.

The MBRL basis is selected to be a vector of twenty polynomials, and for BE

extrapolation, twenty-one equally distributed points are selected in A′. The StaF basis

is selected to be φ
(
xo, c(xo)

)
=
[
xoT c1(xo), . . . , xoT c11(xo)

]
, where ci (xo) = xo + di for

i = 1, . . . , 11. The centers di are selected to be the vertices of a 10-simplex. For BE

extrapolation in B, a single point is selected at random from a uniform distribution over a
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(c) R-MBRL actor approximations.
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(d) StaF actor approximations.

Figure 3-3. Value function and policy weight approximations for the two-state system in
(3–32). The StaF actor and critic weights are updated using (3–17), (3–18),
and (3–20). The R-MBRL actor and critic weights are updated using
adaptation schemes which take a similar form to the StaF update laws, as
discussed in Section 3.5.
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[2ν (xo (t))]10 hypercube centered at the current state, where ν(xo (t)) = 0.0003xoT xo

1+0.5xoT xo
. When

the states converge to A, the StaF update laws are turned off to reduce computational

burden. The initial conditions for the system at t0 = 0 are selected as

x (0) = [1.2,−0.3, 3,−2.4,−2.1,−2.7,−1.2, 1.2, 0.3,−1.8]T , Ŵ1c (0) = Ŵ1a (0) = 5× 120,

Ŵ2c (0) = Ŵ2a (0) = 0.25× 111, Γ1 (0) = 350× I20, Γ2 (0) = 100× I11.

The gains for the MBRL update laws are selected as

ηc1 = 0.0005, ηc2 = 30, ηa1 = 25, ηa2 = 0.01, β1 = 0.06, γ1 = 3,

and for the StaF update laws in (3–17), (3–18), and (3–20) the gains are selected as

kc1 = 0.001, kc2 = 0.8, ka1 = 0.4, ka2 = 0.001, β1 = 0.0001, and γ2 = 0.9.

Results

Figure 3-4a and Figure 3-4c show that the control policy and the system states

converge to the origin. The oscillation-like effect between 0 and 1 seconds in Figure 3-

4a comes from StaF approximation in B. Figure 3-4b indicates that the BE converges to

zero. The transition of the BE between 0 and 1 second in Figure 3-4b is attributed to the

transition of the value function approximation weight approximation as the state enters

A′. Figure 3-5 shows that the approximate MBRL weights converge to steady-state

values, and the StaF weights remain bounded.

3.6.3 Comparison

The developed technique is compared to the R-MBRL approximation technique

in [18] and the StaF approximation technique in [1] via MATLABr Simulinkr running

at 1000 Hz on an Intelr Core™ i5-2500K CPU at 3.30GHz. All systems are simulated

for 100 seconds and the total cost, steady-state root-mean square (RMS) error, and

running time are compared. The approximation method from [1] is implemented using

polynomial StaF basis functions with centers at the vertices of an n-simplex for each

53



Time (s)
0 0.5 1 1.5 2

û
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(a) Optimal control policy estimate for the ten-state
dynamical system.
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Ŵ
c1
(t

);
Ŵ
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(b) Bellman Error using the developed method for a
ten-state dynamical system.
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Figure 3-4. Control policy estimates, Bellman Error and states for the ten-state
dynamical system in (3–33).
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(c) R-MBRL actor approximations.
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Figure 3-5. Value function and policy weight approximations using the R-MBRL and
StaF critic and actor update laws for the ten-state dynamical system in
(3–33).
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Table 3-1. Simulation results. Steady-state RMS errors below 1× 10−16 are considered
to be zero.

(a) Two and three-state simulation results.
Two-State Dynamical System Three-State Dynamical System

Controller R-MBRL + StaF StaF controller in [1] R-MBRL controller in [18] R-MBRL + StaF StaF controller in [1] R-MBRL controller in [18]
Total cost 150.55 150.62 150.50 24.85 25.57 24.55

RMS steady-
0 1.66× 10−2 0 0 1.19× 10−4 0state error

Running time (sec) 4.91 2.95 4.11 11.49 3.40 15.57

(b) Six and ten-state simulation results.
Six-State Dynamical System Ten-State Dynamical System

Controller R-MBRL + StaF StaF controller in [1] R-MBRL controller in [18] R-MBRL + StaF StaF controller in [1] R-MBRL controller in [18]
Total cost 37.72 39.56 59.12 60.22 65.43 88.30

RMS steady-
0 1.81× 10−8 1.7× 10−3 0 2.76× 10−10 0state error

Running time (sec) 28.12 5.57 73.6 84.34 9.77 217.98

Table 3-2. Three-state simulation results with different sets A and A′. Steady-state RMS
errors below 1× 10−16 were considered to be zero.

Three-State Dynamical System
x (0) = [−3, 3,−2.5]T

Controller
R-MBRL + StaF R-MBRL + StaF R-MBRL + StaF StaF controller in R-MBRL controller in

A = {xo : ‖xo‖ ≤ 0.25} A = {xo : ‖xo‖ ≤ 1.5} A = {xo : ‖xo‖ ≤ 3.0} [1] [18]
A′ = {xo : ‖xo‖ ≤ 1.25} A′ = {xo : ‖xo‖ ≤ 2.75} A′ = {xo : ‖xo‖ ≤ 4.5}

Total cost 24.85 23.98 23.27 25.57 24.55
RMS steady-

0 0 0 1.19× 10−4 0state error
Running time (sec) 11.49 11.49 11.59 3.40 9.82

Table 3-3. Local cost when the system enters the set A for the developed method and
the StaF-based method in [1].

Two-State Three-State Six-State Ten-State
Dynamical System Dynamical System Dynamical System Dynamical System

Controller R-MBRL + StaF StaF in [1] R-MBRL + StaF StaF in [1] R-MBRL + StaF StaF in [1] R-MBRL + StaF StaF in [1]
Total cost 150.55 150.62 24.85 25.57 37.72 39.56 60.22 65.43
Local cost 1.71 1.76 0.11 0.27 0.46 1.97 0.75 1.58

Table 3-4. Six-state simulation results with different sets A and A′ under different initial
conditions using the same gains for the update laws (3–17), (3–18), and
(3–20). Steady-state RMS errors below 1× 10−16 were considered to be zero.

Six-State Dynamical System
‖x (0)‖ = 6.61 ‖x (0)‖ = 13.23

Controller
R-MBRL + StaF StaF controller in R-MBRL + StaF StaF controller in

A = {xo : ‖xo‖ ≤ 4} [1] A = {xo : ‖xo‖ ≤ 10} [1]
A′ = {xo : ‖xo‖ ≤ 5} A′ = {xo : ‖xo‖ ≤ 10.5}

Total cost 21.59 27.78 83.55 111.57
Local cost 6.95 11.98 39.75 70.14

RMS steady-
0 1.61× 10−9 0 1.90× 10−9

state error
Running time (sec) 26.46 5.35 26.86 5.16
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n-dimensional problem. At a minimum n + 1 kernels need to be used with an n-

dimensional system. The choice of kernel is only governed a few rules imposed by

the StaF method, which can be found in [1, 32, 70]. Dot product kernels work well for

the StaF application; examples include polynomial kernels and exponential kernels.

The approximation method from [18] is implemented using polynomial basis functions

selected via trial-and-error. Furthermore, the sets A and A′ are selected via trial-and-

error to demonstrate the effect of selecting different regions. The performance of the

proposed method depends on the choice of A and A′. Hence, if the initial conditions are

far from the origin then larger sets may be used, otherwise the sets A and A′ should be

smaller to provide enough time for the R-MBRL weights to be learned. It is seen that the

developed technique converges similar to the R-MBRL technique in [18] but at a smaller

cost and running time as the dimension of the system increases. In theory, the R-MBRL

method should be closest to optimal because it provides an approximation over the

entire operating domain. However, the choice of basis functions and the number of basis

functions used for approximation has a major influence on the approximation. Hence,

when the exact parameterization is known such as in the case of the two-state system,

R-MBRL provides the smallest cost, but this is not necessarily true when the basis is

not known a priori. The basis function used is directly correlated to the cost through

the input; hence, basis functions with larger gradients will exhibit higher control efforts

which can increase cost. An examination of the correlation between the type of basis

function used and total cost for the R-MBRL method is out of the scope of this chapter.

The increase in running time for the R-MBRL method in [18] for the six and ten-state

systems occurs because the value function is approximated over the entire domain

of operation instead of just a local region around the origin, requiring a large number

of basis functions. The RMS error is practically zero since all of the methods provide

a sufficiently accurate approximation of the value function, resulting in a stabilizing

feedback.
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The StaF-only approximation and the developed approximation technique results

in a similar cost for the two, three, and six-state simulation when using difference gains.

But for the ten-state simulation, the cost is smaller for the developed approximation

technique. The StaF method in [1] also results in a slightly higher steady-state RMS

error compared to the developed method. When increasing to a higher dimensional

system such as the six and ten-state systems, the StaF method in [1] results in a much

shorter running time when compared to the developed method because the developed

method still requires stationary basis functions around the origin, which increases the

running time.

In many applications such as station keeping of marine craft, the local cost or

the cost which starts being calculated once the marine craft reaches a goal region is

more important than the total cost for regulating to that region and staying there. Table

3-3 displays the local cost once the system enters the set A for the developed and

StaF-based methods. The developed method results in a smaller local cost compared

to the StaF method in [1]. Since the R-MBRL method contains a larger number of

basis functions over A′ compared to the StaF method, a better approximation over A is

learned, resulting in a reduced local cost.

Table 3-4 provides a comparison of the developed method compared to the StaF

method in [1] when the same gains are used and a large region A is selected with

respect to the initial conditions. The results show that the StaF method has a smaller

running time compared to the developed method; however, the developed method yields

a lower cost compared to the StaF-only method. The developed method is capable of

quickly learning the value function via BE extrapolation in the neighborhood A while the

state still has not entered A.

Table 3-2 provides a comparison of the developed method with StaF and R-MBRL

when the sets A and A′ and the transition region A′ \ A are increased for the three-

state dynamical system using different gains. When the sets get larger, a smaller total
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cost results. The lower cost is because the R-MBRL method is approximating the va-

lue function over a larger area, and hence, provides a more accurate approximation

compared to the local approximations of the StaF method. When the sets A and A′

are increased, the developed method produces a smaller total cost compared to the

R-MBRL method in [18], this is partially attributed to the fact that implementation of

R-MBRL over a large region is challenging when an exact basis for value function ap-

proximation is not available. When the transition region A′ \ A increases, the gradient of

λ decreases, possibly contributing to the smaller cost. Also in [18], the least-squares le-

arning gain matrix Γ1 (t) was updated without using recorded data, while the developed

R-MBRL update law similar to (3–18) includes recorded data to improve the selection of

Γ1 (t) .

The results in Tables 3-1-3-4 indicate that the optimal choice of the approximation

method depends on the circumstance, and several advantages and disadvantages need

to be taken into consideration when selecting which method to use. The StaF method

is best suited for a high dimensional application requiring real-time performance where

global optimality is not required. However, Table 3-4 shows that there are circumstances

in which the developed method outperforms the StaF method in [1] in terms of total and

local cost. Moreover, since the StaF method in [1] lacks memory, the weights need to be

relearned every time the system passes through the predefined area of interest in the

operating domain, whereas the developed uses the R-MBRL method to learn to static

weights in that region and doesn’t need to relearn the weights when the system leaves

the neighborhood. The R-MBRL method in [18] is best suited for lower dimensional

applications where global optimality is a premium. However, approximating the value

function over the entire state-space requires a large number of basis functions, and

hence, a large computational burden. Since the developed method reduces the area

of interest, which reduces the number of basis functions required, it is computationally

efficient when compared to R-MBRL in [18]. Applications with large operating domains
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may benefit from the developed method since the value function can be learned in

desired areas of the state-space, e.g., around the origin, independent of where the

state is, using R-MBRL, while StaF keeps the system stable by approximating the value

function around the state trajectory. Although the developed method shows a slight

improvement over [1] in terms of cost and RMS error, more tuning parameters and

an overall larger number of unknown parameters are required; hence, increasing the

computational complexity of the tuning process and the computations.

3.7 Concluding Remarks

An infinite horizon optimal control problem was solved using a novel approximation

methodology utilizing the StaF kernel method and a R-MBRL method. The operating

domain, χ, of the system was segregated into two parts; a neighborhood, A ⊂ χ,

containing the origin where R-MBRL was employed, and the set B = χ \ A where the

StaF method was employed. For a state initialized in B, the StaF method ensured stable

and computationally efficient operation while a R-MBRL method achieved a sufficiently

accurate estimate of the value function over the set A. When the state entered A, the

R-MBRL technique was used to regulate the state to the origin.

Under specific conditions, Theorem 3.1 established that the developed control

strategy results in uniform ultimate boundedness of the state trajectory. Simulation ex-

amples for two, three, six, and ten-state dynamical systems showed that the developed

approximation method outperforms previous methods. When the dimension of the sy-

stem increases, the developed method is able to estimate the value function sufficiently

to reduce the local cost and the RMS error. Motivated by the computational efficiency of

the StaF approximation method, the following chapter uses the local approximation of

the StaF method to develop an online approximately optimal path planning strategy for

an agent which encounters uncertain dynamic obstacles.
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CHAPTER 4
APPROXIMATE OPTIMAL PATH-PLANNING TO AVOID UNKNOWN MOVING

AVOIDANCE REGIONS

In this chapter, an infinite-horizon optimal regulation problem is considered for a

control-affine nonlinear autonomous agent subject to input constraints in the presence

of dynamic avoidance regions. StaF is implemented to approximate the value function

in a local neighborhood of the agent. By performing local approximations, prior kno-

wledge of the locations of avoidance regions is not required. To alleviate the a priori

knowledge of the number of avoidance regions in the operating domain, an extension is

provided that modifies the value function approximation. The developed feedback-based

path-planning strategy guarantees uniformly ultimately bounded convergence of the

approximated control policy to the optimal policy while also ensuring the agent remains

outside avoidance regions. Results from three experiments are presented to illustrate

the performance of the developed method, where a quadcopter achieves approximate

optimal regulation while avoiding three mobile obstacles. To demonstrate the developed

method, known avoidance regions are used in the first experiment, unknown avoidance

regions are used in the second experiment, and an unknown time-varying obstacle

directed by a remote pilot is included in the third experiment.

4.1 Problem Formulation

Consider an autonomous agent with control-affine nonlinear dynamics given by

ẋ (t) = f (x (t)) + g (x (t))u (t) , (4–1)

for all t ∈ R≥t0 , where x : R≥t0 → Rn denotes the state, f : Rn → Rn denotes the drift

dynamics, g : Rn → Rn×m denotes the control effectiveness, u : Rt≥t0 → Rm denotes

the control input, and t0 ∈ R≥0 denotes the initial time. In addition, consider dynamic

avoidance regions with nonlinear dynamics given by

żi (t) = hi (zi (t)) , (4–2)
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for all t ∈ R≥t0 , where zi : Rt≥t0 → Rn denotes the state of the center of the ith

avoidance region and hi : Rn → Rn denotes the drift dynamics for the ith zone in

M , {1, 2, . . . ,M} , whereM is the set of avoidance regions in the state space Rn.1

Remark 4.1. The dynamics in (4–2) are modeled as autonomous and isolated systems

to facilitate the control problem formulation. Section 4.5 provides an extension to

alleviate the need for Assumption 4.1.

The representation of the dynamics in (4–2) would require that the HJB in (4–10)

have complete knowledge of the dynamics over the entire operating domain. However,

motivated by real systems where agents may only have local sensing, it is desired to

only consider the zone inside a detection radius. Therefore, to alleviate the need for

the HJB to require knowledge of the avoidance region dynamics outside of the agents’

ability to sense the obstacles, the avoidance regions are represented as

żi (t) = Fi (x (t) , zi (t))hi (zi (t)) , (4–3)

for all t ∈ R≥t0 . Hence, all the terms in the HJB in (4–10), associated with the avoidance

region, are zero when the avoidance regions are outside of the sensing abilities of the

agent. In (4–3), Fi : Rn × Rn → [0, 1] is a smooth transition function that satisfies

Fi (x, zi) = 0 for ‖x− zi‖ > rd and Fi (x, zi) = 1 for ‖x− zi‖ ≤ r̄, where rd ∈ R>0 denotes

the detection radius of the system in (4–1), and r̄ ∈ (ra, rd) where ra ∈ R>0 denotes

radius of the avoidance region. Hence, from the agent’s perspective, the dynamics of

the obstacles do not affect the agent outside of the sensing radius.

Remark 4.2. In application, a standard practice is to enforce a minimum avoidance

radius to ensure safety [28, 29]. In addition, the detection radius, rd, and avoidance

1 The terms avoidance regions and obstacles are used interchangeably.
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radius, rs, depends on the system parameters such as the maximum agent velocity

limits.

Assumption 4.1. The number of dynamic avoidance regions M is known; however, the

locations of the states of each region is unknown until it is within the sensing radius of

the agent.2

Assumption 4.2. The drift dynamics f , hi, and control effectiveness g are locally

Lipschitz continuous, and g is bounded such that 0 < ‖g (x (t))‖ ≤ g for all x ∈ Rn and all

t ∈ R≥t0 where g ∈ R>0. Furthermore, f (0) = 0, and ∇f : Rn → Rn × Rn is continuous.

Assumption 4.3. The equilibrium points zei for the obstacles given by the dynamics

in (4–3) lie outside of a ball of radius rd centered at the origin. That is, the origin is

sufficiently clear of obstacles. Furthermore, obstacles do not trap the agent, meaning

the obstacles do not completely barricade the agent and there are no deadlocks.

Moreover, the agent is assumed to be sufficiently agile to be able to outmaneuver the

moving obstacles. Specifically, the obstacle velocities must be appropriately equal or

less than the agent for the agent to have capability to avoid the obstacle in general.

Remark 4.3. To facilitate the development, the centers of the avoidance regions, shown

in Figure 4-1, are augmented with the following:

• The total detection set is defined as D = ∪i∈MDi, where

Di = {x ∈ Rn | ‖x− zi‖ ≤ rd} .

• The total conflict set is defined asW = ∪i∈MWi, where

Wi = {x ∈ Rn | ra < ‖x− zi‖ ≤ r} .

• The total avoidance set is Ω = ∪i∈MΩi, where each local avoidance region is

Ωi = {x ∈ Rn | ‖x− zi‖ ≤ ra} .

2 Section 4.5 presents an approach to alleviate Assumption 4.1.
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Figure 4-1. Augmented regions around each avoidance region.

Furthermore, the avoidance region and agent dynamics can be combined to form

the following the system

ζ̇ (t) = F (ζ (t)) +G (ζ (t))u (t) , (4–4)

for all t ∈ R≥t0 , where ζ =
[
xT , zT1 , . . . , z

T
M

]T ∈ RN , N = (M + 1)n and

F (ζ) =



f (x)

F1 (x, z1)h1 (z1)

...

FM (x, zM)hM (zM)


, G (ζ) =

 g (x)

0Mn×m

 .

The goal is to simultaneously design and implement a controller u which minimizes

the cost function

J (ζ, u) ,
ˆ ∞
t0

r (ζ (τ) , u (τ)) dτ, (4–5)

subject to (4–4) while obeying supt (ui) ≤ µsat ∀i = 1, . . . ,m, where µsat ∈ R>0 is the

control effort saturation limit. In (4–5), r : RN × Rm → [0,∞] is the instantaneous cost

defined as

r (ζ, u) = Qx (x) +
M∑
i=1

si (x, zi)Qz (zi) + Ψ (u) + P (ζ) , (4–6)
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where Qx, Qz : Rn → R≥0 are user-defined PD functions that penalize the agent and

obstacle states. The smooth scheduling function si : Rn × Rn → [0, 1], which allows

the avoidance region states in the detection radius to be penalized, satisfies si = 0

for ‖x− zi‖ > rd and si = 1 for ‖x− zi‖ ≤ r̄. In (4–6), Ψ : Rm → R is a PD function

penalizing the control input u, defined as

Ψ (u) , 2
m∑
i=1

[ˆ ui

0

(
µsatri tanh−1

(
ξui
µsat

))
dξui

]
, (4–7)

where ui is the ith element of the control u, ξui is an integration variable, and ri are the

diagonal elements which make up the symmetric PD weighting matrix R ∈ Rm×m where

R , diag
{
R
}
, and R , [r1, . . . , rm] ∈ R1×m [17]. The function P : RN → R in (4–6),

called the avoidance penalty function, is a positive semi-definite compactly supported

function defined as

P (ζ) ,
M∑
i=1

(
min

{
0,
‖x− zi‖2 − r2

d(
‖x− zi‖2 − r2

a

)2

})2

. (4–8)

Remark 4.4. The avoidance penalty function in (4–8) is zero outside of the com-

pact set D, and yields an infinite penalty when ‖x− zi‖ = ra for any i ∈ M. Other

penalty/avoidance functions can be used; see [31] for a generalization of avoidance

functions. The avoidance penalty function in (4–8) modifies that found in [31], which stu-

dies a generalization of avoidance penalty functions. Since the term in the denominator

has quartic growth compared to only quadratic growth, the function in (4–8) is scaled

differently compared to that found in [31]. Other growth factors can also be used which

affects the rate at which the agent penalizes the avoidance regions once it detects them.

Assumption 4.4. There exist constants q
x
, qx, qz, qz ∈ R>0 such that q

x
‖x‖2 ≤ Qx (x) ≤

qx ‖x‖
2 for all x ∈ Rn, and q

z
‖zi‖2 ≤ Qz (zi) ≤ qz ‖zi‖

2 for all zi ∈ Rn and i ∈M.

The infinite-horizon scalar value function for the optimal value function, denoted by

V ∗ : RN → R≥0, is expressed as
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V ∗ (ζ) = min
u(τ)∈U |τ∈R≥t

ˆ ∞
t

r (ζ (τ) , u (τ)) dτ, (4–9)

where U ⊂ Rm denotes the set of admissible inputs. For the stationary solution, the HJB

equation, which characterizes the optimal value function is given by

0 =
∂V ∗ (ζ)

∂ζ
(F (ζ) +G (ζ)u∗ (ζ)) + r (ζ, u∗ (ζ)) , (4–10)

=
∂V ∗ (ζ)

∂x
(f (x) + g (x)u∗ (ζ)) +

M∑
i=1

∂V ∗ (ζ)

∂zi
(Fi (x, zi)hi (zi)) + r (ζ, u∗ (ζ))

with the condition V ∗ (0) = 0, where u∗ : RN → Rm is the optimal control policy, which is

determined from (4–10) as

u∗ (ζ) = −µsat Tanh

(
R−1G (ζ)T

2µsat
(∇V ∗ (ζ))T

)
. (4–11)

Remark 4.5. The following Lyapunov-based stability analysis indicates that the states

ζ (t) remain outside of Ω, i.e. ζ (t) /∈ Ω. Hence, the gradient is never taken over the

discontinuity.

The HJB in (4–10) uses both the agent and avoidance region dynamics. However,

because each avoidance region is modeled as (4–3), the terms that include them are

zero when the regions are not detected. Furthermore, the analytical expression in (4–

11) requires knowledge of the optimal value function. However, the analytical solution for

the HJB, i.e. the value function, is not feasible to compute in general cases. Therefore,

an approximation is sought using a NN approach.

4.2 Value Function Approximation

Recent developments in ADP have resulted in computationally efficient StaF

kernels to approximate the value function [1]. To facilitate the development let χ ⊂ RN

be a compact set, with x and all zi in the interior of χ. Based on the StaF method in [1]
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and [95], after adding and subtracting a bounded avoidance function Pa (ζ) , the optimal

value function and controller can be approximated as

V ∗ (y) = Pa (y) +W (y)T σ (y, c (ζ)) + ε (ζ, y) (4–12)

u∗ (y) = −µsat Tanh

(
R−1G (y)T

2µsat

(
∇Pa (y)T +∇σ (y, c (ζ))T W (ζ)

+∇W (ζ)T σ (y, c (ζ)) +∇ε (y, ζ)T
))

, (4–13)

where c (ζ) ∈
(
Br (ζ)

)L
are centers around the current concatenated state ζ, L ∈ Z>0

is the number of centers, and y ∈ Br (ζ) where Br (ζ) is a small compact set around

the current state ζ ∈ χ. In (4–12), W : χ → RL is the continuously differentiable ideal

StaF weight function which changes with the state dependent centers, ε : χ → R is the

continuously differentiable bounded function reconstruction error, and σ : χ → RL is a

concatenated vector of StaF basis functions such that

σ (ζ, c (ζ)) =



σ0 (x, c0 (x))

s1 (x, z1)σ1 (z1, c1 (z1))

...

sM (x, zM)σM (zM , cM (zM))


, (4–14)

where σ0 (x, c0 (x)) : Rn → RPx and σi (zi, ci (zi)) : Rn → RPzi for i ∈ M are

strictly positive definite, continuously differentiable StaF kernel function vectors, and

ci : Rn → Rn for i ∈ {0, 1, . . . ,M} are state-dependent centers.3 The formation of

the vector of basis functions in (4–14) allows for certain weights of the approximation

to be constant when the agent and no-entry zones are not in the detection regions.

This formulation introduces a sparse-like approach because the basis functions which

3 The dimension of the concatenated vector of StaF basis functions σ is L = Px +∑M
i=1 Pzi.
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correlate to the no-entry zones are off due to the scheduling function si, when they are

outside of the detection regions. Hence, approximation of the value function is only

influenced by the no-entry zones when they are in the detection regions Di.

Remark 4.6. Unlike the function P, which is not finite when ‖x− zi‖ = ra, for any

i ∈ M, the function Pa satisfies Pa = 0 when x, zi /∈ Di for each i ∈ M, and for all

0 ≤ P (ζ) ≤ P a, and ‖∇Pa (ζ)‖ ≤ ‖∇Pa‖ for all ζ ∈ RN . An example of Pa (ζ) includes

Pa (ζ) ,
∑M

i=1 Pa,i (x, zi) where Pa,i ,
(

min

{
0,

‖x−zi‖2−r2
d

(‖x−zi‖2−r2
a)

2
+rε

})2

for rε ∈ R>0, or

see [28–30] for other examples of bounded avoidance functions.

The optimal value function and controller are not known in general; therefore,

approximations V̂ : RN × RN × RL → R and û : RN × RN × RL → Rm are used where

V̂
(
y, ζ, Ŵc

)
, Pa (y) + Ŵ T

c σ (y, c (ζ)) , (4–15)

û
(
y, ζ, Ŵa

)
, −µsat Tanh

(
R−1G (y)T

2µsat

(
∇σ (y, c (ζ))T Ŵa +∇P T

a (y)
))

. (4–16)

In (4–15) and (4–16), V̂ and û are evaluated at a point y ∈ Br (ζ) using StaF kernels

centered at ζ, while Ŵc, Ŵa ∈ RL are the weight estimates for the ideal weight vector

W . In actor-critic architectures, the estimates V̂ and û replace the optimal value function

V ∗ and optimal policy u∗ in (4–10) to form the residual BE δ : RN × RN × RL × RL → R

defined as

δ
(
y, ζ, Ŵc, Ŵa

)
, ∇V̂

(
y, ζ, Ŵc

) (
F (y) +G (y) û

(
y, ζ, Ŵa

))
+ r

(
y, û
(
y, ζ, Ŵa

))
. (4–17)

The aim of the actor and critic is to find a set of weights which minimize the BE for all

ζ ∈ RN .
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4.3 Online Learning

To implement the approximations online, at a given time instance t, the BE δt :

R≥0 → R is evaluated as

δt (t) , δ
(
ζ (t) , ζ (t) , Ŵc (t) , Ŵa (t)

)
, (4–18)

where ζ denotes the state of the system in (4–4) starting at initial time t0 with initial

condition ζ0, while Ŵc (t) and Ŵa (t) denote the critic weight and actor weight estimates

at time t, respectively. The controller which influences the state x (t) ⊂ ζ (t) is

u (t) = û
(
ζ (t) , ζ (t) , Ŵa (t)

)
. (4–19)

Simulation of experience is used to learn online by extrapolating the BE to unex-

plored areas of the state space [1, 18]. Off-policy trajectories {xk : Rn × R≥0 → Rn}Nk=1

are selected by the critic such that each xk maps the current state x (t) to a point

xk (x (t) , t) ∈ Br (x (t)) .

Remark 4.7. Rather than extrapolating the entire state vector of the system, as desig-

ned in [1, 18, 96], only the controlled states, i.e. the agent’s states, are extrapolated to

perform simulation of experience. Compared to experience replay results such as [17],

which record a history stack of prior input-output pairs, the simulation of experience

approach in this result only uses extrapolated states within a time-varying neighborhood

of the current agent state. This is motivated by the StaF approximation method, which

only provides a sufficient approximation of the value function a neighborhood of the

current agent state.

The extrapolated BE δk : R≥0 → R for each ζk takes the form

δk (t) = Ŵ T
c (t)ωk (t) + ωPk (t) + r (ζk (t) , ûk (t)) (4–20)
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where ζk =

[
xTk , Z (t)

]T
,

ωPk (t) , ∇Pa (ζk (t))

(
F (ζk (t)) +G (ζk (t)) û

(
ζk (t) , ζ (t) , Ŵa (t)

))
,

ωk (t) , ∇σ (ζk (t) , c (ζ (t)))

(
F (ζk (t)) +G (ζk (t)) û

(
ζk (t) , ζ (t) , Ŵa (t)

))
,

and the extrapolated policies are

ûk (t) , −µsat Tanh

(
R−1G (ζk (t))

2µsat

(
∇σ
(
ζk (t) , c (ζ (t))

)T
Ŵa (t) +∇P T

a (ζk (t))
))

.

(4–21)

The concurrent learning-based least squares update laws are designed as

˙̂
Wc (t) = −Γ (t)

(
kc1ω (t)

ρ (t)
δ (t) +

kc2
N

N∑
k=1

ωk (t)

ρk (t)
δk (t)

)
(4–22)

Γ̇ (t) = βΓ (t)− kc1Γ (t)
ω (t)ωT (t)

ρ2 (t)
Γ (t)− kc2

N
Γ (t)

N∑
k=1

ωk (t)ωTk (t)

ρ2
k (t)

Γ (t) , (4–23)

with Γ (t0) = Γ0. Furthermore, in (4–22) and (4–23) ρ (t) , 1 + γ1ω (t)T ω (t) , ρk (t) ,

1 + γ1ωk (t)T ωk (t) are normalizing factors, kc1,kc2, γ1 ∈ R>0 are adaptation gains, β ∈ R>0

is a forgetting factor, and

ω (t) , ∇σ
(
ζ (t) , c (ζ (t))

)(
F (ζ (t)) +G (ζ (t)) û

(
ζ (t) , ζ (t) , Ŵa (t)

))
.

The policy weights are updated to follow the critic weights using the actor update law

designed as

˙̂
Wa (t) = −Γa

(
ka1

(
Ŵa (t)− Ŵc (t)

)
+ ka2Ŵa (t)
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+ kc1Ga1 (t)
ωT (t)

ρ (t)
Ŵc (t) +

kc2
N

N∑
k=1

Ga1,k (t)
ωTk (t)

ρk (t)
Ŵc (t)

)
(4–24)

where ka1, ka2 ∈ R>0 are adaptation gains, Γa ∈ RL×L is a PD constant matrix, and

Ga1 (t) , µsat∇σ (ζ (t) , c (ζ (t)))G (ζ (t))×
(

Tanh
( 1

ku
ˆ̄D (t)

)
− Tanh

( R−1

2µsat
ˆ̄D (t)

))
,

Ga1,k (t) , µsat∇σ
(
ζk (t) , c (ζ (t))

)
G
(
ζk (t)

)
×
(

Tanh
( 1

ku
ˆ̄Dk (t)

)
− Tanh

( R−1

2µsat
ˆ̄Dk (t)

))
,

where ku ∈ R>0 is a constant,

ˆ̄D (t) , GT (ζ (t))
(
∇σT (ζ (t) , c (ζ (t))) Ŵa (t) +∇P T

a (ζ (t))
)
,

and

ˆ̄Dk (t) , GT (ζk (t))
(
∇σT (ζk (t) , c (ζ (t))) Ŵa (t) +∇P T

a (ζk (t))
)
.

4.4 Stability Analysis

To facilitate the following stability analysis, let Bξ ⊂ χ × RL × RL is a compact set

containing the origin. The BEs in (4–18) and (4–20) can be expressed as

δt = −ωT W̃c +GT
a1W̃a +GT

a2W̃a + ∆ (ζ) ,

δk = −ωTk W̃c +GT
a1,kW̃a +GT

a2,kW̃a + ∆k (ζ) ,

where W̃c and W̃a denote the critic and actor weight estimates as defined in Section

2.1. The terms Ga2 and Ga2k are defined as Ga2 , µsat∇σG
(

sgn
(

ˆ̄D
)
− Tanh

(
1
ku

ˆ̄D
))

and Ga2,k , µsat∇σkGk

(
sgn

(
ˆ̄Dk

)
− Tanh

(
1
ku

ˆ̄Dk

))
. The functions ∆, ∆k : RN → R

are uniformly bounded over χ such that the residual bounds ‖∆‖, ‖∆k‖ decrease with

decreasing ‖∇W‖ and ‖∇ε‖.4

To facilitate the analysis, the system states x and selected states xk are assumed to

satisfy the following inequalities.

4 For an arbitrary function φ, φk is defined as φk , φ (ζk (t)) .
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Assumption 4.5. There exists constants T ∈ R>0 and c1, c2, c3 ∈ R≥0, such that

c1IL ≤
1

N

N∑
k=1

ωk (t)ωTk (t)

ρ2
k (t)

,

c2IL ≤
ˆ t+T

t

(
1

N

N∑
k=1

ωk (τ)ωTk (τ)

ρ2
k (τ)

)
dτ, ∀t ∈ R≥t0 ,

c3IL ≤
ˆ t+T

t

(
ω (τ)ωT (τ)

ρ2 (τ)

)
dτ, ∀t ∈ R≥t0 ,

where at least one of the constants c1, c2, or c3 is strictly positive [1].

Remark 4.8. In general, c1 can be made strictly positive by sampling redundant data,

i.e, choosing N � L, and c2 can be made strictly positive by sampling extrapolated

trajectories at a high frequency. Generally, c3 is strictly positive provided the system is

PE, which is a strong assumption that cannot be verified online. Since only one constant

has to be strictly positive, ωk can be selected such that c1 > 0 or c2 > 0, since ωk is a

design variable. Unlike the strong PE given by the third inequality in Assumption 4.5, the

first two inequalities can be verified online.5

Provided Assumption 4.5 is satisfied and λmin

{
Γ−1

0

}
> 0, the update law in (4–23)

ensures that the least squares gain matrix Γ satisfies

ΓIL ≤ Γ (t) ≤ ΓIL, (4–25)

where the bounds Γ and Γ are defined as

Γ =
1(

λmax

{
Γ−1

0

}
+ kc1+kc2

4γ1β

) ,
Γ =

1

min
{

(kc1c3 + kc2 max {c1T, c2}) , λmin

{
Γ−1

0

}}
e−βT

,

5 See Footnote 1 in Chapter 3.
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where λmin {·} , λmax {·} denote the minimum and maximum eigenvalues, respectively

(see [1]).

To facilitate the analysis, consider a candidate Lyapunov function VL : RN+2L ×

R≥t0 → R given by

VL (Y, t) = V ∗ (ζ) +
1

2
W̃ T
c Γ−1 (t) W̃c +

1

2
W̃ T
a Γ−1

a W̃a +
1

2

M∑
i=1

zTi zi, (4–26)

where V ∗ is the optimal value function, and Y =
[
ζT , W̃ T

c , W̃
T
a

]T
. Since the optimal value

function is positive definite, using (4–25) and [104, Lemma 4.3], (4–26) can be bounded

as

νl (‖Y ‖) ≤ V (Y, t) ≤ νl (‖Y ‖) , (4–27)

for all t ∈ R≥t0 and for all Y ∈ Rn+1+2L,where νl, νl : R≥0 → R≥0 are class K functions. To

facilitate the following analysis, let νl : R≥0 → R≥0 be a class K function such that

νl (‖Y ‖) ≤
q

2
‖x‖2 +

q
z

4

M∑
i=1

si (x, zi) ‖zi‖2 +

(
ka1 + ka2

8

)∥∥∥W̃a

∥∥∥2

+
kc2c

8

∥∥∥W̃c

∥∥∥2

, (4–28)

and let c ∈ R>0 be a constant defined as

c ,
β

2kc2Γ
+
c1

2
. (4–29)

The sufficient conditions for the subsequent analysis are given by

ka1 + ka2

2
≥ max

{
ϕac,
‖∇W‖GR

λmin {Γa}
‖∇σT‖

}
, (4–30)

kc2c ≥ ϕac, (4–31)

1

2
q
z
≥ Lz, (4–32)

ν−1
ι (ι) < ν−1

ι (νι (ξ)) , (4–33)

where Lz is the Lipschitz constant such that ‖hi (zi)‖ ≤ Lz ‖zi‖ satisfying assumption

(4.2) and ϕac ∈ R>0 is defined in Appendix A.2.
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Theorem 4.1. Consider the augmented dynamic system (4–4) and the dynamic

systems in (4–1) and (4–3). Provided Assumptions 4.1-4.5 are satisfied along with the

sufficient conditions in (4–30)-(4–33), then system state ζ (t), input u (t), and weight

approximation errors W̃a and W̃c are UUB; furthermore, states ζ (t) starting outside of Ω

remain outside of Ω.

Proof. Consider the Lyapunov function candidate in (4–26). The time derivative is given

by

V̇L = V̇ ∗ + W̃ T
c Γ−1

(
Ẇ − ˙̂

Wc

)
+ W̃ T

a Γ−1
a

(
Ẇ − ˙̂

Wa

)
− 1

2
W̃ T
c Γ−1Γ̇Γ−1W̃c +

M∑
i=1

zTi (Fihi) .

Using the chain rule, the time derivative of the ideal weights Ẇ can be expressed as

Ẇ = ∇W (F +Gu) . (4–34)

Substituting in (4–22)-(4–24) with (4–34) yields

V̇L = ∇V ∗F +∇V ∗Gu+
M∑
i=1

zTi (Fihi) + W̃ T
c Γ−1

(
kc1Γ

ω

ρ
δt +

kc2
N

Γ
N∑
k=1

ωk
ρk
δk

)

+ W̃ T
a ka1

(
Ŵa − Ŵc

)
+ W̃ T

a ka2Ŵa (t) + W̃ T
a

(
kc1Ga1

ωT

ρ
− kc2
N

N∑
k=1

Ga1,k
ωTk
ρik

)
Ŵc (t)

− 1

2
W̃ T
c Γ−1

(
βΓ− kc1Γ

ωωT

ρ2
Γ− kc2

N
Γ

N∑
k=1

ωkω
T
k

ρ2
k

Γ

)
Γ−1W̃c.

+
(
W̃ T
c Γ−1 + W̃ T

a

)
∇W (F +Gu)

Using (4–6) with (4–10), (4–18)-(4–21), and Young’s inequality, the Lyapunov derivative

can be bounded as

V̇L ≤ −qx ‖x‖
2 −

q
z

2

M∑
i=1

si (x, zi) ‖zi‖2 − 2

(
ka1 + ka2

8

)∥∥∥W̃a

∥∥∥2

− 2

(
kc2c

8

)∥∥∥W̃c

∥∥∥2

+ ι

−
[ ∥∥∥W̃c

∥∥∥ ∥∥∥W̃a

∥∥∥ ]
 kc2c

2
−ϕac

2

−ϕac
2

ka1+ka2

4



∥∥∥W̃c

∥∥∥∥∥∥W̃a

∥∥∥
− q

z

2

M∑
i=1

si (x, zi) ‖zi‖2 +
M∑
i=1

zTi (Fihi)
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where ι ∈ R>0 is a positive constant defined in the appendix. Using (4–28), (4–30), and

(4–31), the Lyapunov derivative reduces to

V̇L ≤ −νl (‖Y ‖)− (νl (‖Y ‖)− ι)−
q
z

2

M∑
i=1

si (x, zi) ‖zi‖2 +
M∑
i=1

zTi (Fihi) .

For the case when x, zi /∈ D ∀i ∈ M, the avoidance region dynamics in (4–3) can be

used conclude that,
q
z

2

∑M
i=1 si (x, zi) ‖zi‖

2 +
∑M

i=1 z
T
i (Fihi) = 0; therefore,

V̇L ≤ −νl (‖Y ‖)− (νl (‖Y ‖)− ι) .

Provided the sufficient conditions in (4–30), (4–31), and (4–33) are met, then

V̇L ≤ −νl (‖Y ‖) , ∀Y ∈ χ, ∀ ‖Y ‖ ≥ ν−1
l (ι) .

For the case when ζ ∈ W , Assumption 4.2 is used to conclude that

V̇L ≤ −νl (‖Y ‖)− (νl (‖Y ‖)− ι)−
q
z

2

M∑
i=1

si (x, zi) ‖zi‖2 +
∑
i∈M

Lz ‖zi‖2 .

Using the fact that infx,zi∈Wi
si (x, zi) = 1 for any i ∈ M, and provided the sufficient

conditions in (4–30)-(4–33) hold,

V̇L ≤ −νl (‖Y ‖) , ∀ ‖Y ‖ ≥ ν−1
l (ι) . (4–35)

Hence, (4–26) is non-increasing.

If ‖x− zi‖ → ra for some i ∈ M, then P (ζ) → ∞, and V ∗ (ζ) → ∞. If V ∗ (ζ) → ∞

then VL (Y ) → ∞. Since this is a contradiction to (4–26) being non-increasing, then

∀ζ (t0) /∈ Ω , ζ (t) /∈ Ω ∀t ≥ t0. Hence, V ∗ (ζ) is finite and ∇V ∗ (ζ) exists for all

‖x− zi‖ 6= ra.

After using (4–27), (4–33), and (4–35), [104, Theorem 4.18] can be invoked to

conclude that Y is UUB such that lim supt→∞ ‖Y (t)‖ ≤ νι
−1 (νι (ν−1

ι (ι))) . Since Y ∈ L∞,

it follows that ζ, W̃c, W̃a ∈ L∞. Since W is a continuous function of ζ, W ◦ ζ ∈ L∞. Hence,

Ŵa, Ŵc ∈ L∞ which implies u ∈ L∞.
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Remark 4.9. The sufficient condition in (4–30) can be satisfied by increasing the gain

ka2 and selecting a gain Γa such that λmin {Γa} is large. This will not affect the sufficient

conditions in (4–31) and (4–32). Selecting extrapolated trajectories xk such that c

is sufficiently large will aid in satisfying (4–31) without affecting (4–30) or (4–32). In

addition, selecting StaF basis such that ‖∇σ‖ is small will help satisfy the conditions in

(4–30) and (4–31). To satisfy the sufficient condition in (4–32) without affecting (4–30)

or (4–31), it suffices to select a function Qz according to Assumption 4.4 such that q
x

is

larger than the Lipschitz constant Lz. Provided the StaF basis functions are selected

such that ‖ε‖, ‖∇ε‖ , and ‖∇W‖ are small, and ka2 and c are selected to be sufficiently

large, then the sufficient condition in (4–33) can be satisfied.

4.5 Extension to Uncertain Number of Avoidance Regions and Uncertain
Systems

The HJB in (4–10) requires the number of no-entry zones in the operating domain

to be known, which may not always be available. However, adding and subtracting

Pa (x, Z) , the following value function is introduced

V ∗ (x (t) , Z (t)) = Pa (x (t) , Z (t)) + V # (x (t) , Z (t)) , (4–36)

where V # (x (t) , Z (t)) is an approximation error of the optimal value function. Further-

more, the function V # (x, Z) can be interpreted as time-varying map V #
t : Rn×R≥t0 such

that V #
t (x, t) = V # (x, Z) [106]. Therefore, (4–36) is rewritten as

V ∗ (x (t) , Z (t)) = Pa (x (t) , Z (t)) + V #
t (x (t) , t) . (4–37)

The optimal controller u∗ is admissible; hence, the value function V ∗ (x, Z) is finite

and x, Z /∈ Ω. Therefore, Pa (x, Z) is continuous for x, Z /∈ Ω, hence (4–37) can be

approximated via the StaF approximation method. However, because time does not lie

on a compact domain, V #
t can not be approximated directly using time as an input to

the NN. To address this technical challenge, the mapping φ : R≥t0 → [0, α] , α ∈ R>0 is
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introduced such that V #
t (x (t) , t) = V #

t (x (t) , φ−1 (κ)) = V #
κ (x (t) , κ) where κ = φ (t) .

Now, κ lies on a compact set and the function V #
κ (x, κ) can be approximated using the

StaF method as

V ∗ (x (t) , Z (t)) = Pa (x (t) , Z (t)) +W T
(
ζ# (t)

)
σ
(
y (t) , c

(
ζ# (t)

))
+ ε

(
y (t) , ζ# (t)

)
,

with σ
(
ζ#, c

(
ζ#
))

=

 σ0 (x, c0 (x))

s0 (x)σ1 (κ, c1 (κ))

 , where ζ# ,
[
xT , κ

]T
, y ,

[
yTx , yκ

]T ∈
Br (ζ#), and s0 : Rn → [0, 1] is a smooth function such that s0 (02×1) = 0.

Moreover, since Pa (x, Z) =
∑

i∈M Pa,i (x, zi) is designed to be a bounded positive

semi-definite (PSD) symmetric function, it follows that ∂Pa,i(x,z1,...,zm)

∂x
= −∂Pa,i(x,z1,...,zm)

∂zi
for

all i ∈M; hence, the HJB is represented as

0 = r (x, Z, u) +
∂V #

κ

(
ζ#
)

∂ζ#

(
F#
(
ζ#
)

+G#
(
ζ#
)
u
)

+
M∑
i=1

∂Pa,i
∂x

(f (x) + g (x)u−Fi (x, zi)hi (zi)) , (4–38)

where F#
(
ζ#
)
,

[
f (x)T , ∂κ

∂t

]T
, and G#

(
ζ#
)
,
[
g (x)T , 0m×1

]T
. The HJB in (4–

38) requires the knowledge of the uncertain dynamics f (x) and hi (zi) . Using a NN

approximator, the time-derivative of Pa is written as

Ṗa =
M∑
i=1

∂Pa,i
∂x

(f (x) + g (x)u−Fi (x, zi)hi (zi))

= Yp (x, Z) θ + εp (x, Z) ,

where Yp : Rn × RMn → R1×lp is a selected basis such that Yp (x, Z) = 01×lp when

‖x− zi‖ > rd, for all i ∈ M, θ ∈ Rlp is an unknown weight, and εp : Rn × RMn → R

is the unknown function approximation error. Likewise the agent drift dynamics can be
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represented as f (x (t)) = Yf (x (t))Ξ + εf (x (t)) with Yf : Rn → Rn×lf being a known

basis, Ξ ∈ Rlf an unknown weight, and εf : Rn → Rn the function approximation error.6

Assumption 4.6. There exists constants εp, εf , Y f , Y p, θ, Ξ ∈ R>0 such that

supζ∈χ ‖Yp (x, Z)‖ ≤ Y p, supζ∈χ ‖εp (x, Z)‖ ≤ εp, supx∈χ ‖Yf (x)‖ ≤ Y f ,

supx∈χ ‖εf (x)‖ ≤ εf , ‖θ‖ ≤ θ, and ‖Ξ‖ ≤ Ξ [18,98].

Using the estimates Ŵc,Ŵa, θ̂, and Ξ̂ in (4–38), the approximate BE δ̂ : Rn+1 ×

Rn+1 × RN × RL × RL × Rlf+lp → R is defined as

δ̂
(
y, ζ#, Z, Ŵc, Ŵa, θ̂, Ξ̂

)
, Yp (yx, Z) θ̂ + ω#

(
y, ζ#, Z, Ŵa, Ξ̂

)T
Ŵc

+ r
(
yx, Z, û

(
y, ζ#, Z, Ŵa

))
, (4–39)

where ω#
(
y, ζ#, Z, Ŵa, Ξ̂

)
, ∇σ

(
y, c
(
ζ#
)) (

Y # (y) Ξ̂# +G# (y) û
(
y, ζ#, Z, Ŵa

))
,

Y # (y) ,

[
Yf (yx)

T , ∂yκ
∂t

]T
, Ξ̂# ,

 Ξ̂ 0lf×1

01×1 1

 , and

û
(
y, ζ#, Z, Ŵa

)
, −µsat Tanh

( 1

2µsat
R−1G#T (y)

(
∇P T

a (yx, Z)+∇σT
(
y, c
(
ζ#
))
Ŵa

))
,

(4–40)

where ∇Pa (yx, Z) ,
[
∂Pa(yx,Z)

∂x
, ∂Pa(yx,Z)

∂κ

]
=
[
∂Pa(yx,Z)

∂x
, 0
]
. Using δ̂, the in-

stantaneous BEs and approximate policies in (4–18)-(4–21) are re-defined

as δt (t) , δ̂
(
ζ# (t) , ζ# (t) , Z (t) , Ŵc (t) , Ŵa (t) , θ̂ (t) , Ξ̂ (t)

)
, δk (t) ,

δ̂
(
ζ#
k (t) , ζ# (t) , Z (t) , Ŵc (t) , Ŵa (t) , θ̂ (t) , Ξ̂ (t)

)
, u (t) , û

(
ζ# (t) , ζ# (t) , Z (t) , Ŵa (t)

)
,

and ûk (t) , û
(
ζ#
k (t) , ζ# (t) , Z (t) , Ŵa (t)

)
, respectively.

Assumption 4.7. [1, 18]. There exists a compact set Θ ⊂ Rlp+lf , known a priori,

which contains the unknown parameter vectors θ and Ξ. Let X̃ ,
[
Ξ̃T , θ̃T

]T
=

6 If the agent dynamics f (x (t)) are assumed to be single integrator dynamics such
that f (x (t)) = 0n×1, system identification for the agent is not necessary.
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[(
Ξ − Ξ̂

)T
,
(
θ − θ̂

)T]T
and X̂ =

[
Ξ̂T , θ̂T

]T
denote the total concatenated vector

of parameter estimate errors and parameter estimates, respectively. The estimates

X̂ : R≥t0 → Rlp+lf are updated based on switched update laws of the form

˙̂
X (t) = fXs

(
X̂ (t) , t

)
, X̂ (t0) ∈ Θ, (4–41)

where s ∈ N is the switching index with
{
fXs : Rlp+lf × R≥t0 → Rlp+lf

}
s∈N being a family

of continuously differentiable functions. There exist a continuously differentiable function

Vθ : Rlp+lf × R≥t0 → R≥0 that satisfies

νθ

(∥∥∥X̃∥∥∥) ≤ Vθ

(
X̃, t

)
≤ νθ

(∥∥∥X̃∥∥∥) , (4–42)

∂Vθ

(
X̃, t

)
∂X̃

(
−fXs

(
X̃ (t) , t

))
+
∂Vθ

(
X̃, t

)
∂t

≤ −Kθ

∥∥∥X̃∥∥∥2

+D
∥∥∥X̃∥∥∥ , (4–43)

for all t ∈ R≥t0 , s ∈ N, and X̃ ∈ Rlp+lf . In (4–42), νθ, νθ : R≥0 → R≥0 are class

K functions. In (4–43), Kθ ∈ R>0 is an adjustable parameter, D ∈ R>0 is a positive

constant, and the ratio D
Kθ

is sufficiently small.7

Remark 4.10. If f (x (t)) = 0n×1, then Y # (y) and Ξ̂# simplify to Y # (y) ,[
0lf×n,

∂yκ
∂t

]T
and Ξ̂# ,

 0lf×1 0lf×1

01×1 1

 , respectively. Furthermore, Ξ does not

need to be estimated for single integrator dynamics and the concatenated systems then

reduce to X̃ , θ̃ and fXs
(
X̂ (t) , t

)
, fθs

(
θ̂ (t) , t

)
.

The conditions (4–42) and (4–43) in Assumption 4.7 imply that Vθ can be used

as a candidate Lyapunov function to show the parameter estimates θ̂ and Ξ̂ converge

to a neighborhood of the true values. Update laws using CL-based methods can be

designed to satisfy Assumption 4.7; examples of such update laws can be found

in [55, 107–109]. The main result for the extension to systems with uncertainties and an

7 The positive constant D can possibly depend on the parameter Kθ.
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unknown number of avoidance regions uses Vθ + VL as a candidate Lyapunov function

and is summarized in the following theorem.

Theorem 4.2. Provided Assumptions 4.2-4.7 along with the sufficient conditions in

(4–30)-(4–33) are satisfied, and StaF kernels are selected such that ∇W, ε, ∇ε, are

sufficiently small, then the update laws in (4–22)-(4–24) with (4–40), δt (t) , and δk (t)

ensure that the state x and input u (t), and weight approximation errors W̃a, W̃c, θ̃, Ξ̃ are

UUB; furthermore, states x (t) , zi (t) starting outside of Ω remain outside of Ω.

Proof. The proof is a combination of Assumption 4.7 with Theorem 4.1 by using

VL + Vθ as a candidate Lyapunov function; hence, the proof is omitted to alleviate

redundancy.

4.6 Simulation-in-the-Loop Experiments

Three experiments are conducted to demonstrate the ability of an aerial vehicle

to be autonomously regulated to the origin while avoiding dynamic avoidance regions.

For each experiment, a Parrot Bebop 2.0 quadcopter is used as the aerial vehicle. The

developed quadcopter controller requires feedback of its and the obstacles’ position

and orientation (pose). The pose of the quadcopter is obtained by a NaturalPoint, Inc.

OptiTrack motion capture system at 120Hz. Using the Robotic Operating System (ROS)

Kinetic framework and the bebop_autonomy package developed by [110] running on

Ubuntu 16.04, the control policies are calculated for the quadcopter. The control policy

is communicated from a ground station which broadcasts velocity commands at 120Hz

over the 5GHz Wi-Fi channel.8

8 The developed control policy is implemented as a velocity command to the quad-
copter. While this allows an effective demonstration of the underlying strategy, improved
performance could be obtained by implementing the policies through acceleration com-
mands that do not rely on the on-board velocity tracking controller. Such an implemen-
tation could also have additional implications due to input constraints for acceleration
commands.
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All three experiments use simplified quadcopter dynamics represented by (4–1)

with f (x (t)) = 02×1 and g (x (t)) = I2 so that ẋ = u, where, without a loss of generality,

x (t) ∈ R2 is the composite vector of the 2-D Euclidean coordinates, with respect to the

inertial frame and u ∈ R2 are velocity commands broadcast to the quadcopter.9 For the

first two experiments, virtual spheres are used as the dynamic avoidance regions. The

virtual spheres, which evolve according to linear oscillatory dynamics, are generated

using ROS via Ubuntu on the ground station. The positions of the virtual spheres in the

inertial frame are used in the designed method to interact with the vehicle, only when

each position is within the detection radius of the quadcopter. For the third experiment,

one of the virtual spheres is replaced by a remotely controlled (i.e. human piloted)

quadcopter.

Experiment One

The first experiment is performed using the method developed in Sections 4.1-4.4.

Three virtual avoidance regions are generated using heterogeneous oscillatory linear

dynamics. The function Fi (x, zi) is selected as

Fi (x, zi) =


0, ‖x− zi‖ > rd,

T
(a,b]
i (x, zi) , rd ≥ ‖x− zi‖ > r̄

1, ‖x− zi‖ ≤ r̄,

, (4–44)

where T (a,b]
i (x, zi) , 1

2
+ 1

2
cos
(
π
(
‖x−zi‖−a

b−a

))
with the smooth scheduling function

si (x, zi) = Fi (x, zi) , and Pa is selected as Pa =
∑M

i=1

(
min

{
0,

‖x−zi‖2−r2
d

(‖x−zi‖2−r2
a)

2
+rε

})2

. For

value function approximation, the agent is selected to have the StaF basis σ0 (x, c (x)) =

9 The experiments are performed using 2-D Euclidean coordinates (without the inclu-
sion of altitude) for the state x (t) for ease of experimental execution and implementa-
tion, and result exposition. However, since the development does not restrict the state
dimension, experiments can also be extended to use 3-D Euclidean coordinates as
x (t) .
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[
xT c1 (x) , xT c2 (x) , xT c3 (x)

]T
, where ci (x) = x + ν (x) di, i = 1, 2, 3, where ν (x) , 0.5xT x

1+xT x

and the offsets are selected as d1 =

[
0, −1

]T
, d2 =

[
0.866, −0.5

]T
, and

d3 =

[
−0.866, −0.5

]T
. The StaF basis σi for each obstacle is selected to be

the same as the agent, except that the state changes from x to zi. Assumption 4.5

discussed how the extrapolated regressors ωk are design variables. Thus, instead

of using input-output data from a persistently exciting system, the dynamic model

can be used and evaluated at a single time-varying extrapolated state to achieve

sufficient excitation. It was shown in [1, Section 6.3] that the use of a single time-varying

extrapolated point results in improved computational efficiency when compared using a

large number of stationary extrapolated states. Motivated by this insight, at each time

a single point is selected at random from a 0.2ν (x (t)) × 0.2ν (x (t)) uniform distribution

centered at the current state. The initial critic and actor weights and gains are selected

as Wc (0) = U [0, 4] 112×1, Wa (0) = 112×1, and Γa = I12, and the selected parameters are

shown in Table 5-1.

Experiment Two

The second experiment is performed using the extension in Section 4.5 and similar

to Experiment One, three virtual avoidance regions are generated with heterogeneous

oscillatory linear dynamics. The agent has the same basis σ0 (x) as the first experiment,

while the basis σ1 (κ, c (κ)) is selected as σ1 (κ, c (κ)) =
[
κT c1 (κ) , κT c2 (κ) ,

]T
, where

κ = φ (t) , 0.25
0.01t+1

and ci (κ) = κ + ν (κ) di, i = 1, 2 where ν (κ) is the same function as

in the first experiment except evaluated at κ and the offsets are selected as d1 = 0.25,

and d2 = 0.05. For the total basis σ
(
ζ#, c

(
ζ#
))
, the function s0 (x) is selected as

s0 (x) = ν(x)
0.5
. The initial critic and actor weights and adaptive gains are selected as

Wc (0) = U [0, 4] 15×1, Wa (0) = 15×1, and Γa = I5. The rest of the parameters are

selected to remain the same as in the first experiment and are shown in Table 5-1. Since

the agent dynamics are modeled as single integrator dynamics with f (x (t)) = 02×1,
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Table 4-1. Initial conditions and parameters selected for the simulation.
Agent Initial conditions at t0 = 0

x (0) = [−6.3, 1.5]T ,

Penalizing parameters and input saturations
Qx (x) = xT qxx, Qz (zi) = zTi qzzi, R = 10I2,

qx = diag {2.0, 1.0} , qz = diag {2.0, 2.0} , µsat = 0.5,

Gains for ADP update laws
kc1 = 0.05, kc2 = 0.75, ka1 = 0.75, ka2 = 0.01,

γ1 = 1, β = 0.001, ku = 1,

Radii
rd = 0.7, r = 0.45, ra = 0.2, rε = 0.15.

system identification was not performed on the agent.10 However, to approximate

θ in Section 4.5, the ICL method in [109, Section IV.B] was utilized with the basis

Yp (x, Z) = Tanh
(
V T
p ∇Pa (yx, Z)T

)
, where Vp = U [−5, 5] 13×10 is a constant weight

matrix.11

Experiment Three

The third experiment is performed using the extension in Section 4.5 where the first

avoidance region, denoted by the state z1 and represented by another Parrot Bebop

quadcopter, is flown/controlled manually by hand. The virtual avoidance regions with

states z2 and z3 are simulated as in the previous experiments. The radii were changed

to rd = 1.0, r̄ = 0.7, and ra = 0.45 to reduce the chance of the quadcopters colliding, the

gains qx, qz where changed to qx = diag {0.5, 0.5} and qz = diag {3.0, 3.0} , and the rest of

the parameters remained the same as in the second experiment.

10 Not performing system identification on the agent reduces redundancy in parameter
identification because the unknown weight θ in the function in the time derivative of Pa is
already being approximated. Furthermore, as stated in Footnote 6, if the agent is imple-
mented using single integrator dynamics, then system identification can be ignored on
the agent drift dynamics f (x (t)) .

11 To keep the weight estimates bounded, a projection algorithm was used similar
to [109, Section IV.B] and the update laws where turned off when no avoidance regions
were sensed.
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(a) The agent states. (b) The agent approximate optimal input.

(c) The critic weight estimates. (d) The actor weight estimates.

Figure 4-2. The states, control policy, and weight estimates are shown in addition to the
distances between the agent and each avoidance region center for the first
experiment. Figure 4-2a shows that the agents states converge to a close
neighborhood of the origin. When the agent detects the avoidance regions,
the commanded input, shown in Figure 4-2b, causes the agent to steer
off-course as shown by the change in the trajectory of x2 in Figure 4-2a.
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Figure 4-3. The distance between the agent and avoidance regions.The two dashed
horizontal lines represent the detection radius and conflict radius denoted by
rd = 0.7 and r = 0.45, respectively, while the solid horizontal line represents
the radius of the avoidance region denoted by ra = 0.2.

Results

The first experimental validation for the development in Sections 4.1-4.4 are shown

in Figures 4-2 and 4-4. Figures 4-2a and 4-2b illustrate that the agent, as well as the

agent’s control policy, remains bounded around the origin. Figure 4-2b shows that the

control of the agent is bounded by 0.5 m
sec

even in the presence of the mobile avoidance

regions. The input does not converge to zero because of aerodynamic disturbances,

when the quadcopter reaches the origin. The critic and actor weight estimates remain

bounded and converge to steady-state values, as presented in Figure 4-2c and Figure

4-2d. However, because of the state-following nature of the StaF approximation method,

the ideal weights are unknown; hence the estimate cannot be compared to their ideal

values. Even though the agent enters the detection region as shown by Figure 4-3 and

Figure 4-4a, the developed method drives the agent away from the avoidance regions

and towards the origin. When encountering avoidance region z2 between the 8th and 12th

seconds, the agent was able to maneuver around the avoidance region without collision

despite multiple encounters with it because the avoidance region was moving close to

the origin and obstructing the path.
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(a) The agent phase-space portrait (left) and the positions of the agent and avoidance regions (right) for
the first experiment.

(b) The agent phase-space portrait (left) and positions of the agent and avoidance region (right) for the
second experiment.

(c) The agent phase-space portrait (left) and positions of the agent and avoidance region (right) for the
third experiment.

Figure 4-4. The phase-space portrait for the agent and the positions of the agent and
avoidance regions for each experiment. In each figure, the left plot shows
the agent’s phase-space portrait where the green circle is the agent’s final
position. The plots on the right of each figure show the agent’s and
avoidance regions positions at certain time instances where the diamond
represents the agent state and the circles represent the avoidance regions.
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(a) Approximate value function. (b) Total cost.

Figure 4-5. The approximate value functions and total costs for the three experiments.

The second and third experiments were performed to validate the development

in Section 4.5 with the results shown in Figures 4-4-4-6. Specifically, the second

experiment was performed using similar conditions and parameters as in the first

experiment. Figure 4-4b indicates that the agent is capable of adjusting its path when

it encounters the avoidance regions and the agent is regulated to the origin without

colliding with the avoidance regions. The approximate value function and total cost

for the first two experiments are shown in Figure 4-5. Both experiments resulted in

similar costs and approximate value functions. Specifically, Figure 4-5a shows that the

approximate value function remains positive and converges to zero when the agent

reaches the origin.

Furthermore, the third experiment extends the second experiment further by

substituting one of the autonomous avoidance regions for a non-autonomous one.

Specifically, a manually controlled avoidance region is used, which is controlled to

approach the agent throughout the experiment. Figures 4-4c-4-6 show the results of

the experiment. In Figure 4-4c, the agent is forced away from the direction of the origin,

but still manages to redirect itself without colliding with the avoidance regions. The

approximate value function and total cost for the third experiment are also shown in
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(a) The agent states. (b) The agent approximate optimal input.

(c) The estimates of θ. (d) The distance between the agent and
avoidance regions.

(e) The critic weight estimates. (f) The actor weight estimates.

Figure 4-6. The states, control policy, and weight estimates of the agent are shown in
addition to the distances between the agent and each avoidance region
center for the third experiment.
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Figure 4-5. Since one of the avoidance regions was remotely controlled, it’s trajectory

was nonautonomous; hence, the agent’s trajectory differed when interacting with it and

the applied control policy did not saturate as much compared to the first experiment,

resulting in a smaller total cost. Figures 4-6a shows that the agent is regulated to

the origin and that its state is adjusted online in real-time by the input, as shown in

Figure 4-6b, when it encounters the avoidance regions. The input remains bounded

by the controller saturation of 0.5 m
sec
, and converges to a small bounded residual of the

origin. The estimates of the unknown weights θ are shown in Figure 4-6c, which remain

bounded, but since the ideal basis is unknown and the ideal weights are unknown, the

estimates cannot be compared to the actual weights. Figure 4-6d displays the distance

between the agent and each avoidance region center, and shows that the agent does

not get within ra of the avoidance regions. Moreover, as soon as the agent gets within

r̄ of the avoidance region, it moves away from zi. Additionally, when the agent detects

the avoidance region, i.e. ‖x− zi‖ ≤ rd, the control policy is adjusted, which can be

seen from Figure 4-6b and Figure 4-6d. Moreover, the critic and actor weights estimates

using the transformation in Section 4.5 are shown in Figure 4-6e and Figure 4-6f,

respectively. The figures show that the estimates remain bounded and converge to

steady-state values. Similar to the first experiment, the ideal weights are unknown, thus

the weight estimates cannot be compared to the ideal weights.

The results in Figures 4-2-4-6 show that the developed method is capable of

handling uncertain dynamic avoidance regions while regulating an autonomous agent.

The agent locally detects the avoidance regions and then adjusts its path online.

4.7 Concluding Remarks

An online approximate path-planning strategy in the presence of mobile avoidance

regions is developed. Because the avoidance regions need to only be known inside a

detection radius, they are modeled using local dynamics. Since the avoidance regions

are coupled with the agent in the HJB, the basis of the approximation also uses the
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avoidance region state when approximating the value function. Because the states

are not always known, a scheduling function is used to turn off the basis, which then

stops updating the weight approximations for the avoidance regions when they are not

detected. Theorem 4.1 showed the UUB of the states and that the states of the coupled

system remain outside of the avoidance set. An extension to systems with uncertain

dynamics and an unknown number of avoidance regions was presented, and Theorem

4.2 summarized the overall stability for the system with uncertainties. Three experiments

were performed which demonstrated successful implementation of the developed

path-planning and avoidance region evasion strategy.

90



CHAPTER 5
APPROXIMATE OPTIMAL INFLUENCE OVER AN AGENT THROUGH AN UNCERTAIN

INTERACTION DYNAMIC

An approximate optimal indirect regulation problem is considered for two nonlinear

uncertain agents. An pursuing agent is tasked with optimally intercepting and directing

a roaming agent to a goal location. The roaming agent is not directly controlled by the

pursuer agent, but instead moves based on some uncertain interaction dynamic. A

virtual controller designed to yield a desired influence on the roaming agent, and ADP

is used to develop an approximate optimal solution. Because system uncertainties are

considered in both agents, ICL is used to identify uncertain dynamics. A Lyapunov-

based stability analysis is performed which proves the closed-loop pursuing and

roaming agent systems are UUB. Simulation and experimental results are provided to

demonstrate the performance of the developed method.

5.1 Problem Formulation

In the subsequent development, the goal is to regulate a roaming agent to a desired

user-defined goal location.1 However, the roaming agent may not know where the goal

location is or may not be cooperating to go there. The influencing agent knows the goal

location, and simultaneously is tasked to optimally intercept and escort the roaming

agent through an interaction dynamic [54,55,93].

Furthermore, consider a roaming agent governed by the drift dynamics

ż (t) = f (z (t) , η (t)) , (5–1)

where z : R≥t0 → Rn is the roaming agent’s state, η : R≥t0 → Rn denotes the influencing

agent’s state, t0 ∈ R≥0 is the initial time, and f : Rn × Rn → Rn is an uncertain locally

1 The influencing agent in this work is synonymous with predator, pursuing, or herding
agents, while the roaming agent is synonymous with prey, evading, or target agents in
works such as [43–46,50,54,55].
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Lipschitz function. The dynamics in (5–1) are not directly controllable; however, (5–1)

can be influenced through interaction with the controlled pursuing agent governed by the

uncertain dynamics

η̇ (t) = h (z (t) , η (t)) + g (η (t))u (t) , (5–2)

where h : Rn × Rn → Rn is an unknown locally Lipschitz function representing the

influencing agent drift dynamics, g : Rn → Rn×mη is the known control effectiveness

matrix, and u : R≥t0 → Rmη is the influencing agent’s control input.

Assumption 5.1. The control effectiveness matrix g (η) is bounded and full column rank

for all η ∈ Rn, and g+ : Rn → Rmη×n is a bounded and locally Lipschitz pseudo inverse

defined as g+ ,
(
gTg
)−1

gT [106].

Assumption 5.2. There exists class K functions α1, α2 : R≥0 → R≥0 such that the

uncertain dynamics in (5–1) can be bounded as ‖f (z (t) , η (t))‖ ≤ α1 (‖z (t)− η (t)‖) +

α2 (‖z (t)− zg‖), where zg ∈ Rn is a fixed goal location.2

To quantify the objective, a regulation error ez : R≥t0 → Rn is defined as

ez (t) , z (t)− zg. (5–3)

Additional error system development is motivated by backstepping approaches, where

the agent control input is designed based on a unique error system development

that requires both the influencing and roaming agent errors to converge to the goal.

Specifically, an auxiliary error, denoted by eη : R≥t0 → Rn, is defined as

eη (t) , η (t)− ηd (t) , (5–4)

2 Assumption 5.2 indicates that the dynamics of the roaming agent in (5–1) depend
on the distance between the influencing and roaming agents and the distance between
the roaming agent and the goal location. The roaming agent dynamics in results such
as [54,55], can be shown to satisfy Assumption 5.2.
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where ηd : R≥t0 → Rn is a desired virtual state. Because the influencing agent’s state

η (t) may be non-affine in the roaming agent dynamics in (5–1), the aim of the virtual

state ηd (t) is to minimize the regulation error in (5–3). To quantify this aspect, another

auxiliary error, denoted by ed : R≥t0 → Rn, is defined as

ed (t) , ηd (t)− zg − kdez (t) , (5–5)

where kd ∈ R is positive constant control gain. The control gain kd is generally selected

to be greater such that kd ≥ 1. The virtual state ηd (t) is injected into (5–5) with the goal

of regulating ed (t) . Based on (5–5) and the subsequent analysis, the time-derivative of

ηd (t) is designed as

η̇d (t) , µd (t) , (5–6)

where µd : R≥t0 → Rn is a subsequently designed virtual input.

Remark 5.1. In this chapter, single integrator dynamics are used for the virtual state

for simplicity. However, the virtual state can also evolve according dynamics such as

η̇d (t) , −Adηd (t) +Bdµd (t) , where Ad, Bd ∈ Rn×n are PD matrices.

Remark 5.2. It will be shown in Theorem 5.2 that the states ez (t), ed (t), and eη (t), and

virtual controller µd (t) will converge to a neighborhood containing the origin. Hence, the

virtual state ηd (t) will converge to a region of the origin, implying that the roaming agent

will be regulated to a neighborhood of the desired location.

Remark 5.3. The error signals in (5–4) and (5–5) have been modified from the preli-

minary result in [93], and resemble those of backstepping approaches such as [55];

however, compared to [55] optimality is considered for the overall system in this result.

After taking the time-derivative of (5–5) and using (5–1), and (5–3)-(5–6), the error

dynamics for ed (t) are

ėd (t) = −kdf (z (t) , η (t)) + µd (t) .
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To determine the error dynamics for eη (t), (5–2) and (5–6) are substituted into the

time-derivative of (5–4) to obtain

ėη (t) = h (z (t) , η (t)) + g (η (t))µη (t) + g (η (t))ud (t)− µd (t) , (5–7)

where µη (t) : R≥t0 → Rmη is defined as µη (t) , u (t) − ud (t), and ud (t) : R≥t0 → Rmη

denotes a desired input. Based on (5–7) and the subsequent stability analysis, the

desired input is designed as

ud (t) = g (ηd (t))+ (µd (t)− h (z (t) , ηd (t))) . (5–8)

Substituting (5–8) into (5–7) yields the following closed-loop system

ėη (t) = h (z (t) , η (t)) + g (η (t))
(
µη (t)− g+ (ηd (t))h (z (t) , ηd (t))

)
+
(
g (η (t)) g+ (ηd (t))− In

)
µd (t) .

To formulate the optimal control problem such that the errors in (5–3)-(5–5) are mi-

nimized, the influencing and roaming agent states are transformed. To facilitate this

transformation, let x (t) ,
[
eTz (t) , eTd (t) , eTη (t)

]T and xd (t) ,
[
eTz (t) , eTd (t) , 01×n

]T
denote the concatenated state and desired concatenated state, respectively. In

addition, define the mappings s1, s2 : R3n → Rn as s1 (x (t)) , ez (t) + zg, and

s2 (x (t)) , eη (t) + ed (t) + kdez (t) + zg. Using (5–3)-(5–5), the roaming and influencing

agent states are represented as z (t) = s1 (x (t)) and η (t) = s2 (x (t)) respectively.3

3 Using the mappings s1 and s2, the bounds in Assumption 5.2 can be represented
such as ‖f (s1 (x (t)) , s2 (x (t)))‖ ≤ α1 (‖(kd − 1) ez (t) + eη (t) + ed (t)‖) + α2 (‖ez (t)‖).
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Using these relationships, a composite autonomous error system can be written as

ẋ (t) = F (x (t)) +G (x (t))µ (t) , (5–9)

where µ (t) ,

[
µTη (t) µTd (t)

]T
∈ Rm is the total vector of policies with m = mη + n,

while F : R3n → R3n and G : R3n → R3n×m are defined as

F (x (t)) ,


f (s1 (x (t)) , s2 (x (t))) ,

−kdf (s1 (x (t)) , s2 (x (t))) ,

h (s1 (x (t)) , s2 (x (t)))− Fsd (x (t)) ,

 ,
and

G (x (t)) ,


0n×mη , 0n×n,

0n×mη , In,

g (s2 (x (t))) , Gsd (x (t)) ,

 ,
where

Fsd (x (t)) , g (s2 (x (t))) g+ (s2 (xd (t)))h (s1 (x (t)) , s2 (xd (t))) ,

and Gsd (x (t)) , g (s2 (x (t))) g (s2 (xd (t)))+ − In.

5.1.1 Optimal Control Development

Given (5–9), the goal is to design controllers µd (t) and µη (t) to minimize the cost

function

J (x, µ) ,
ˆ ∞
t0

r (x (τ) , µ (τ)) dτ, (5–10)

subject to (5–9), where r : R3n × Rm → R≥0 is the instantaneous cost defined as

r (x, µ) , Q (x) + P (x) + Ψ (µ) . (5–11)

In (5–11), Q : R3n → R≥0 is a user-defined continuous PD function (e.g., xTQxx where

Qx ∈ R3n×3n is a PD matrix) which can be bounded such as q ‖x‖2 ≤ Q (x) ≤ q ‖x‖2

for all x ∈ R3n, where q, q ∈ R>0; Ψ (µ) , µTRµ where R = diag {Rη, Rd}, where

Rη ∈ Rmη×mη and Rd ∈ Rn×n are user-defined PD symmetric weighting matrices; and
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P : R3n → R is a user-defined continuous PSD penalty function such that P (x) = 0

when ‖s1 (x)− s2 (x)‖ ≤ ra (x) and P (x) > 0 when ‖s1 (x)− s2 (x)‖ > ra (x), where

ra : R3n → R≥0 is a design parameter.

Remark 5.4. Examples of functions that satisfy the conditions for P (x) include P (x) =

e
1

2α
(px(x))2 − 1, P (x) = α (px (x))2, P (x) = α ln

(
cosh (px (x))2), where px (x) ,

max
{

0, ‖(1− kd) ez − eη − ed‖2 − ra (x)2}, and α ∈ R>0, or even piecewise continuous

smooth functions that saturate at a constant.

The optimal value function, denoted by V ∗ : R3n → R≥0, is expressed as

V ∗ (x (t)) = inf
µ(τ)∈U

∣∣τ∈R≥t
ˆ ∞
t

r (x (τ) , µ (τ)) dτ. (5–12)

The HJB equation which characterizes the optimal value function is given by

0 = ∇V ∗ (x (t)) (F (x (t)) +G (x (t))µ∗ (x (t))) + r (x (t) , µ∗ (x (t))) , (5–13)

with V ∗ (0) = 0, where µ∗ : R3n → Rm denotes the admissible (see Definition 2.1) optimal

input policy, which is determined from (5–13) as

µ∗ (x) = −1

2
R−1G (x)T (∇V ∗ (x))T . (5–14)

5.2 Approximate Optimal Control

5.2.1 System Identification

Similar to previous chapters, the HJB in (5–13) and optimal controller in (5–14)

require knowledge of both the drift dynamics kdf (z (t) , η (t)) and h (z (t) , η (t)). Since

these function are unknown, we approximately minimize the cost function in (5–10)

while simultaneously learning these functions. Various methods could be employed to

learn the functions (cf., [58, 81, 84, 99, 100]). The following is based on the ICL strategy

in [58]. Using the universal function approximation property [97], (5–1) and (5–2) can be

represented as
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˙̆x (t) = S (x (t)) θ + ε (x (t)) + Ğ (x (t) , u (t)) , (5–15)

where x̆ (t) , [kdz (t) , η (t)]T ∈ R2×n, Ğ (x (t) , u (t)) ,

[
0n×1, g (x (t))u (t)

]T
∈ R2×n,

θ ,

[
θTz θTη

]T
∈ Rp×n, S (x) ,

 STz (x (t)) 01×pη

01×pz STη (x (t))

 ∈ R2×p, and ε (x (t)) ,

[
εz (x (t)) εη (x (t))

]T
∈ R2×n. In (5–15), the weights θj ∈ Rpj×n are unknown, the

basis functions Sj : R3n → Rpj are user-defined, and εj : R3n → Rn is the function

approximation error for j = {z, η}, and p = pz + pη denotes the total number of rows of

θ.4 ,5

Remark 5.5. If h (z (t) , η (t)) = 0n×1 in (5–2), then the terms in (5–15) can be reduced

to x̆ (t) , [kdz (t)]T ∈ R1×n, Ğ (x (t) , u (t)) ,

[
0n×1

]T
∈ R1×n, θ ,

[
θTz

]T
∈ Rpz×n,

S (x) ,

[
STz (x (t))

]
∈ R1×pz , and ε (x (t)) ,

[
εz (x (t))

]T
∈ R1×n, respectively.

Assumption 5.3. There exist θ, S, ε ∈ R>0 such that ‖θ‖ ≤ θ, supx∈χ ‖S (x)‖ ≤ S, and

supx∈χ ‖ε (x)‖ ≤ ε [18,98].

Based on the ICL strategy in [58], let ∆tθ ∈ R>0 denote an integration time-

window, where the integral of (5–15) at time ti ∈ [∆tθ, t] can be represented as x̆ (ti) −

x̆ (ti −∆tθ) = Siθ + Ei + Gi where Si = S (ti) ,
´ ti
ti−∆tθ

S (x (τ)) dτ, Ei = E (ti) ,
´ ti
ti−∆tθ

ε (x (τ)) dτ, and Gi = G (ti) ,
´ ti
ti−∆tθ

Ğ (x (τ) , u (τ)) dτ. A least-squares based

4 The unknown weights θz and θη can be estimated independently using separate up-
date laws. To alleviate redundancy, a combined approximation method is presented in
this chapter.

5 If an exact basis is known for both agent dynamics, then ε (x (t)) = 02×n.
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parameter estimate update law is designed as

˙̂
θ (t) = kθΓθ (t)

M∑
i=1

ST (ti)
(
x̆ (ti)− x̆ (ti −∆tθ)− G (ti)− S (ti) θ̂

)
, (5–16)

Γ̇θ (t) = βθΓθ (t)− kθΓθ (t)
M∑
i=1

ST (ti)S (ti) Γθ (t) , (5–17)

where kθ, βθ ∈ R>0 is an update gain and forgetting factor, respectively, and M ∈ Z>0 is

the number of data points collected in the history stack.

Remark 5.6. Generally, the number of data points (i.e., the size of the history stack)

needs to be at least p
2

to have enough information for
∑M

i=1 STi Si to become full rank

as stated in Assumption 5.4, i.e., M ≥ p
2
. While M may be unknown a priori, it can be

determined by checking Assumption 5.4 online.

Assumption 5.4. There exists T1 ∈ R>0 such that T1 > ∆tθ and a strictly positive

constant λ1 ∈ R>0 where λ1Ip ≤
∑M

i=1 STi Si, ∀t ≥ T1 [58].

Provided λmin

{
Γ−1
θ (t0)

}
> 0, and Assumption 5.4 is satisfied, Γθ satisfies ΓθIp ≤

Γθ (t) ≤ ΓθIp, using similar arguments to [101, Corollary 4.3.2], where Γθ,Γθ ∈ R>0. Let

Zθ (t) = vec
(
θ̃ (t)

)
denote a vector of parameter estimate errors defined in Section 2.1.

Also let Vθ : Rnp × R≥t0 → R be defined as the candidate Lyapunov function

Vθ (Zθ, t) ,
1

2
tr
(
θ̃TΓ−1

θ (t) θ̃
)
, (5–18)

which can be bounded as 1
2Γθ
‖Zθ‖2 ≤ Vθ (Zθ, t) ≤ 1

2Γθ
‖Zθ‖2 , for all t ∈ R≥t0 and

Zθ ∈ Rnp.

Theorem 5.1. Provided Assumptions 5.3 and 5.4 are satisfied, the adaptive update laws

in (5–16) and (5–17) ensure that the estimation error θ̃ remains bounded for all t ≥ T1

such that

‖Zθ (t)‖ ≤ cΓ

√
cMe−λθ(t−T1) + (1− e−λθ(t−T1)) cB, (5–19)

where cΓ ,
√

Γθ
Γθ
, λθ ,

kθcθ2Γθ
2

, cθ1 , βθ
kθΓθ

, cθ2 , cθ1 + λ1, cM , ‖Zθ (t0)‖2 +
4υ2

1

c2θ1
, cB , 4υ2

1

c2θ2
,

and υ1 , supt∈R≥0

∥∥∥∑M
i=1 STi Ei

∥∥∥ .
98



Proof. Taking the time-derivative of (5–18), substituting for (5–16) and (5–17), using the

fact that for t < T1,
∑M

i=1 STi Si ≥ 0,

V̇θ (Zθ, t) ≤ −
1

2
kθcθ1 ‖Zθ‖2 + kθ ‖Zθ‖ υ1. (5–20)

Completing the squares, using the bounds on (5–18), and invoking the Comparison

Lemma [104, Lemma 3.4] yields

Vθ (Zθ (t) , t) ≤ Vθ (Zθ (t0) , t0) e−λθ
kθcθ1Γθ

2
(t−t0) +

(
1− e−

kθcθ1Γθ
2

(t−t0)
) 2υ2

1

Γθc
2
θ1

, (5–21)

for all t ∈ [t0, T1) . Then, ‖Zθ (t)‖2 ≤ Γθ
Γθ

(
‖Zθ (t0)‖2 +

4υ2
1

c2θ1

)
follows for all t ∈ R≥t0 .

After
∑M

i=1 STi Si becomes full rank, (5–16), (5–17), and Assumption 5.4 are used in

the time-derivative of (5–18) to yield

V̇θ (Zθ, t) ≤ −
1

4
kθcθ2 ‖Zθ‖2 +

kθυ
2
1

cθ2
, (5–22)

for all t ≥ T1. Using the Comparison Lemma [104, Lemma 3.4], ∀t ≥ T1

Vθ (Zθ (t) , t) ≤ Vθ (Zθ (T1) , T1) e−λθ(t−T1) +
(
1− e−λθ(t−T1)

) cB
2Γθ

. (5–23)

From (5–21), Vθ (Zθ (T1) , T1) ≤ Vθ (Zθ (t0) , t0) e−λθ
kθcθ1Γθ

2
(t−t0) +

2υ2
1

Γθc
2
θ1

follows, and using

(5–23) along with the bounds 1
2Γθ
‖Zθ‖2 ≤ Vθ (Zθ, t) ≤ 1

2Γθ
‖Zθ‖2 results in (5–19).

Remark 5.7. After
∑M

i=1 STi Si becomes full rank, as t → ∞, the residual bound in

(5–23) ( i.e., cB
2Γθ

) is smaller compared to the residual bound in (5–21) ( i.e., 2υ2
1

Γθc
2
θ1

). This

is because the term cB depends on cθ2 and cθ2 > cθ1. In addition, data selection and

purging techniques such as [81] and [77] can be used to select data which reduces the

residuals even further.

5.2.2 Value Function Approximation

The value function V ∗ (x) , which is unknown, can be approximated via computati-

onally efficient StaF kernels such as in Chapter 4 [1, 95, 96]. To facilitate the following

development, let Br (x) be defined as the closure of an open ball centered at x ∈ R3n
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with radius r ∈ R>0, and let χ ⊆ R3n be a compact set. Using state-following centers,

c : χ → χL, centered around x ∈ χ such that c (x) ∈ Br (x), the value function in (5–12)

can be represented as

V ∗ (y) = W (x)T σ (y, c (x)) + εv (x, y) , (5–24)

where y =
[
yTez , y

T
ed
, yTeη

]
∈ Br (x) represents a composite state vector in the neighbor-

hood of x [1, 95, 96], and the states yez , yed, and yeη represent states in the neighbor-

hoods of ez, ed, and eη, respectively (i.e., yez ∈ Br (ez), yed ∈ Br (ed), and yez ∈ Br (eη)). In

(5–24), W : χ→ RL is a vector of continuously differentiable ideal StaF weight functions,

σ : χ× χ → RL is a bounded vector of continuously differentiable nonlinear kernels, and

εv : χ× χ→ R is a continuously differentiable function approximation error.

Since the ideal StaF weight W (x) and function approximation error are unknown in

(5–24), an approximate value function V̂ : R3n × R3n × RL → R is expressed as

V̂
(
y, x, Ŵc

)
= Ŵ T

c σ (y, c (x)) , (5–25)

and an approximate policy µ̂ : R3n × R3n × RL → Rm is expressed as

µ̂
(
y, x, Ŵa

)
= −1

2
R−1G (x)T ∇σ (y, c (x))T Ŵa, (5–26)

where Ŵc, Ŵa ∈ RL denote the critic and actor weight estimates, respectively. Sub-

stituting (5–25) and (5–26) along with the estimate θ̂ into (5–13) results in the BE

δ : R3n × R3n × RL × RL × Rp×n → R given by

δ
(
y, x, θ̂, Ŵc, Ŵa

)
= ∇V̂

(
y, x, Ŵc

)(
F1

(
y, θ̂
)
− F2

(
y, θ̂
)

+G (y) µ̂
(
y, x, Ŵa

))
+Q (y) + P (y) + Ψ

(
µ̂
(
y, x, Ŵa

))
, (5–27)
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where

F1

(
y, θ̂
)
,


1
kd
θ̂Tz Sz (y)

−θ̂Tz Sz (y)

θ̂Tη Sη (y)

 ,
and

F2

(
y, θ̂
)
,

 02n×1

g (yη) g
+ (yηd) θ̂

T
η Sη

([
yTez , y

T
ed

0Tn×1

]T)
 .

The controller for the influencing agent is û
(
y, x, θ̂, Ŵa

)
= µ̂η

(
y, x, Ŵa

)
+

ûd

(
y, x, θ̂, Ŵa

)
, where ûd

(
y, x, θ̂, Ŵa

)
, g+ (ynd)

(
µ̂d

(
y, x, Ŵa

)
−

Sη

([
yTez , y

T
ed
, 0Tn×1

]T)
θ̂η

)
, and the approximate optimal terms µ̂η

(
y, x, Ŵa

)
and

µ̂d

(
y, x, Ŵa

)
come from µ̂

(
y, x, Ŵa

)
=
[
µ̂Tη

(
y, x, Ŵa

)
, µ̂Td

(
y, x, Ŵa

)]T
given in (5–

26).

5.2.3 Online Learning

At each time instance t ∈ R≥t0 , the BE in (5–27) is evaluated at the current state

(i.e., y = x (t)), and the current parameter estimate θ̂ (t) ,Ŵc (t) , and Ŵa (t), resulting in

the instantaneous BE and influencing agent control policy given as

δt (t) , δ
(
x (t) , x (t) , θ̂ (t) , Ŵc (t) , Ŵa (t)

)
, (5–28)

and u (t) , û
(
x (t) , x (t) , θ̂ (t) , Ŵa (t)

)
respectively. However, if only the BE, given by

δt (t) , is used to update the estimate Ŵc, then an exciting probing signal would need

to be injected into the input µ̂ (t) (cf. [21, 87, 91, 106]). In contrast to injecting a probing

signal, learning via simulation of experience is performed by extrapolating the BE to

unexplored states in Br (x (t)). Moreover, sets of functions {xi : R3n × R≥t0 → R3n}Ni=1

are selected by the critic such that xi (x (t) , t) ∈ Br (x (t)). Then, extrapolated

versions of the BE and total input are evaluated at y = xi (x (t) , t) as δti (t) ,
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δ
(
xi (x (t) , t) , x (t) , θ̂ (t) , Ŵc (t) , Ŵa (t)

)
and ui (t) = û

(
xi (x (t) , t) , x (t) , θ̂ (t) , Ŵa (t)

)
,

respectively.6

The critic aims to find a set of weights that minimize the BE; hence, the critic is

updated according to

˙̂
Wc (t) = −Γc (t)

(
kc1

ω (t)

ρ2 (t)
δt (t) +

kc2
N

N∑
i=1

ωi (t)

ρ2
i (t)

δti (t)
)
, (5–29)

Γ̇c (t) = βcΓc (t)− Γc (t) kc1
ω (t)ωT (t)

ρ2 (t)
Γc (t)− Γc (t)

kc2
N

N∑
i=1

ωi (t)ω
T
i (t)

ρ2
i (t)

Γc (t) , (5–30)

where ρ (t) , 1 + γ1ω
T (t)ω (t) , ρi (t) , 1 + γ1ω

T
i (t)ωi (t) , and kc1, kc2, γ1, βc ∈ R>0 are

learning gains,

ω (t) = ∇σ (x (t) , c (x (t)))

(
F1

(
x (t) , θ̂ (t)

)
− F2

(
x (t) , θ̂ (t)

)
+G (x (t)) µ̂

(
x (t) , x (t) , Ŵa (t)

))
,

and ωi (t) = ∇σi (F1i − F2i +Giµ̂i) , with ∇σi , ∇σ (xi (x (t) , t) , c (x (t))) , F1i ,

F1

(
xi (x (t) , t) , θ̂ (t)

)
, F2i , F2

(
xi (x (t) , t) , θ̂ (t)

)
, Gi , G (xi (x (t) , t)) , and µ̂i ,

µ̂
(
xi (x (t) , t) , x (t) , Ŵa (t)

)
. Similar to previous chapters, to facilitate learning, off-

policy trajectories are selected, which can contain excitation signals to achieve a virtual

excitation. Hence, the states x and xi in this chapter are assumed to satisfy Assumption

4.5 where ωk is substituted with ωi.

Using Assumption 4.5 along with λmin {Γ−1
c (t0)} > 0, a similar argument to [101,

Corollary 4.3.2] can be used to show that ΓcIL ≤ Γc (t) ≤ ΓcIL where Γc and Γc are

positive bounds [1].

6 Compared to Chapter 4 where part of the state vector is extrapolated, in this chapter
the entire state is extrapolated.
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The actor weight estimate is updated to follow the critic weight estimate as

˙̂
Wa (t) = −Kaka1

(
Ŵa (t)− Ŵc (t)

)
−Kaka2Ŵa (t) +Ka

kc1
4
GT
σ (t) Ŵa (t)

ωT (t)

ρ2 (t)
Ŵc (t)

+Ka
kc2
4N

N∑
i=1

GT
σi (t) Ŵa (t)

ωTi (t)

ρ2
i (t)

Ŵc (t) , (5–31)

where Gσ (t) , ∇σ (x (t) , c (x (t)))GR (x (t)) · ∇σT (x (t) , c (x (t))) , Gσi (t) ,

∇σiGiR
−1GT

i ∇σTi , GR (x (t)) , G (x (t))R−1GT (x (t)) , ka1, ka2 ∈ R≥0 are learning

gains, and Ka ∈ RL×L is a positive-definite symmetric matrix.

5.3 Stability Analysis

To facilitate the following stability analysis, let Bζ ⊂ R3n+np+2L denote a closed ball

of radius ζ ∈ R>0 centered at the origin. By defining the critic and actor weight estimate

errors according to Section 2.1 as W̃c and W̃a, respectively, the BEs, δt (t) and δti (t) , are

δt = −ωT W̃c +
1

4
W̃ T
a GσW̃a −W T∇σ

(
F̃1 − F̃2

)
+ ∆ (x) ,

δti = −ωTi W̃c +
1

4
W̃ T
a GσiW̃a −W T∇σi

(
F̃1i − F̃2i

)
+ ∆ (xi) , (5–32)

where F̃1 , F1

(
x, θ̃
)
, F̃2 , F2

(
x, θ̃
)
, and F̃1i , F1

(
xi, θ̃

)
, F̃2i , F2

(
xi, θ̃

)
. In (5–32),

the functions ∆,∆i : Rn → R are uniformly bounded over a compact set χ such that ‖∆‖

and ‖∆i‖ decrease with decreasing ‖εv‖ , ‖ε‖ , and ‖W‖ .

Let ZL ,

[
xT , W̃ T

c , W̃ T
a , ZT

θ

]T
denote the concatenated state vector, and let

VL : R3n+2L+np × R≥t0 → R denote a candidate Lyapunov function defined as

VL (ZL, t) , V ∗ (x) +
1

2
W̃ T
c Γ−1

c (t) W̃c +
1

2
W̃ T
a K

−1
a W̃a + Vθ (Zθ, t) , (5–33)

which, for class K functions vl, vl : R→ R≥0, can be bounded as

vl (‖ZL‖) ≤ VL (ZL, t) ≤ vl (‖ZL‖) (5–34)

for all t ∈ R≥t0 and ZL ∈ R3n+2L+np.
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Theorem 5.2. Provided Assumptions 4.5 and 5.1-5.4 are satisfied, and

λmin {H} > 0, (5–35)√
ι

κ
≤ v−1

l (vl (ζ)) , (5–36)

where

H ,


(
ka1+ka2

4
− ϕa

)
−ϕac

2
0

−ϕac
2

(
βc
Γc

+kc2c1

)
8

−ϕcθ
2

0 −ϕcθ
2

kθcθ1
8

 ,
and κ, ϕa, ϕac, ϕcθ, ι ∈ R>0 are defined in Appendix A.3, then the system errors defined in

ZL and approximate policy µ (t) are

lim sup
t→∞

‖ZL (t)‖ ≤ v−1
l

(
vl

(√
ι

κ

))
. (5–37)

Proof. Taking the time derivative of (5–33) along the system trajectory, and using the

fact that V̇ ∗ (x, t) = ∇V ∗ (F (x) +G (x)µ) , results in

V̇L = ∇V ∗ (F +Gµ) + V̇θ (Zθ, t) + W̃ T
c Γ−1

c

(
Ẇ − ˙̂

Wc

)
− 1

2
W̃ T
c

(
Γ−1
c Γ̇cΓ

−1
c

)
W̃c

+ W̃ T
a K

−1
a

(
Ẇ − ˙̂

Wa

)
.

Substituting (5–13) and using Ẇ , ∇W (x) (F (x) +G (x)µ) yields

V̇L = −r (x, µ∗ (x))−∇V ∗Gµ∗ − 1

2
W̃ T
c Γ−1

c Γ̇cΓ
−1
c W̃c + W̃ T

c Γ−1
c

(
∇W (F +Gµ)− ˙̂

Wc

)
+∇V ∗Gµ+ W̃ T

a K
−1
a

(
∇W (F +Gµ)− ˙̂

Wa

)
+ V̇θ (Zθ, t) .

Using (5–29) and (5–30), then substituting in (5–11), (5–20), (5–31), and (5–32), and

using Ŵa = W − W̃a, Ŵc = W − W̃c, bounding, and completing the squares yields

V̇L ≤ −κ ‖ZL‖2 − κ ‖ZL‖2 + ι− ZT
v HZv,
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where Zv ,

[ ∥∥∥W̃a

∥∥∥ , ∥∥∥W̃c

∥∥∥ , ‖Zθ‖ ]T . Provided the sufficient condition in (5–35) is

met, then for all Z ∈ Bζ

V̇L ≤ −κ ‖ZL‖2 , ∀ ‖ZL‖ ≥
√
ι

κ
> 0. (5–38)

Using (5–34), (5–36), and (5–38), [104, Theorem 4.18] is invoked to conclude that

all trajectories ZL (t) that satisfy ‖ZL (t0)‖ ≤ v−1
l

(
v−l (ζ)

)
, remain bounded for all

t ∈ R≥t0 and satisfy (5–37). Since ZL ∈ L∞, it follows that x, W̃c, W̃a, θ̃ ∈ L∞ and

therefore µ ∈ L∞. Furthermore, since x ∈ L∞ and W is a continuous function of x, then

W (x) ∈ L∞. Moreover, since x ∈ L∞, it follows that ed, eη, ez ∈ L∞. Using (5–3)-(5–5),

z ∈ L∞, and ηd ∈ L∞; hence, η, (z − η) ∈ L∞ follows. Finally, since µ, θ̃, g+, ηd ∈ L∞,

then ud, θ̂ ∈ L∞ and u ∈ L∞.

Remark 5.8. The sufficient condition in (5–35) can be satisfied by increasing the gains

ka2 and γ1, and selecting Ka and R with large minimum eigenvalues. In addition, increa-

sing the number of neurons and number of sample points for the system identification,

i.e., pz � n, pη � n, and M � p, and also selecting extrapolation points xi (x (t) , t) so

that c1 is large will also help ensure the sufficient condition in (5–35) is satisfied.

5.4 Simulation

To demonstrate the performance of the developed method, a two-dimensional

simulation is performed for the roaming agent in (5–1) and the influencing agent in (5–2)

with f (z (t) , η (t)) = (Ae (t) +Bez (t)) exp
(
−1

2
e (t)T e (t)

)
, where e (t) = z (t)− η (t) , and

without a loss of generality h (z (t) , η (t)) = 02×1, g (η (t)) = I2, respectively. The unknown

parameters to be identified by the ICL update law in (5–16) and (5–17) are θη , 02×2,

θz = [kdA,B]T , where A =

 1 −0.6

0.5 1.5

 and B =

 0.05 0

0.25 0.1

 . For parameter

identification the basis functions are selected as Sη (x (t)) = e (t) and Sz (x (t)) =

exp
(
−1

2
e (t)T e (t)

)
×
[
eT (t) , eTz (t)

]T
. The StaF basis is selected as σ (x, c (x)) =

[σ1 (x, c1 (x)) , . . . , σ7 (x, c7 (x))]T , where σi (x (t) , ci (x (t))) = xT (t) (x (t) + 0.7ν (x (t)) di) ,
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Table 5-1. Initial conditions and parameters selected for the simulation.
Initial conditions at t0 = 0

z (0) = [−3.75, 4.75]T , η (0) = [−0.5, 0.5]T , ηd (0) = [0,−0.5]T ,

zg = [0,−0.5]T , Ŵc (0) = 1× 17×1, Ŵa (0) = 0.75× 17×1,

Γc (0) = 2I7, θ̂ (0) = U [−1, 1]× 16×2, Γθ (0) = 100I6.

Penalizing parameters

Q (x) = xTQxx, P (x) =
(

max
{

0, ‖(1− kd) ez (t)− eη (t)− ed (t)‖2 − ra2
})2

,

Qx = diag {20, 20, 20, 20, 5, 5} , R = 5I4, kd = 1.2, ra = 0.15.

Gains and parameters for ADP update laws

kc1 = 0.001, kc2 = 0.25, ka1 = 0.25, ka2 = 0.005, γ1 = 0.75,
βc = 0.001, Ka = I7, kθ = 0.5, βθ = 2, M = 100, N = 1.

ν (x (t)) = 0.7xT (t)x(t)
(1+xT (t)x(t))

, and di are the vertices of a 6-simplex [1, 32, 95]. To perform

BE extrapolation, a single trajectory xi (x (t) , t) is selected at random from a uniform

distribution over a 5
7
ν (x (t)) × 5

7
ν (x (t)) square centered at the current state x (t) . The

selected initial conditions and parameters are provided in Table 5-1.

5.4.1 Discussion

Figures 5-1-5-2 demonstrate that the influencing agent regulates the roaming agent

to the goal location zg. Figure 5-1a shows that the concatenated state x (t) converges to

the origin. Figure 5-1b shows that the input mismatch µη (t) = u (t) − ud (t) converges

faster than µd (t) ; hence, the influencing agent is using the desired input which is based

on regulating the roaming agent to the desired location. The influencing agent’s applied

input u (t) = µη (t) + ud (t), shown in Figure 5-1c, remains bounded and converges

once the agent’s reach the goal location. Since the roaming and influencing agents

are modeled using linearly-parameterizable dynamics with an exactly known basis, the

parameter estimates can be compared to the true values. Figure 5-1d shows that the

system parameter estimates converge to the true values. Figures 5-1e-5-1f show that

the critic and actor weight estimates remain bounded; however, because the optimal

StaF weights are unknown, the estimates cannot be compared to their ideal values. The

positions of the roaming and influencing agents are shown in Figure 5-2. The roaming
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(a) Concatenated state. (b) Approximate optimal policy.

(c) Influencing agent’s input. (d) System ID weight estimation errors.

(e) Critic weight estimates. (f) Actor weight estimates.

Figure 5-1. The (a) concatenated state x (t) , (b) approximate optimal input µ (t) , (c)
applied influencing agent input u (t) , and (d) system identification errors θ̃ (t)
all converge to the origin. The (e) critic and actor (f) StaF weight estimates
remain bounded.
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Figure 5-2. Positions of the influencing and roaming agents. The influencing agent (blue
diamonds) intercepts and regulates the roaming agent (red stars) to the goal
location (black star). The initial influencing agent condition is given by the
blue triangle and the initial roaming agent condition is given by the red
triangle.

agent is not independently motivated to go to the desired location; hence, in Figure 5-2

the roaming agent initially diverges from the goal location. Once the influencing agent

approaches the roaming agent, the roaming agent starts moving away. Motivated to

regulate the roaming to the goal location, the influencing agent begins to regulate the

roaming agent toward zg. When the roaming agent first passes by zg, it tries to escape;

however, the influencing agent pushes the roaming agent back in the opposite direction

and finally to the goal location of [0,−0.5]T .

5.5 Experiment

Experimental results are also provided to illustrate the performance of the de-

veloped approach. A series of ten experiments were conducted, where a different

combination of state penalty, Q, and input penalty, R, weights were used to produce

different performance characteristics. A Parrot Bebop 2 quadcopter was used as the
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Figure 5-3. The unactuated paper platform (left) representing the roaming agent, and
the Parrot Bebop 2.0 quadcopter (right) representing the influencing agent.

influencing agent and an unactuated paper platform, shown in Figure 5-3, was used

as the roaming agent. The unactuated paper platform was constructed from a paper

plate top and bottom fastened to a colored poster board. The turbulent air caused by

the quadcopter propellers produce a repulsing force, which causes the nearby roaming

agent to slide away. The same experimental platform used in Section 4.6 is leveraged to

implement the controller on the quadcopter. A video of a typical run of this experiment is

available at [111].

The influencing agent was implemented using dynamics such that h (η (t) , z (t)) =

02×1; hence the dynamics did not need to be estimated according to Remark 5.5.

To identify the interaction dynamics in (5–1) , pz = 4 Gaussian radial basis functi-

ons were selected. Each center of the basis was located in a quadrant around the

influencing agent, and the standard deviation is selected as
√

0.5 m. Using this repre-

sentation, the influencing agent estimated the repulsion effects it had on the roaming

agent. To approximate the value function, the StaF basis is selected as σ (x, c (x)) =

[σ1 (x, c1 (x)) , . . . , σ7 (x, c7 (x))]T , where σi (x (t) , ci (x (t))) = exp
(
xT (t)c(x(t))

‖x(0)‖2

)
,

c (x (t)) = (x (t) + ‖x (0)‖ ν (x (t)) di) , ν (x (t)) = 0.05xT (t)x(t)

(‖x(0)‖2+xT (t)x(t))
, and di are the

vertices of a 6-simplex. To perform BE extrapolation, ten trajectories xi (x (t) , t) are

selected at random from a uniform distribution over a ν (x (t))× ν (x (t)) square centered
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Table 5-2. Initial conditions and parameters selected for the experiments.

Conditions at t0 = 0

Ŵc (0) = 0.2× 15×1, Ŵa (0) = 0.1× 15×1,

Γc (0) = 0.01I5, θ̂ (0) = U [−0.1, 0.1]× 14×2, Γθ (0) = 0.1I4.

Penalizing parameters

Q = xTQxx, P (x) = 0, kd = 1.15.

Gains and parameters for ADP update laws

kc1 = 0.1, kc2 = 0.9, ka1 = 0.9, ka2 = 0.1, γ1 = 0.5,
βc = 0.001, Ka = I5, N = 10, βθ = 0.1, M = 50.

Table 5-3. State and input penalty weights for each experiment.

Experiment R Qx
(
×102

)
λavg {R} λavg {Q}

(
×102

)
1 diag {20, 10, 50, 25} diag {1, 10, 1, 10, 1, 1} 26.25 4.0

2 diag {20, 5, 50, 25} diag {1, 20, 1, 20, 1, 1} 25.0 7.33

3 diag {20, 5, 50, 25} diag {1, 30, 1, 30, 1, 1} 25.0 10.67

4 diag {25, 10, 55, 30} diag {1, 30, 1, 30, 1, 1} 30.0 10.67

5 diag {30, 20, 65, 40} diag {1, 30, 1, 30, 1, 1} 38.75 10.67

6 diag {40, 30, 75, 50} diag {1, 30, 1, 30, 1, 1} 48.75 10.67

7 diag {40, 30, 80, 55} diag {1.5, 30, 1.5, 30, 1, 1} 51.25 10.83

8 diag {40, 30, 100, 75} diag {1.5, 30, 1.5, 30, 1, 1} 61.25 10.83

9 diag {40, 30, 120, 100} diag {1.5, 30, 1.5, 30, 1, 1} 72.5 10.83

10 diag {60, 40, 150, 125} diag {1.5, 30, 1.5, 30, 1, 1} 93.75 10.83

at the current state x (t) . The goal of the experiment is to indirectly regulate the roaming

to a neighborhood of radius rgoal = 0.5 m of the desired location zg = [−2, 0]T m. The

selected initial conditions and parameters are provided in Table 5-2.

A survey of ten experiments was performed where different combinations of penalty

weights for the state and policy, Qx and R (shown in Table 5-3) are used, while other

parameters remained constant between experiments. Norms of the initial concatenated

state and regulation error; the total root-mean square (RMS) values of the norms of

the concatenated state x, regulation error ez, and applied input u; the total cost; and

time-to-completion (TTC) are calculated and tabulated in Table 5-4.
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Table 5-4. The results for the survey of ten experiments with varying state and input
penalty weights.

Experiment Concatenated State Regulation Error Concatenated State Regulation Error Applied Input Total Cost TTC
Initial Norm Initial Norm Total RMS Total RMS Total RMS
‖x (0)‖ (m) ‖ez (0)‖ (m) ‖x‖RMS (m) ‖ez‖RMS (m) ‖u‖RMS

(
m
sec

) (
×103

)
(sec)

1 3.973 3.861 3.084 3.043 0.284 20.51 20.60

2 4.026 3.801 3.178 3.102 0.332 26.34 19.07

3 4.403 4.252 3.529 3.476 0.336 26.28 19.31

4 4.363 4.293 3.584 3.561 0.309 30.12 21.35

5 4.455 4.343 3.540 3.499 0.314 28.97 19.19

6 4.367 4.307 3.551 3.531 0.255 39.39 24.87

7 4.285 4.223 3.398 3.368 0.284 35.23 18.34

8 4.372 4.197 3.442 3.379 0.296 49.22 21.39

9 3.973 3.798 3.100 3.027 0.273 37.73 17.95

10 3.930 3.544 2.980 2.844 0.302 66.57 19.49

5.5.1 Discussion

Experiment results are provided in Table 5-4. To display part of the experimental

trials, two runs (experiments two and nine), containing vastly different penalty weights

and different trajectories, were selected to show the performance of the developed

strategy. The concatenated state norm, ‖x (t)‖ , the regulation error norm, ‖ez (t)‖ , and

the phase-space portrait for experiments two and nine are shown in Figures 5-4-5-5,

respectively. Figures 5-4a and 5-4b show that the norms of the concatenated state and

regulation error for experiment two decrease until the roaming agent is regulated to a

neighborhood of the goal location (i.e, ‖ez (t)‖ ≤ rgoal). The trajectories of the influencing

and roaming agents are shown in Figure 5-4c. Specifically, the influencing agent moves

toward the roaming agent to guide it toward the goal location zg. When the influencing

agent approached the roaming agent, the roaming agent moves in the direction of the

goal. However, as the roaming agent begins to drift in a wrong direction, the influencing

agent adjusts its trajectory to regulate the roaming back in the direction of the goal

location.

To show the performance of the agents under different state and input penalty

weights, Figure 5-5, shows similar metrics as in Figure 5-4. Specifically, the norms of
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the concatenated state x (t) and regulation error ez (t) for experiment nine are displayed

in Figures 5-5a and 5-5b; showing that the total state and regulation error decrease

for experiment nine as the roaming agent is regulated to a neighborhood of the goal.

Figure 5-5c shows the phase-space portrait for both agents. Compared to Figure 5-4c,

Figure 5-5c shows that different state and input penalty weights have an effect of how

the agents will interact. Moreover, in experiment nine, the influencing agent still achieves

the objective of regulating the roaming agent to a neighborhood of the zg.

Table 5-3 shows the selected state and input penalty weights for each experiment,

while the results are shown in Table 5-4. Specifically, Table 5-4 shows the effect of the

system penalty weights and initial setup on the system performance, including: the

concatenated state, regulation error, and applied input total RMS values; total cost;

and TTC. Moreover, Table 5-4 shows that when the state penalty weights are kept

constant, but the input penalty weights are increased, then the total RMS values for

the applied input decrease. But, when the state penalty weight is increased, the total

RMS values of the concatenated state and regulation error decrease. Moreover, as

the penalty weights are increased, the total cost is increased because the influencing

agent’s actions and the states of both agents are being penalized more. Finally, due to

the complex environment, the roaming agent was affected by factors such as varying

friction; hence, the TTC was greatly affected between experiments.

5.6 Concluding Remarks

An indirect regulation problem is investigated for a roaming agent being directed

by an influencing agent via interaction dynamics. To estimate the uncertainties in the

roaming and influencing agent dynamics, a data-based estimator, which relaxes the PE

condition, is used. The problem is posed as an infinite-horizon optimal control problem

and a local StaF-based ADP method is used to approximate the optimal value function

and controller. UUB convergence is shown via a Lyapunov stability analysis for the
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(a) Concatenated state norm. (b) Regulation error norm.

(c) Phase-space portrait.

Figure 5-4. The (a) concatenated state norm, ‖x (t)‖ , and (b) regulation error norm,
‖ez (t)‖ , converge toward zero. The (c) phase-space portrait shows the
trajectories of the roaming and influencing agents, where the influencing
agent (blue diamonds) regulates the roaming agent (red stars) to a
neighborhood (rgoal = 0.5 m) of goal location (black star). The initial
influencing agent condition is given by the blue triangle and the initial
roaming agent condition is given by the red triangle.
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(a) Concatenated state norm. (b) Regulation error norm.

(c) Phase-space portrait.

Figure 5-5. The (a) concatenated state norm, ‖x (t)‖ , (b) regulation error norm, ‖ez (t)‖ ,
and (c) phase-space portrait for experiment nine. In Figure 5-5c, the
influencing agent (blue diamonds) regulates the roaming agent (red stars) to
a neighborhood (rgoal = 0.5 m) of goal location (black star). The initial
influencing agent condition is given by the blue triangle and the initial
roaming agent condition is given by the red triangle.
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closed-loop error system. Simulation results in addition to experimental results for two-

state influencing and roaming agents are included, which illustrate the performance of

the developed method. Motivated by simplifying the strategy and possibly consider worst

case client agent dynamics, the next chapter formulates the problem as a differential

game.
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CHAPTER 6
APPROXIMATE OPTIMAL INFLUENCE OVER AN AGENT: A GAME-BASED

APPROACH

In this chapter, an approximately optimal regulation problem consisting of a single

influencing agent and client agent is considered. The goal of the influencing agent is

to intercept and then regulate the roaming agent to a desired location unknown to the

roaming agent. Two error systems are designed such that the influencing agent first

tracks and then steers the client agent to a desired location. The problem is formulated

as a differential game where the client agent’s worst case disturbing policy and the

influencing agents optimal policy are estimated via ADP. The computationally efficient

StaF kernel method is used to generate forward-in-time approximations of the policies,

and a Lyapunov-based stability is included to show stability of the overall system.

Simulation results demonstrate the performance of the developed method.

6.1 Problem Formulation

Consider a roaming agent governed by the drift dynamics

ż (t) = f (z (t) , η (t) , t) , (6–1)

where z : Rt≥t0 → Rn is the roaming agent state, η : Rt≥t0 → Rn denotes the influencing

agent state, t0 ∈ R≥0 is the initial time, and f : Rn × Rn × Rt≥t0 → Rn denotes

the unknown drift dynamics which are locally Lipschitz in the states and continuous

in t. The roaming agent dynamics in (6–1) are assumed to satisfy Assumption 5.2.

The objective is for the influencing agent to regulate the roaming agent to some goal

location, given by zg ∈ Rn, which is unknown to the roaming agent. Since (6–1) is not

directly controlled, a controlled pursuing agent governed by the dynamics in (5–2) with

control input of dimension mη = m is used to influence the roaming agent through an

indirect interaction.
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To facilitate the objective, two errors, e1, e2 : R≥t0 → Rn, are defined as

e1 (t) , z (t)− η (t) , (6–2)

e2 (t) , (η (t)− zg)− k1 (z (t)− zg) , (6–3)

where k1 ∈ R>1 is a gain. The error in (6–2) is used to quantify the influencing agent’s

ability to intercept the roaming agent, while (6–3) quantifies its ability to steer the target

to the goal location. Let x (t) ,
[
eT1 (t) , eT2 (t)

]T ∈ R2n denote the concatenated state

vector, and define the mappings s1, s2 : R2n → Rn as s1 (x (t)) , 1
(1−k1)

(e1 (t) + e2 (t))+zg,

and s2 (x (t)) , 1
(1−k1)

(k1e1 (t) + e2 (t)) + zg. Using (6–2)-(6–3), and the mappings s1 and

s2, the roaming and influencing agent states are represented in terms of the errors as

z (t) = s1 (x (t)) and η (t) = s2 (x (t)) , respectively. The roaming agent dynamics in (6–1)

are not directly controlled and are non-autonomous. Thus, to facilitate the following

development, (6–1) can be rewritten as

ż (t) = ∆f (x (t)) + d (t) , (6–4)

where d : R≥t0 → Rn represents the roaming agent’s unknown disturbing input, and

∆f : R2n → Rn denotes the unknown roaming agent’s residual interaction drift dynamics.

Remark 6.1. For simplicity and to keep in line with previous literature, ∆f (x (t)) can be

absorbed into d (t) where (6–4) can be represented ż (t) = d̄ (t). Hence, these can be

defined dynamics as the worst-case dynamics for the roaming agent.

Taking the time-derivative of (6–2) and (6–3), substituting in (5–2) and (6–4), and

using the definitions for s1, and s2 yields

ẋ (t) = F (x (t)) +G (x (t))u (t) +Kd (t) , (6–5)
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where F : R2n → R2n, G : R2n → R2n×m, K ∈ R2n×n are defined as

F (x (t)) ,

 ∆f (x (t))− h (s1 (x (t)) , s2 (x (t)))

h (s1 (x (t)) , s2 (x (t)))− k1∆f (x (t))

 ,
G (x (t)) ,

[
−g (s2 (x (t)))T , g (s2 (x (t)))T

]T
, and K , [In, −k1In]T , respectively.

6.1.1 Optimal Control Development

Given the error system in (6–5), the goal is to find u (t) and d (t) that optimize the

cost functional

J (x, u, d) ,
ˆ ∞
t0

r (x (τ) , u (τ) , d (t)) dτ, (6–6)

subject to the dynamics in (6–5). In (6–6), r : R2n × Rm × Rn → R≥0 is the instantaneous

cost defined as r (x, u, d) , Q (x)+uTRu−γ2dTd, where Q : R2n → R≥0 is a user-defined

PD function which satisfies q ‖x‖2 ≤ Q (x) ≤ q ‖x‖2 for all x ∈ R2n, where q, q ∈ R>0,

R ∈ Rm×m is a PD symmetric weight matrix, and γ ∈ R>0 is a constant gain.

The optimal value function, denoted by V ∗ : R2n → R≥0, is expressed as

V ∗ (x (t)) , min
u(τ)

max
d(τ)

ˆ ∞
t

r (x (τ) , u (τ) , d (τ)) dτ,

for τ ∈ R≥t, and is characterized by the HJI equation given by

0 = r (x (t) , u∗ (x (t)) , d∗ (x (t))) +∇V ∗ (x (t))F (x (t))

+∇V ∗ (x (t)) (G (x (t))u∗ (x (t)) +Kd∗ (x (t))) , (6–7)

for all t ∈ R≥t0 with V ∗ (0) = 0 [112–115]. Given a solution V ∗ (x) ≥ 0 to (6–7), the

associated optimal influencing agent input policy u∗ : R2n → Rm and worst-case roaming

agent disturbing policy d∗ : R2n → Rn are determined from (6–7) as

u∗ (x) = −1

2
R−1G (x)T (∇V ∗ (x))T , (6–8)
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and

d∗ (x) =
1

2γ2
KT (∇V ∗ (x))T , (6–9)

respectively.

6.2 Approximate Optimal Control

6.2.1 System Identification

The HJI in (6–7) requires knowledge of the roaming and influencing agent drift

dynamics. Using the universal function approximation property [97], on any compact

set χ ⊂ R2n, the functions k1∆f (x (t)) and h (s1 (x (t)) , s2 (x (t))) in (6–5) can be

represented as k1∆f (x (t)) = θTz Sz (x (t)) + εz (x (t)) , and h (s1 (x (t)) , s2 (x (t))) =

θTη Sη (x (t)) + εη (x (t)) , respectively, where θj ∈ Rpj×n is the unknown weight matrix,

Sj : R2n → Rpj is the known basis function, and εj : R2n → Rn is the function

approximation error where j = {z, η} is the index referring to which dynamics each

quantity belongs to.1

To further facilitate the development, the function F (x (t)) in (6–5) can be represen-

ted as

F (x (t)) = LΛ
(
θT
)
S (x (t)) + Lε (x (t)) ,

where L ,

 1
k1
In, −In

−In In

 , θ ,
[
θTz , θ

T
η

]T ∈ R(pz+pη)×n denotes the combined unknown

weights, S (x (t)) ,
[
STz (x (t)) , STη (x (t))

]T ∈ Rpz+pη the combined known basis,

ε (x (t)) ,
[
εTz (x (t)) , εTη (x (t))

]T ∈ R2n the combined function approximation errors, and

the mapping Λ : R(pz+pz)×n → R2n×(pz+pη) is defined as Λ
(
θT
)
,

 θTz 0n×pη

0n×pz θTη

 . The

NN weights θ, basis S (x) , and function approximation error ε (x) are assumed to satisfy

Assumption 5.3.

1 If ∆f (x (t)) is absorbed into d (t) according to Remark 6.1, then θTz Sz (x (t)) +
εz (x (t)) = 0n×1 and there is no need to estimate θz.
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Using an estimate θ̂ ∈ R(pη+pz)×n, the drift dynamics are approximated as

F̂θ

(
x (t) , θ̂

)
= LΛ

(
θ̂T (t)

)
S (x (t)) . To facilitate the use of adaptive methods in this

section to identify the uncertainties in F (x (t)) , the following assumptions are required.

Assumption 6.1. There is exist a constant d ∈ R>0 such that the roaming agent’s

unknown disturbing input d (t) in (6–5) is bound as ‖d (t)‖ ≤ d.2

Assumption 6.2. [1, 18]. A known a priori compact set Θ ⊂ Rpη+pz contains the

unknown weight matrix θ. The weight estimates θ̂ : R≥t0 → R(pη+pz)×n are updated based

on a switched update law
˙̂
θ (t) = Fs

(
θ̂ (t) , t

)
, (6–10)

with θ̂ (t0) ⊂ Θ. In (6–10),
{
Fs : R(pz+pη)×n × R≥t0 → R(pz+pη)×n}

s∈Z>0
denotes a family

of continuously differentiable functions and s ∈ Z>0 denotes the switching index, which

ensure that
∥∥∥θ − θ̂ (t)

∥∥∥ ≤ Bθ ∈ R≥0.
3 There exists a function Vθ : R(pη+pz)n × R≥t0 → R≥0

such that

vθ

(∥∥∥θ̃∥∥∥2
)
≤ Vθ

(
θ̃, t
)
≤ vθ

(∥∥∥θ̃∥∥∥2
)
, (6–11)

∂Vθ

(
θ̃, t
)

∂θ̃

(
−Fs

(
θ̃, t
))

+
∂Vθ

(
θ̃, t
)

∂t
≤ −Kθ

∥∥∥θ̃∥∥∥2

+Dθ

∥∥∥θ̃∥∥∥ , (6–12)

for all t ∈ R≥t0 , s ∈ N, and θ̃ (t) ∈ R(pz+pη)×n, where θ̃ (t) , θ − θ̂ (t) , vθ, vθ : R≥0 → R≥0

are class K functions, Kθ ∈ R>0 is an adjustable parameter, and Dθ ∈ R≥0 is a constant,

and the ratio Dθ
Kθ

is sufficiently small.

Remark 6.2. Various methods can be used to satisfy Assumption 6.2 (cf., [58, 81,

84, 99, 100, 117, 118]). If CL approaches, such as those in [58, 109, 117, 118], are

used, and ∆f (f (x)) is also being estimated, then the constant Dθ will depend on

2 Assumption 6.1 is included to facilitate the use of Assumption 6.2.

3 A projection algorithm can be used to ensure the estimates remain bounded, see
Remark 3.6 or Section 4.4 in [116] for details of the projection operator.
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the number of basis used for function approximation. Hence, as data is gathered,

purging techniques such as [81] can be used to reduce Dθ. Moreover, for methods

such as [58, 109, 117, 118] the stability analysis is divided into disjoint time-intervals:

one before learning is achieved and one afterwards. A common Lyapunov function

is then used to prove exponential convergence t ∈ R≥t0. Appendix B.1 provides a

supplementary proof of a data-based update law which satisfies Assumption 6.2.

6.2.2 Value Function Approximation

Similar to Chapters 4 and 5, the unknown value function V ∗ (x) is approximated via

computationally efficient StaF kernels centered around x ∈ χ ⊂ R2n [1, 96]. The value

function, optimal influencing agent policy, and worst-case roaming agent disturbing

policy are

V ∗ (y) = W (x)T σ (y, c (x)) + εv (x, y) , (6–13)

u∗ (y) = −R
−1GT (y)

2

(
∇σ (y, c (x))T W (x) + εW (x, y)T

)
, (6–14)

and

d∗ (y) =
KT

2γ2

(
∇σ (y, c (x))T W (x) + εTW (x, y)

)
, (6–15)

respectively, where W : χ → RP , σ : χ × χ → RP , and εv : χ × χ → R are defined

in Chapters 4 and 5, and εW (x, y) , σ (y, c (x))T ∇W (x) + ∇εv (x, y) . Moreover, the

approximate value function V̂ : R3n × R3n × RP → R is expressed as V̂
(
y, x, Ŵc

)
=

Ŵ T
c σ (y, c (x)) , and approximate influencing and roaming agent policies û : R2n × R2n ×

RP → Rm and d̂ : R2n × R2n × RP → Rn are expressed as

û
(
y, x, Ŵa

)
= −R

−1GT (y)

2
∇σ (y, c (x))T Ŵa, (6–16)

d̂
(
y, x, Ŵd

)
=
KT

2γ2
∇σ (y, c (x))T Ŵd, (6–17)

where Ŵc, Ŵa, Ŵd ∈ RP denote the critic, actor, and disturbance NN weight estimates,

respectively. When V̂ , (6–16), (6–17), along with the estimates θ̂ are substituted into

(6–7), the BE δ : R2n × R2n × RP × RP × RP × R(pz+pη)×n → R is
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δ
(
y, x, θ̂, Ŵc, Ŵa, Ŵd

)
= ∇V̂

(
y, x, Ŵc

)(
Fθ

(
y, θ̂
)

+G (y) û
(
y, x, Ŵa

)
+Kd̂

(
y, x, Ŵd

))
+r
(
y, û

(
y, x, Ŵa

)
, d̂
(
y, x, Ŵd

))
, (6–18)

where Fθ
(
y, θ̂
)

= LΛ
(
θ̂T
)
S (y) .

6.2.3 Online Learning

Using the approach in Chapter 5, the BE in (6–18) is evaluated at the values y =

x (t) (i.e. the current state), such that δt (t) , δ
(
x (t) , x (t) , θ̂ (t) , Ŵc (t) , Ŵa (t) , Ŵd (t)

)
.

Likewise, the input which the roaming agent utilizes as u (t) = û
(
x (t) , x (t) , Ŵa (t)

)
,

while the instantaneous approximate worst-case roaming agent disturbing po-

licy input is given as d̂ (t) = d̂
(
x (t) , x (t) , Ŵd (t)

)
. In addition, sets of functi-

ons {xi : R2n × R≥t0 → R2n}Ni=1 are selected by the critic such that xi (x (t) , t) ∈

Br (x (t)), and the BE and policies are evaluated at y = xi (x (t) , t) as δti (t) ,

δ
(
xi (x (t) , t) , x (t) , θ̂ (t) , Ŵc (t) , Ŵa (t) , Ŵd (t)

)
, ûi (t) = û

(
xi (x (t) , t) , x (t) , Ŵa (t)

)
,

and d̂i (t) = d̂
(
xi (x (t) , t) , x (t) , Ŵd (t)

)
, respectively.

The critic aims to find a set of weights that minimize the BE and is updated accor-

ding to the modified update laws

˙̂
Wc (t) = −Γc (t)

kc1
N + 1

ω (t)

ρ (t)
δt (t)− Γc (t)

kc2
N + 1

N∑
i=1

ωi (t)

ρi (t)
δti (t) , (6–19)

Γ̇c (t) = βcΓc (t)− Γc (t)
kc1

N + 1

ω (t)ωT (t)

ρ2 (t)
Γc (t)− Γc (t)

kc2
N + 1

N∑
i=1

ωi (t)ω
T
i (t)

ρ2
i (t)

Γc (t) ,

(6–20)

with λmin {Γc (t0)} > 0, where ρ (t) ,
√

1 + γ1ωT (t)ω (t), ρi (t) ,
√

1 + γ1ωTi (t)ωi (t), and

kc1, kc2, γ1, βc ∈ R>0 are learning gains,
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ω (t) = ∇σ (x (t) , c (x (t)))
(
Fθ
(
x (t) , θ̂ (t)

)
+G (x (t)) û

(
x (t) , x (t) , Ŵa (t)

)
+Kd̂

(
x (t) , x (t) , Ŵd (t)

))
,

and ωi (t) = ∇σi
(
Fθi +Giûi +Kid̂i

)
with Ki = K since K is constant.4 ,5 Similar

to Chapter 5, the states x and xi in this chapter are assumed to satisfy Assumption

4.5 where ωk and N are substituted with ωi and N + 1, respectively (i.e., ωk = ωi and

N = N + 1). Using Assumption 4.5, along with the initial condition of Γc (t) , it can shown

that ΓcIP ≤ Γc (t) ≤ ΓcIP , where Γc,Γc ∈ R>0 are constant bounds [1]. To provide

weight estimates for (6–16) and (6–17), the actor and disturbance weight estimates are

updated to follow the critic weight estimate as

˙̂
Wa (t) = proj

{
−Kaka1

(
Ŵa (t)− Ŵc (t)

)}
, (6–21)

˙̂
Wd (t) = proj

{
−Kdkd1

(
Ŵd (t)− Ŵc (t)

)}
, (6–22)

where ka1, kd1 ∈ R≥0 are learning gains, and Ka, Kd ∈ RP×P are positive-definite

symmetric matrices.

6.3 Stability Analysis

To facilitate the following stability analysis, define a closed ball of radius ζ centered

at the origin as Bζ ⊂ R2n+(pη+pz)n+2P . To further aid in the subsequent stability analysis,

let ZL ,

[
xT , W̃ T

c , W̃
T
a , W̃

T
d , vec

(
θ̃
)T]T

, where (̃·) is defined in Section 2.1. Further-

more, using (6–18) along with (6–7) and (6–14)-(6–17), the BE δt (t) and extrapolated

4 Similar to Chapter 5, the notation φi denotes φi , φ (xi (t) , · · · ) for an arbitrary
function φ (see Section 5.2.3).

5 Compared to previous chapters, the update laws in (6–19) and (6–20) are normali-
zed by N + 1, which results in a smaller residual bound in the stability analysis.
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BEs δti (t) are expressed analytically as δt = −ωT W̃c + 1
4
W̃ T
a GσW̃a − 1

4
W̃ T
d KσW̃d −

W T∇σF̃ +∆, and δti = −ωTi W̃c+ 1
4
W̃ T
a GσiW̃a− 1

4
W̃ T
d KσiW̃d−W T∇σiF̃i+∆i, respectively,

where F̃ , Fθ

(
x, θ̃
)
, F̃i , Fθ

(
xi, θ̃

)
, and the functions ∆,∆i are uniformly bounded

over χ such that the ‖∆‖ and ‖∆i‖ decrease with decreasing ‖∇W‖, ‖∇εv‖, ‖∇εv,i‖,

‖ε‖, and ‖εi‖. ,6

Assumption 6.3. [119]. The gradient ∇V ∗ (x) is bounded such that ‖∇V ∗ (x)‖ ≤ α ‖x‖ ,

for all x ∈ R2n where α ∈ R>0 is a constant.

Remark 6.3. Compared to results such as [20, 120, 121] which assume ∇V ∗ (x) is

bounded by a constant such as ‖∇V ∗ (x)‖ ≤ α, Assumption 6.3 is a less restrictive in

that it does not limit the growth of ‖∇V ∗ (x)‖ . Remark A.1 in Appendix A.4 discusses

how the sufficient conditions in (6–23) and the constant ι change when the ‖∇V ∗ (x)‖ ≤

α is assumed. Specifically, the constant ι is larger because the constant ιx ∈ R>0

defined in the appendix can not be reduced by the selection of Q with a large q.

Theorem 6.1. Provided Assumptions 4.5, 5.2, 5.3, and 6.1-6.3 are satisfied and the

following sufficient conditions hold

q ≥ α2‖Kγ −GR‖
2

, c ≥ ka1 + kd1 + ϕcθ
kc2

, Kθ ≥ ϕcθ, (6–23)

√
ι

κ
≤ v−1

l (vl (ζ)) , (6–24)

with c, ϕcθ, κ, ι ∈ R>0 defined in Appendix A.4, then the policies in (6–16) and (6–17)

along with the update laws in (6–19)-(6–22) for the system in (6–5) ensure that the state

ZL, and approximate policies u (t) , d̂ (t) remain UUB.

6 The functions Kσ and Kγ are defined as Kσ , ∇σKγ∇σT and Kγ , 1
γ2KK

T , re-
spectively, while Gσ and GR are defined in Chapter 5.
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Proof. Consider the Lyapunov function candidate VL : R2n+2P+(pη+pz)n × R≥t0 → R≥0

defined as

VL (ZL, t) , V ∗ (x) +
1

2
W̃ T
c Γ−1

c (t) W̃c +
1

2
W̃ T
a K

−1
a W̃a +

1

2
W̃ T
d K

−1
d W̃d + Vθ

(
θ̃, t
)
, (6–25)

which can be bounded by class K functions vl, vl : R→ R≥0 as

vl (‖ZL‖) ≤ VL (ZL, t) ≤ vl (‖ZL‖) (6–26)

for all ZL ∈ R2n+2P+n(pz+pη) and t ∈ R≥t0 . Taking the time-derivative of (6–25) along the

system trajectory results in

V̇L (ZL, t) = ∇V ∗
(
F +Gû+Kd̂

)
+ V̇θ

(
θ̃, t
)

+ W̃ T
c Γ−1

c

(
Ẇ − ˙̂

Wc

)
− 1

2
W̃ T
c

(
Γ−1
c Γ̇cΓ

−1
c

)
W̃c + W̃ T

a K
−1
a

(
Ẇ − ˙̂

Wa

)
+ W̃ T

d K
−1
d

(
Ẇ − ˙̂

Wd

)
.

Substituting (6–7), (6–8)-(6–9), and (6–16)-(6–22), then using Assumptions 4.5, 5.3,

6.2, 6.3, and along with the fact that
∥∥∥F̃θ∥∥∥ ≤ λmax {L}S

∥∥∥θ̃∥∥∥ , and
∥∥∥ ω
ρ2

∥∥∥ ≤ 1
2
√
γc
, and finally

applying the sufficient gain conditions in (6–23) yields

V̇L (ZL, t) ≤ −κ ‖ZL‖2 −
(
κ ‖ZL‖2 − ι

)
,

and V̇L (ZL, t) ≤ −κ ‖ZL‖2 , ∀ ‖ZL‖ ≥
√

ι
κ

follows. Then, using (6–24), (6–26), [104,

Theorem 4.18] is invoked to conclude that ZL is uniformly ultimately bounded such that

lim supt→∞ ‖ZL (t)‖ ≤ v−1
l

(
vl
(√

ι
κ

))
. Since ZL ∈ L∞, then W̃c, W̃a, W̃d, θ̃, and x ∈ L∞

and therefore u, d̂ ∈ L∞. Since x ∈ L∞, W (x) ∈ L∞, and from (6–2) and (6–3)

e1, e2 ∈ L∞; hence (z − zg) ∈ L∞ follows.

Remark 6.4. The sufficient conditions in (6–23) can be satisfied by selecting a function

Q with large q, selecting the gains Kd, Ka, R with large minimum eigenvalues, and by

increasing the gains k1, kc2, and γ. In addition, selecting extrapolation points xi (x (t) , t)

so that c is large will also aid in (6–23) being satisfied.
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6.4 Simulation

6.4.1 Unknown Roaming Agent Basis

To demonstrate the developed method, a simulation is performed for the roaming

agent in (6–1) with z : R≥0 → R2, where

f (s1 (x (t)) , s2 (x (t))) = AΦ1 (x (t)) +BΦ2 (x (t)) , (6–27)

Φ1 (x (t)) , e1 (t) exp
(
−‖e1(t)‖2

2

)
, Φ2 (x (t)) , eg (t) exp

(
−‖eg(t)‖2

2σ2

)
, where

A =

 1.5 −0.6

0.75 1.5

 B =

 0.1 −1

1.2 0.05

 , σ = 0.5, and eg (t) , z (t) − zg is

the regulation error. Without a loss of generality, the influencing agent dynamics in

(5–2) are selected to evolve with h (z (t) , η (t)) = 02×1, g (η (t)) = I2, respectively.

For parameter identification the basis functions are selected as Sη (x (t)) = e1 (t)

and Sz (x (t)) = tanh
(
V T
z x
)
, where Vz ∈ R4×5 is a constant weight matrix.7 The

StaF basis is selected as σ (x, c (x)) = [σ1 (x, c1 (x)) , . . . , σ5 (x, c7 (x))]T , where

σi (x (t) , ci (x (t))) = xT (t) (x (t) + 0.005ν (x (t)) di) , ν (x (t)) = xT x
(1+xT x)

, and di are

the vertices of a 4-simplex. To perform BE extrapolation, a single trajectory xi (x (t) , t)

is selected at random from a uniform distribution over a 0.1ν (x (t)) × 0.1ν (x (t)) square

centered at the current state x (t) . The ICL approach in [55, 109] was used to perform

system identification and satisfy Assumption 6.2. The selected initial conditions and

parameters are provided in Table 6-1 and the results are shown in Figures 6-1-6-4.

Discussion

Figure 6-1a shows that the concatenated state x (t) converges to the origin, and

hence the roaming agent is regulated to the goal location zg, as shown in Figure 6-1b.

Figures 6-1c and 6-1d show that the influencing agent control policy and approximated

7 Since the ideal basis to identify the roaming agent dynamics is not exactly known,
there is a function approximation error εz (x (t)) associated with this approximation.
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Table 6-1. Simulation initial conditions and parameters.
Initial conditions at t0 = 0

z (0) = [−3.0, 2.0]T , η (0) = [0, 0.5]T , zg = [0,−0.5]T ,

Ŵc (0) = 1× 15×1, Ŵa (0) = 0.75× 15×1, Ŵd (0) = 0.7× 15×1,

Γc (0) = 0.05I5, θ̂ (0) = U [−2, 3]× 17×2, Vz = U [−10, 10]× 15×2.

Penalizing parameters

Q (x) = xTQxx+
(

max
{

0, ‖e1 (t)‖2 − r2
a

})2
+
(

max
{

0, ‖eg (t)‖2 − r2
a

})2
,

Qx = diag {1, 1, 3, 3} , R = 5I2, γ = 3, k2 = 1.4, ra = 0.02.

Gains and parameters for ADP update laws
kc1 = 0.001, kc2 = 0.75, ka1 = 0.5, kd1 = 0.5, γ1 = 0.005,

βc = 0.001, Ka = I5, Kd = I5, N = 1.

(a) State. (b) Regulation error.

(c) Influencing agent policy. (d) Approximate roaming agent disturbing policy.

Figure 6-1. The concatenated state x (t) , influencing agent policy u (t) , and
approximate roaming agent disturbing policy d̂ (t) all converge to the origin.
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(a) System ID weight estimates. (b) Critic weight estimates.

(c) Actor weight estimates. (d) Disturbance weight estimates.

Figure 6-2. The critic Ŵc (t), actor Ŵa (t), disturbance Ŵd (t) StaF weight estimates, and
system parameters θ̂ (t) remain bounded.

roaming agent disturbing policy remain bounded and converge once the roaming agent

is regulated to the desired location. Figure 6-2a shows that the system parameter

estimates converge to constant values. The influencing agent is approximated with

a known basis, i.e. the true weights are θη = 0n×n, and Figure 6-2a shows that the

estimates θ̂η converge to the ideal values. However, the roaming agent is approximated

with an unknown basis; hence, the estimates can only be said to be bounded and

converge to steady-state values. Figures 6-2b-6-2d show that the critic, actor, and

disturbance weight estimates remain bounded. The optimal StaF weights are unknown;

thus, the estimates cannot be compared to their ideal values. The positions of the

influencing and roaming agents are shown in Figures 6-3 and 6-4. The roaming agent

is not motivated to go to the desired location zg. Because the influencing agent starts
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Figure 6-3. Positions of the influencing and roaming agents. The influencing agent (blue
diamond) intercepts and drives the roaming agent (red asterisk) to the
desired state (black star). The initial condition for the influencing agent is
given by the blue triangle and the initial condition for the roaming agent is
given by the red triangle.

approaching the roaming agent, the roaming agent starts moving away. The influencing

agent then begins to chase the roaming agent and steers it toward zg. Because the

roaming agent first passes zg, the influencing agent travels on the outside edge of the

roaming agent to steer it back in the direction of zg.

6.4.2 Roaming Agent Partially Known Basis and Worst-case Dynamics

To further demonstrate the result, two additional simulations were performed using

the same gain conditions and dynamics in Section 6.4.1, where in one simulation

the basis for system identification for roaming agents was partially known and set as

Sz (x (t)) = Φ2 (x (t)) , while in the other simulation the worst-case roaming agent

dynamics as discussed in Remark 6.1. The influencing agent dynamics remained the

same as in Section 6.4.1. Then, the total cost, and the instantaneous norms of the

concatenated state x (t) , the regulation error eg (t) , the influencing agent input u (t) ,
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Figure 6-4. Sampled positions of the influencing and roaming agents. The influencing
agent (blue diamond) intercepts and drives the roaming agent (red asterisk)
to the desired state (black star).

and estimated roaming agent disturbing input d̂ (t) were calculated then plotted and

shown in Figure 6-5. In addition, the total cost and total RMS values for the norms of the

state, denoted by ‖x‖RMS, the error, denoted by ‖eg‖RMS, input, denoted by‖u‖RMS, and

approximate target input, denoted by
∥∥∥d̂∥∥∥

RMS
, are calculated and tabulated in Table 6-2.

Discussion

Comparing simulations performed with an unknown roaming basis, a partially

known roaming basis, and a worst-case roaming dynamics, the results are shown in

Figures 6-5a-6-5d and Table 6-2. Figures 6-5a and 6-5b show that the norms of the

simulation using the worst-case roaming dynamics stated in Remark 6.1 results in the

lowest state, x (t), and error, eg (t), norms over the course of the simulation. While the

simulations where the basis for the roaming residual dynamics where unknown resulted

130



(a) Norm of the state x (t). (b) Norm of the error eg (t).

(c) Norm of the input u (t). (d) Norm of the estimated policy d̂ (t).

(e) Total cost comparison

Figure 6-5. Comparison of the norms for concatenated state x (t), regulation error eg (t),
influencing agent policy u (t), and approximate roaming agent disturbing
policy d̂ (t), and total cost for the simulations in Sections 6.4.1,and 6.4.2.
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Table 6-2. The total RMS values and total costs for each case study for the roaming
agent dynamics in Sections 6.4.1 and 6.4.2.

Simulation

Partially Known Basis Unknown Basis Worst-case Dynamics

Total Cost 737.70 758.10 614.70

‖x‖RMS 0.39 0.42 0.36

‖eg‖RMS 0.81 0.82 0.69

‖u‖RMS 0.43 0.42 0.49∥∥∥d̂∥∥∥
RMS

0.28 0.28 0.31

in the highest norms. This is further supported by Table 6-2, where the total RMS values

are ‖x‖RMS = 0.36 for the state x (t), and ‖eg‖RMS = 0.69 for the error eg (t) , when

assuming the worst-case roaming dynamics. However, when considering a completely

unknown basis for the roaming agent, the total RMS values for the norm of the state is

‖x‖RMS = 0.42 and the norm of the regulation error is ‖eg‖RMS = 0.82. When partial

information is consider about the roaming (i.e., the basis used for system identification

is partially known), the total RMS values for the norms of the concatenated state x (t)

and error eg (t) lie between those of the previously mentioned cases, with values of

‖x‖RMS = 0.39 and ‖eg‖RMS = 0.81, respectively. However, when looking at the norms

of the influencing agent policy u (t) and estimated roaming agent disturbing policy d̂ (t) ,

in Figures 6-5c and 6-5d, and the total RMS values in Table 6-2, an inverse relationship

is seen. Specifically when the worst-case dynamics are considered, the RMS values

‖u‖RMS and
∥∥∥d̂∥∥∥

RMS
are the highest at 0.49 and 0.31, respectively. When compared to

the case when the roaming agent basis is assumed to be unknown, the RMS values

are the lowest at ‖u‖RMS = 0.42 and
∥∥∥d̂∥∥∥

RMS
= 0.28. This is because when the basis

used to approximate the roaming agent dynamics is unknown, the system identification

approach from [55, 109] and [109] compensates for some of the uncertainties and the

influencing agent. Based on these estimates, the influencing agent does not command

a high control effort to regulate the roaming agent. The effect of each assumption on
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the knowledge of the roaming agent dynamics is further shown in Figure 6-5e, where

the total costs are compared for each case in Sections 6.4.1 and 6.4.2. Specifically, it

is shown that when the worst-case dynamics are assumed, the total cost is the lowest

at 614.70; when the roaming agent basis is unknown, the total cost is the highest at

758.10; and when the roaming agent basis is partially known, the cost is in between

the previously two mentioned costs at 737.70. When the worst-case roaming agent

dynamics are considered, the influencing agent aims to regulate the roaming agent to zg

as quickly as possible.

6.4.3 Noisy Roaming Agent Dynamics

A simulation was also performed where the roaming agent dynamics in Section

6.4.1 are modified such Φ1 (x (t)) , e1 (t) exp
(
−‖e1(t)‖2

2

)
+ er (t) exp (ωr (t)) , where

er (t) , [e1,1 (t) eg,1 (t) , e1,2 (t) eg,2 (t)]T and at each time instance ωr (t) is selected from

U [−7, 0] 11×1. Compared to the first three simulations, the roaming agent dynamics are

now prone to noise. the constant γ was changed to γ = 4 and the simulation parameters

are the same as those in Section 6.4.1. The results are displayed in Figures 6-6 and

6-8. A similar case-study to Section 6.4.2 is performed where the total cost, and total

RMS values of the norms of the state x (t) , the error eg (t) , the influencing agent input

u (t) , and approximate roaming agent disturbing policy input d̂ (t) were calculated

for the three different cases: when the roaming agent’s basis is completely unknown

and Sz (x (t)) = tanh
(
V T
z x
)

is used, when a partially known basis is assumed and

set as Sz (x (t)) = Φ2 (x (t)) , and when the worst-case dynamics are assumed (i.e.

∆f (x (t)) = 02×1). The results are shown in Figure 6-9 and Table 6-3.

Discussion

Figure 6-6a and Figure 6-6b show that the concatenated state x (t) , the regulation

error eg (t) converge to zero. In addition, the influencing agent policy u (t) and estimated

roaming agent disturbing policy d̂ (t) are shown to converge in Figures 6-6d and 6-

6c, while the critic, actor, and disturbance weight estimates converge to steady-state
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(a) Concatenated state. (b) Regulation error.

(c) Influencing agent control policy. (d) Estimated roaming agent disturbing policy.

Figure 6-6. The total state x (t) , influencing agent policy u (t) , and approximate roaming
agent policy d̂ (t) for the noisy roaming agent dynamics all converge to the
origin.

Table 6-3. The total RMS values and total costs for each case study for the noisy
roaming agent dynamics in Section 6.4.3

Simulation

Partially Known Basis Unknown Basis Worst-case Dynamics

Total Cost 755.83 734.92 738.02

‖x‖RMS 0.37 0.36 0.37

‖eg‖RMS 0.78 0.77 0.69

‖u‖RMS 0.50 0.52 0.48∥∥∥d̂∥∥∥
RMS

0.19 0.20 0.17
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(a) System ID weight estimates. (b) Critic weight estimates.

(c) Actor weight estimates. (d) Disturbance weight estimates.

Figure 6-7. The critic, actor, disturbance StaF weight estimates, and the system
identification estimates remain bounded.

values and remain bounded, and are shown in Figures 6-7b-6-7d. Moreover, the system

parameter estimates are shown to be bounded in Figure 6-7a. The parameter estimates

for the influencing agent converge to the ideal weights of 02×2, which is known because

the herding agent is modeled using h (z (t) , η (t)) = 02×1, while the estimates for the

roaming agent can only be shown to be bounded. This is because the exact basis is

unknown due to the noise in Φ1 (x (t)) as discussed in Section 6.4.3.

Furthermore, Figure 6-9 shows the comparison of the concatenated state, regu-

lation error, influencing agent control, and estimated roaming agent disturbing policy

norms in addition to the cost for thirty seconds of the simulation. While Table 6-3 shows

the total cost, and total RMS values of the norms of the state x, the error eg, control

policy u, and estimated disturbing policy d̂.
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Figure 6-8. Positions of the influencing agent and roaming agent, which is modeled
using noisy dynamics. The influencing agent (blue diamonds) intercepts and
regulates the roaming agent (red asterisks) to the desired state (black star).
The initial influencing agent condition is given by the blue triangle and the
initial roaming agent is given by the red triangle.

When comparing the three case studies of unknown basis, partially known basis,

and worst-case roaming agent dynamics, Figure 6-9e and Table 6-3 show that for each

case, the total cost was similar when an unknown basis and worst-case dynamics

are considered, with total costs of 734.92 and 738.02, respectively. Moreover, when

a partially known basis is considered, the cost is the highest, with a value of 755.83.

Unlike the deterministic simulation in Sections 6.4.1 and 6.4.2, Table 6-3 shows that

when the worst-case dynamics are considered, the total RMS value for the policies

were the smallest, at 0.48, and 0.17, respectively. Also, similar to Sections 6.4.1 and

6.4.2, the total RMS for the regulation error is smallest at 0.37, while the total RMS error

for the concatenated state is 0.37, which is the same when a partially known basis is

considered.
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(a) Norm of the state x (t). (b) Norm of the error eg (t).

(c) Norm of the herder input u (t). (d) Norm of the approximate target input d̂ (t).

(e) Total cost comparison

Figure 6-9. Comparison of the norms of the concatenated state, regulation error,
influencing agent policy, and approximate worst-case roaming agent policy,
and total cost, for the system modeled with noisy roaming agent dynamics.
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6.5 Concluding Remarks

A game-based indirect regulation problem is investigated for an influencing agent

which tracks, intercepts, and steers a roaming agent to a user-defined goal location.

The problem is posed as a minimax optimization problem where the optimal influencing

agent policy and worst-case roaming agent disturbing policy are approximated using the

StaF ADP-based approximation method. UUB convergence is shown via a Lyapunov

stability analysis for the closed-loop error system. Simulation results for a two-state

influencing and roaming agents are included which illustrate the performance of the

developed method for an uncertain roaming agent.
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CHAPTER 7
CONCLUSIONS

RL is an extremely popular and powerful tool for learning uncertainties and optimal

policies for systems. While many advances have been made in the field of RL and ADP,

challenges still arise when trying to implement such methods online on hardware. Spe-

cifically, traditional ADP methods aim to approximate the solution to the optimal control

problem over the entire operating domain, which can be computationally infeasible. In

this dissertation, a computationally efficient, local StaF approximation method is used to

perform local approximations of the value function; which is shown to be implementable

through various experimental results. Another challenge in implementing learning-

based controllers online, is that in the context of RL, the agent learns the policies from

input-output data. Therefore, trade-off between exploration and exploitation needs to

be considered when designing RL-based policies. Specifically, traditional approaches

aim to provide exploration by trying to satisfy the PE condition. One method to satisfy

this condition is to inject noisy potentially destabilizing signals into the physical system.

However, even with the injection of noisy signals, the PE condition cannot be shown to

be satisfied. However, in this dissertation, virtual excitation is performed where off-policy

trajectories are selected in a neighborhood of the agent’s state, and then extrapola-

ted BEs are used to provide exploration for the system. Compared the PE condition,

the virtual excitation can be checked online by measuring the minimum eigenvalue of

the extrapolated BE history stack, and since the off-policy trajectories are excited, the

system is not potentially destabilized.

In Chapter 3, a novel framework is developed where the value function is approxi-

mated via combination of traditional function approximation techniques (i.e., R-MBRL)

and local approximation method (i.e., StaF). The operating domain is divided into two

sets: a set A, which is a desired region where the agent will end up, and a set B = χ\A,

which is the complement. The traditional R-MBRL method is used to approximate the
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value function in A before the agent arrives there, while the StaF method is utilized in B

to provide the agent with local stability. A Lyapunov-based stability analysis shows that

under certain conditions, the closed-loop system is stable such that the states, policy,

and weight estimation errors are uniformly ultimately bounded. Extensive simulation re-

sults are provided, and show that the choice of approximation method depends on many

factors. A limitation in Chapter 3 is that while using StaF, when an agent visits an area

more than once, it needs to relearn the weights, which is inefficient. Motivated by the

fact that the R-MBRL gives a global policy, it is desired to learn the value function over

the entire operating domain. However, the computational complexities associated with

this can limit R-MBRL from being implemented on hardware. This motivates the use of

sparse NNs, such as [122, 123], to approximation the value function in segmented parts

of the operating domain as the agent enters them. Sparse representations of the value

function allow only a certain part of the basis to be active, depending on the agents

location, thus potentially reducing computational issues. Further research is required to

derive such ADP methods using sparse NNs.

In Chapter 4, motivated by the local approximation nature of the StaF method, a

path-planning strategy is developed for an agent which encounters uncertain mobile

obstacles. The problem is posed as an autonomous infinite-horizon optimal control

problem with an agent subject to control saturations and collision penalizations. First,

both the number of obstacles and the dynamics are considered to be known. Motivated

by the fact that the agent may encounter a given obstacles more than once, a basis

is given to each obstacle. A basis is turned off when the corresponding obstacle is

not sensed. However, knowing the number of obstacles and their dynamics is limiting

in application; hence, an extension is provided to alleviate these two assumptions.

Specifically, the value function is interpreted as a time-varying map by removing the

direct consideration of the obstacle states. Then, time is mapped to a compact set and

and the mapping is used as the input to the StaF approximation. A Lyapunov-based
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stability analysis shows UUB convergence of the closed-loop system, and based on

the design of the collision penalizing function, collisions are also avoided. Experimental

results are provided to show the validity of the result. In the experiments, a Parrot Bebop

2.0 quadcopter was used to navigate to the origin, while avoiding virtual obstacles. A

limitation of the developed approach in Chapter 4 is that continuous agent dynamics are

considered. However, in practice many systems have discontinuous or hybrid dynamics.

For instance, the agent’s initial aim may be to navigate to a desired location, but as

it senses an obstacle, the dynamics and problem may switch such that the agent is

required to flee from the obstacle to prevent collision. Tools from formal methods can

be utilized to develop strategies where the system and control problem is no longer

continuous. Methods such as [124] exist which aim to use ADP with formal methods for

hybrid states. However, the computational complexity associated with them is still an

open problem; hence, the development and analysis of such methods with applications

in real-time RL-based systems remains a subject for future research.

In Chapters 5 and 6, indirect regulation problems are considered. Specifically,

a policy is generated for an influencing agent to regulate a roaming agent to a goal

location (i.e., indirectly herd a roaming agent). In such problems, the roaming agent

is not motivated to go that location itself. Hence, the influencing agent both pursues

and then guides the roaming agent to the goal location through inter-agent interaction

dynamics. In Chapter 5, an indirect approach is taken where a virtual state with a virtual

policy are designed to regulate the roaming agent to the goal. The influencing agent

is then tasked with tracking the virtual state and desired input. Both the influencing

and roaming agents are considered to have uncertain dynamics. To overcome this

challenge, a data-based parameter identification approach, called integral concurrent

learning, is used to learn the functions online from input-output data. ICL alleviates the

needs to inject a probing signal to facilitate learning because the method uses a history

stack of input-output data, and the minimum eigenvalue corresponds to data richness. A
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stability analysis shows that the closed-loop system is UUB and that the roaming agent

is regulated to a neighborhood of the goal location. Simulation and experimental results

are provided to show the performance of the system.

Compared to the indirect approach in Chapter 5, a game-based approach is taken

in Chapter 6. Specifically, two error systems are developed, one which the influencing

agent aims to intercept the roaming agent, and the second where the influencing agent

aims to drive the roaming agent to the goal location. The problem is posed as a minimax

optimization problem, where the influencing agent policy is the minimizing policy and

the roaming agents policy is the maximizing policy. By forming the problem in this form,

the goal was to find the worst-case roaming agent disturbing policy. An actor-critic-

disturber method was used to estimate the unknown StaF weights, a Lyapunov-based

stability analysis shows that the closed loop system is UUB, and a signal chasing

argument shows that the roaming agent is regulated to the goal location. Simulations

are provided to show the performance of the developed strategy. Specifically, three

cases are considered in the simulation: the cases when the roaming agent basis used

for function approximation is unknown and partially known, and the case when the

worst-case roaming agent dynamics are considered. Another simulation is performed

where the roaming agent is subject to noise in its dynamics, and the results show the

influencing agent still guides the roaming agent to the goal location.

A limitation of Chapters 5 and 6 is that only one influencing and one roaming agent

are considered. However, it may be beneficial to consider problems when there are

multiple of each type of agent. Specifically, the problem when there are more roaming

agents compared to influencing agents is a challenging one. Methods that use adaptive

or robust control formulations exist for such problems (cf. [55–57, 94]), however they do

not considers optimality. Moreover, methods that consider optimality with continuous-

time and space RL to indirectly regulate multiple roaming agents in real-time have yet

to be explored. The challenge in such a problem is that the influencing agents would
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need to switch between the selected roaming agent they are trying to regulate. Future

research still needs to be conduct to study the effects of switched systems based

formulations of optimal control problems where learning is involved.

In all chapters of this dissertation, the considered systems are continuous and

deterministic. However, this is a limiting factor as most “real-world” systems are prone

to stochastic or hybrid dynamics. In addition, implementation of RL during learning in

real-time systems is difficult as safety and reliability become much more important.

Formal methods, which focus on analyzing hybrid systems and their stability by the

use of computational tools, provide certain guarantees for systems. Therefore, they

may be a valuable tool to address safety and reliability in real-time data-based learning

systems. This motivates an investigation into using formal methods in conjunction

with computationally efficient function approximation techniques to develop real-time

data-based approximately optimal controllers with safety and performance guarantees

for autonomous agents. With the massive rise of autonomy over the last several years,

besides the applications in this dissertation, data-based learning methods can play a

major role in incorporating more intelligence-driven autonomy in everyday systems.
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APPENDIX: A
AUXILIARY TERMS AND SUFFICIENT CONDITIONS

A.1 Auxiliary terms and Sufficient Conditions for Chapter 3

In the following, ‖h‖ , supξ∈Bζ ‖h(ξ)‖, for some continuous function h : Rn → Rk,

where Bζ ⊂ Rn+2L+2P denotes a closed ball with radius ζ centered at the origin. The

sufficient conditions that facilitate the stability analysis in Section 3.5 are given by

(ka1 + ka2)

2
≥
((

kc1√
γ2

+
ηc1√
γ1

)
ϑ5 +

kc1√
γ2

ϑ6

)
νl (‖Z(t0)‖) + 2ϑ1 + ϑ2 +

ϑ4‖W2‖√
γ2

, (A–1)

(ηa1 + ηa2)

2
≥
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)
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)
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1
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+ 1

)
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, (A–2)
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4
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4
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2
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(
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)2
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}
, (A–3)
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and

ν−1
l (ι) < νl

−1(νl(ζ)). (A–5)

In (A–1)-(A–5), the constants ι, {ϑi|i = 1, . . . 12} ∈ R>0 are defined as
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ϑ8 = ‖∇W2f‖+
1

2
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The sufficient condition in (A–1) can be satisfied by increasing the gain ka2. This will

not affect the sufficient conditions in (A–2) and (A–4) and it may decrease the sufficient

condition in (A–3). The sufficient condition in (A–2) can be satisfied without affecting the

sufficient conditions (A–1) and (A–3) by increasing the gain ηa2. The sufficient condition

in (A–3) can be satisfied by selecting points for BE extrapolation in B ⊂ χ \ A so that

the minimum eigenvalue b in (3–27) is large enough and by increasing the gain ka2. By

selecting points for BE extrapolation in A ⊂ χ such that the minimum eigenvalue, c, is

large enough, and a large ηa2, the sufficient condition in (A–4) can be satisfied. Provided

the transition function λ is selected such that ∇λ is small, the basis functions used for

approximation are selected such that ‖ε‖, ‖∇ε‖ , and ‖∇W2‖ are small, and ka2, ηa2, c,
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and b are selected to be sufficiently large, then the sufficient condition in (A–5) can be

satisfied. 1

A.2 Auxiliary Terms for Chapter 4

In Section 4.4 the positive constants ι, ϕac ∈ R>0 are introduced, which are defined

as

ι ,
ι2c
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+
(ιa1 + ιa2)2
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1 The minimum eigenvalue of 1
N

∑N
i=1

ω∇σi(t)ω
T
∇σi(t)

ρ2
1i(t)

can be increased by collecting re-
dundant data, i.e. selecting N � P in the area of interest. The bound on the gradient of
λ, i.e. ∇λ, can be decreased by selecting larger transition regions A′ \ A.
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A.3 Auxiliary Terms for Chapter 5

To facilitate the analysis in Section 5.3, κ ∈ R>0 is defined as κ ,

min
{
q

2
, kθcθ1

16
, kc2c

8
, (ka1+ka2)

8

}
where the constants ϕa, ϕac, ϕcθ ∈ R>0 are defined as
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Furthermore, the constant ι ∈ R>0 is defined as ι , 1
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A.4 Auxiliary Terms for Chapter 6

To facilitate the analysis in Section 6.3, κ, ϕcθ, ι ∈ R>0 are defined as

κ , 1
8

min
{
q, kc2c, ka1, kd1, Kθ

}
, ϕcθ , max {kc1, kc2} λmax{L}

2
√
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∥∥∥Kγ∇σT Ŵd −GR∇σT Ŵa
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Remark A.1. If the value function is assumed to be bounded as in Remark 6.3, the

first sufficient conditions in (6–23) reduce to c ≥ ka1+kd1+ϕcθ
kc2

and Kθ ≥ ϕcθ. However,

the bound ι changes to ι = ιx + ι2c
kc2

+ ι2a
ka1

+
ι2d
kd1

+
D2
θ

Kθ
, where ιx is redefined as

ιx = 1
4
α2‖(Kγ −GR)‖ + α

2

∥∥∥Kγ∇σT Ŵd −GR∇σT Ŵa

∥∥∥. This bound is larger compared

to the previously defined bound since ι can not be made arbitrarily small as previously

defined by increasing q.
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APPENDIX: B
PROOF OF SUPPORTING ASSUMPTIONS (CH. 6)

B.1 ICL-based Parameter Estimate

To ensure convergence under a finite excitation condition using input-output data to

satisfy Assumption 6.2, an ICL-based parameter update law can be used to update the

estimates (cf., [58]) To facilitate the analysis, let p = (pz + pη), then (5–2) and (6–4) can

be represented as

˙̆x (t) = S̆ (x) θ + Ğ (x (t) , u (t)) + D̆ (t) + ε̆ (x (t)) , (B–1)

where x̆ (t) , [k1z (t) , η (t)]T ∈ R2×n, Ğ (x (t) , u (t)) ,

[
0n×1, g (s2 (x (t)))u (t)

]T
∈

R2×n, S̆ (x) ,

 STz (x (t)) 01×pη

01×pz STη (x (t))

 ∈ R2×p, D̆ (t) ,

[
k1d (t) , 0n×1

]T
∈ R2×n, and

ε̆ (x (t)) ,

[
εz (x (t)) εη (x (t))

]T
∈ R2×n. Based on the ICL strategy in [58], for a time

ti ∈ [∆tθ, t], (B–1) can be expressed as

x̆ (ti)− x̆ (ti −∆tθ) = Siθ + Gi +Di + Ei (B–2)

where ∆tθ ∈ R>0 denotes an integration time-window, Gi ,
´ ti
ti−∆tθ

Ğ (x (τ) , u (τ)) dτ ,

Si ,
´ ti
ti−∆tθ

S̆ (x (τ)) dτ , Ei ,
´ ti
ti−∆tθ

ε̆ (x (τ)) dτ , Di =
´ ti
ti−∆tθ

D̆ (τ) dτ , and Ei ,
´ ti
ti−∆tθ

ε (x (τ)) dτ . Using this expression, a least-squares parameter update law is

designed as

˙̂
θ (t) = proj

{
kCLΓθ (t)

M∑
i=1

STi
(
x̆ (ti)− x̆ (ti −∆tθ)− Gi − Siθ̂ (t)

)}
, (B–3)

Γ̇θ (t) = βθΓθ (t)− kCLΓθ (t)
M∑
i=1

STi SiΓθ (t) , (B–4)

where kCL, βθ ∈ R>0 are user-defined gains, and M ∈ Z≥ p
2

denotes the number

of collected data points. To show that the update laws in (B–3) and (B–4) satisfy

Assumption 6.2, the following analysis is provided.
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ICL Analysis

The summation
∑M

i=1 STi Si is assumed to satisfy Assumption 5.4, which can be

verified online by checking the minimum eigenvalue of
∑M

i=1 STi Si. Using Assumption

5.4 and a similar argument to [101, Corollary 4.3.2], provided λmin {Γθ (t0)} > 0, Γθ

satisfies ΓθIp ≤ Γθ (t) ≤ ΓθIp, where Γθ,Γθ ∈ R>0. Let Zθ , vec
(
θ̃
)

denote the vector of

estimation errors and let Vθ : Rnp × R≥0 → R denote the candidate Lyapunov function

Vθ (Zθ, t) ,
1

2
tr
(
θ̃TΓ−1

θ (t) θ̃
)
. (B–5)

Using the bounds on Γθ (t), (B–5) can be bounded as 1
2Γθ
‖Zθ‖2 ≤ Vθ (Zθ, t) ≤ 1

2Γθ
‖Zθ‖2 ,

for all t ∈ R≥t0 and Zθ ∈ Rnp.

Using Assumptions 5.3 and 6.1, Si, Di, and Ei can be bounded as supt∈R≥0
‖Si‖ ≤

S∆tθ, supt∈R≥0
‖Di‖ ≤ k1d∆tθ, and supt∈R≥0

‖Ei‖ ≤ ε∆tθ, respectively. Taking

the time-derivative of (B–5), substituting in (B–2)-(B–4), and using the fact that

0 ≤ λmin

{∑M
i=1 STi Si

}
for t < T1, yields

V̇θ (Zθ, t) ≤ −
1

2
kCLcθ1 ‖Zθ‖2 + kCLνθ ‖Zθ‖ ,

where cθ1 , βθ
kCLΓθ

and νθ , NS (∆tθ)
2 (k1d+ ε

)
. Completing the square, using the

bounds on (B–5), and invoking the Comparison Lemma [104, Lemma 3.4] yields

Vθ (t) ≤ Vθ (t0) e−
kCLcθ1

2
Γθ(t−t0) +

(
1− e−

kCLcθ1
2

Γθ(t−t0)
) 2

c2
θ1

ν2
θ

Γθ
,

for all t ∈ [t0, T1); and hence, Vθ (t) ≤ Vθ (t0) + 2
c2θ1

ν2
θ

Γθ
for all t ∈ R≥0.

After gathering enough data such that Assumption 5.4 is satisfied, the time-

derivative of (B–5), along with Assumption 5.4 and (B–2)-(B–4) are used to yield

V̇θ (Zθ, t) ≤ −
1

2
kCLcθ2 ‖Zθ‖

2 + kCL ‖Zθ‖ νθ,
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for all t ≥ T1, where cθ2 , cθ1 + λ1. Using the Comparison Lemma [104, Lemma 3.4] and

the bounds on (B–5) yields

‖Zθ‖ ≤ cΓ

√
(cMe−λθ(t−T1) + (1− e−λθ(t−T1)) cB),

for all t ≥ T1, where cM ,
(
‖Zθ (t0)‖2 +

4ν2
θ

c2θ1

)
, cΓ ,

√
Γθ
Γθ

, λθ , kCLcθ2Γθ
2

, and cB ,

4υ2
1

c2θ2
. Hence, the designed update law provides an exponential bound on the weight

estimation errors and satisfies Assumption 6.2.
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