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ABSTRACT Deep Neural Network (DNN)-based controllers have emerged as a tool to compensate for
unstructured uncertainties in nonlinear dynamical systems. A recent breakthrough in the adaptive control
literature provides a Lyapunov-based approach to derive weight adaptation laws for each layer of a
fully-connected feedforward DNN-based adaptive controller. However, deriving weight adaptation laws
from a Lyapunov-based analysis remains an open problem for deep residual neural networks (ResNets). This
paper provides the first result on Lyapunov-derived weight adaptation for a ResNet-based adaptive controller.
A nonsmooth Lyapunov-based analysis is provided to guarantee asymptotic tracking error convergence.
Comparative Monte Carlo simulations are provided to demonstrate the performance of the developed
ResNet-based adaptive controller. The ResNet-based adaptive controller shows a 64% improvement in the
tracking and function approximation performance, in comparison to a fully-connected DNN-based adaptive
controller.

INDEX TERMS Deep neural networks, ResNets, adaptive control, Lyapunov-based methods.

I. INTRODUCTION
Deep Neural Network (DNN)-based controllers have
emerged as a tool to compensate for unstructured uncer-
tainties in nonlinear dynamical systems. The success of
DNN-based controllers is powered by the ability of a DNN
to approximate any continuous function over a compact
domain [1]. A popular DNN-based control method is to
first perform a DNN-based offline system identification
using sampled input-output datasets that are collected by
conducting experiments [2, Sec. 6.6]. Then, using the
identified DNN, a feedforward term is constructed to
compensate for uncertainty in the system. However, the DNN
weight estimates are not updated during task execution, and
hence, such an approach involves static implementation of the
DNN-based feedforward term. Since there is no continued
learning with most DNN methods, questions arise regarding
how well the training dataset matches the actual uncertainties
in the system and the value or quality of the static feedforward

0The associate editor coordinating the review of this manuscript and

approving it for publication was Yizhang Jiang .

model. This strategy motivates the desire for a large training
dataset, but such data can be expensive or impossible to
obtain, including the need for higher order derivatives that
are typically not measurable.

Unlike offline methods, a closed-loop adaptive feedfor-
ward term can be developed by deriving real-time DNN
weight adaptation laws from a Lyapunov-based stability
analysis. Various classical results [3], [4], [5], [6], [7] use
Lyapunov-based techniques to develop weight adaptation
laws, but only for single-hidden-layer networks. These results
do not provide weight adaptation laws for DNNs with more
than one hidden layer, since there are mathematical chal-
lenges posed by the nested and nonlinear parameterization of
a DNN that preclude the development of inner-layer weight
adaptation laws. Recent results such as [8], [9], [10] develop
Lyapunov-based adaptation laws for the output-layer weights
of a DNN. However, to update the inner-layer weights, results
in [8], [9], and [10] collect datasets over discrete time-periods
and iteratively identify the inner-layer weights using offline
training algorithms. To circumvent offline identification of
the inner-layer weights, the result in [11] provides a real-time
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inner-layer weight adaptation scheme based on a modular
approach. However, modular designs only offer constraints
on the adaptation laws and do not provide constructive
insights on designing the adaptation laws.

Our recent work in [12] provides the first result on
Lyapunov-derived weight adaptation laws for each layer of
a DNN-based adaptive controller. To address the challenges
posed by the nested and nonlinearly-parameterized structure
of the DNN, a recursive representation of the DNN is
developed. Then, a first-order Taylor series approximation
is recursively applied for each layer. Using a Lyapunov-
based stability analysis, the inner- and outer-layer weight
adaptation laws are designed to cancel coupling terms that
result from the approximation strategy. Although the result
in [12] provides Lyapunov-derived weight adaptation laws
for the DNN, the development is restricted to fully-connected
DNNs.

There are several limitations associated with standard
DNN architectures such as fully-connected and convolutional
DNNs. Deeper networks typically suffer from the problem
of vanishing or exploding gradients, i.e., the rate of learning
using a gradient-based update rule is highly sensitive to the
magnitude of DNN weights. Challenges faced from the van-
ishing or exploding gradient problem are ubiquitous to both
offline training [13] and real-time weight adaptation [12].
Additionally, in applications such as image recognition, the
performance of a DNN is found to initially improve by
increasing the depth of the DNN. However, as the depth
exceeds a threshold, performance rapidly degrades [14].
To overcome the vanishing or exploding gradient problem

and the degradation of performance with the increasing depth
of a DNN, results in [14] introduce shortcut connections
across layers, i.e., a feedforward connection between layers
that are separated by more than one layer. DNNs with
a shortcut connection are known as deep residual neural
networks (ResNets). Offline results in [15] and [16] offer
mathematical explanations for why ResNets perform better
than non-residual DNNs. In [15], the parameterization of
a non-residual DNN is shown to cause difficulties in
training DNN layers to approximate the identity function.
As explained in [15], for a DNN to achieve a good training
accuracy, the DNN layers must be able to approximate the
identity function well. Since a shortcut connection in ResNets
is represented using an identity function, ResNets provide
an improved performance when compared to non-residual
DNNs. Additionally, the result in [16] provides explanations
from Lyapunov stability theory on why ResNets are easier to
train offline using the gradient descent algorithm as compared
to non-residual DNNs. The shortcut connections in ResNets
facilitate the stability of the equilibria of gradient descent
dynamics for a larger set of step sizes or initial weights as
compared to non-residual DNNs.

Although there has been significant research across various
applications involving ResNets [14], [17], [18], [19], [20], the
approximation power of ResNets has not yet been explored
for adaptive control problems. Developing a ResNet-based

adaptive feedforward control term with real-time weight
adaptation laws is an open problem. Although real-time
weight adaptation laws are developed for fully-connected
feedforward DNNs in [12], the shortcut connections in
ResNets pose additional mathematical challenges. Unlike
fully-connected DNNs, the shortcut connection prevents a
recursive application of Taylor series approximation for each
layer of the ResNet. As a result, it is difficult to generate the
coupling terms that are generated using the approximation
strategy in [12], that can be canceled using the weight
adaptation laws in the Lyapunov-based analysis.

Our preliminary work in [21] and this paper provide
the first result on Lyapunov-derived adaptation laws for
the weights of each layer of a ResNet-based adaptive
controller for uncertain nonlinear systems. To overcome
the mathematical challenges posed by the residual network
architecture, the ResNet is expressed as a composition of
building blocks that involve a shortcut connection across
a fully-connected DNN. Then, a constructive Lyapunov-
based approach is provided to derive weight adaptation laws
for the ResNet using the gradient of each DNN building
block. A nonsmooth Lyapunov-based analysis is provided to
guarantee asymptotic tracking error convergence. Unlike our
preliminary work in [21], which involved a ResNet with only
one shortcut connection, this paper provides weight adapta-
tion laws for a general ResNet that has an arbitrary number
of shortcut connections. The development of adaptation laws
for ResNets with an arbitrary number of shortcut connections
is challenging due to the complexity of the architecture.
This challenge is addressed by constructing a recursive
representation of the ResNet which involves a composition
of an arbitrary number of building blocks. Then, based
on the recursive representation of the ResNet architecture,
a first-order Taylor series approximation is applied, which
is then utilized to yield the Lyapunov-based adaptation laws.
Additionally, unlike our preliminary work in [21] which did
not provide simulations, this paper provides comparative
Monte Carlo simulations to demonstrate the performance
of the developed ResNet-based adaptive controller, and the
results are compared with an equivalent fully-connected
DNN-based adaptive controller [12]. Since the performance
of ResNet and DNN-based adaptive controllers is sensitive
to weight initialization, the Monte Carlo approach is used
to provide a fair comparison between the two architectures.
In the Monte Carlo comparison, 10,000 simulations are
performed, where the initial weights in each simulation
are selected from a uniform random distribution, and a
cost function is evaluated for each simulation. Then, the
simulation results yielding the least cost for both architectures
are compared. The ResNet-based adaptive controller shows a
64% improvement in the tracking and function approximation
performance, in comparison to a fully-connected DNN-based
adaptive controller.
Notation and Preliminaries:
The space of essentially bounded Lebesgue measurable

functions is denoted by L∞. The right-to-left matrix product
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operator is represented by
↶∏
, i.e.,

↶
m∏
p=1

Ap = Am . . .A2A1 and

↶
m∏
p=a

Ap = I if a > m. The Kronecker product is denoted

by ⊗. Function compositions are denoted using the symbol
◦, e.g., (g ◦ h)(x) = g(h(x)), given suitable functions g and

h. The notation
a.a.t.
(·) denotes that the relation (·) holds for

almost all time (a.a.t.). Consider a Lebesgue measurable and
locally essentially bounded function h : Rn

×R≥0 → Rn. The
Filippov set-valued map for h at (y, t) ∈ Rn

× R≥0 is defined
as the intersection of convex closures of values attained by h
in every neighborhood of y omitting sets of measure zero, i.e.,

K [h] (y, t) ≜
⋂
δ>0

⋂
mS=0

co h (B (y, δ) \S, t) ,

where
⋂

mS=0
denotes the intersection over all sets S ⊂ Rn of

Lebesgue measure zero [22]. Then, the function y : I → Rn

is called a Filippov solution of ẏ = h(y, t) on the interval I ⊆

R≥0 if y is absolutely continuous on I and ẏ
a.a.t.
∈ K [h] (y, t).1

Given w ∈ R and some functions f and g, the notation
f (w) = Om(g(w)) means that there exists some constants
M ∈ R>0 and w0 ∈ R such that ∥f (w)∥ ≤ M ∥g(w)∥m

for all w ≥ w0. Given some matrix A ≜
[
ai,j
]

∈ Rn×m,
where ai,j denotes the element in the ith row and jth column
of A, the vectorization operator is defined as vec(A) ≜
[a1,1, . . . , a1,m, . . . , an,1, . . . , an,m]T ∈ Rnm. The p-norm
is denoted by ∥·∥p, where the subscript is suppressed when
p = 2. The Frobenius norm is denoted by ∥·∥F ≜ ∥vec(·)∥.
Given any A ∈ Rp×a, B ∈ Ra×r , and C ∈ Rr×s, the
vectorization operator satisfies the property [24, Proposition
7.1.9]

vec(ABC) = (CT
⊗ A)vec (B) . (1)

Differentiating (1) on both sides with respect to vec (B) yields
the property

∂

∂vec (B)
vec(ABC) = (CT

⊗ A). (2)

II. UNKNOWN SYSTEM DYNAMICS AND CONTROL
DESIGN
Consider a control-affine nonlinear dynamic system modeled
as

ẋ = f (x) + u, (3)

where x : R≥0 → Rn denotes any arbitrary Filippov
solution2 to (3), f : Rn

→ Rn denotes an unknown
differentiable drift vector field, and u : R≥0 → Rn denotes

1For a detailed discussion on Filippov solutions and its comparison with
other notions of solutions to discontinuous differential equations, such as
Aizerman-Pyatnitskii and Gelig-Leonov-Yakubovich, the reader is referred
to [23].

2The Filippov solutions may not be unique. In this paper, we analyze
the convergence properties of all Filippov solutions beginning from a set of
initial conditions.

a control input.3 Let the tracking error e : R≥0 → Rn be
defined as

e ≜ x − xd , (4)

where xd : R≥0 → Rn denotes a continuously differentiable
reference trajectory. The reference trajectory is designed such
that ∥xd (t)∥ ≤ xd ∀t ∈ R≥0 and ẋd ∈ L∞, where xd ∈ R>0
is a constant. The control objective is to design a ResNet-
based adaptive controller that achieves asymptotic tracking
error convergence.

FIGURE 1. Illustration of the ResNet architecture in (6). The ResNet is
shown at the top of the figure and is composed of building blocks that
involve a shortcut connection across a fully-connected DNN component.
The fully-connected DNN component for the pth building block (bottom)

is denoted by 8
θ̂p
p for all p ∈ {1, . . . , m}, where the input and the vector of

weights of 8p are denoted by ηp and θ̂p, respectively. Then the output of
the pth building block after considering the shortcut connection is

represented by ηp+1 = ηp + 8
θ̂p
p (ηp) for all p ∈ {1, . . . , m − 1}, and the

output of the ResNet is ηm + 8
θ̂m
m (ηm).

A. ResNet ARCHITECTURE
The unknown drift vector field f can be approximated
using a ResNet. A ResNet is modeled using building
blocks that involve a shortcut connection across a fully-
connected DNN [14]. Let 8p : RLp,0 × RLp,0×Lp,1 ×

. . . × RLp,kp×Lp,kp+1 → RLp,kp+1 denote the pth fully-
connected DNN block defined as 8p(ηp,Vp,0, . . . ,Vp,kp ) ≜(
V T
p,kpφp,kp ◦ . . . ◦ V T

p,1φp,1

) (
V T
p,0ηp

)
for all p ∈ {1, . . . ,m},

where ηp ∈ RLp,0 denotes the input of 8p, kp ∈ Z>0
denotes the number of hidden layers in 8p, and m ∈

Z>0 denotes the number of building blocks. Additionally,
Lp,j ∈ Z>0 denotes the number of nodes, and Vp,j ∈

RLp,j×Lp,j+1 denotes the weight matrix in the jth layer of
8p for all (p, j) ∈ {1, . . . ,m} × {0, . . . , kp}. Similarly,
φp,j : RLp,j → RLp,j denotes a vector of smooth activation
functions.4 If the ResNet involves multiple types of activation

3The control effectiveness term is omitted to better focus on the specific
contributions of this paper without loss of generality. The method in [8] can
be used with the developed method in the case where the system involves an
uncertain control effectiveness term.

4For the case of DNNswith nonsmooth activation functions (e.g., rectified
linear unit (ReLU), leaky ReLU, maxout etc.), the reader is referred to [12]
where a switched analysis is provided to account for the nonsmooth nature
of activation functions. To better focus on our main contribution without loss
of generality, we restrict our attention to smooth activation functions.
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functions at each layer, then φp,j may be represented as
φp,j ≜

[
ςp,j,1 . . . ςp,j,Lp,j

]T , where ςp,j,i : R → R
denotes the activation function at the ith node of the jth layer
of 8p.5 All the weights of 8p can be represented by the

vector θp ≜
[
vec(Vp,0)T . . . vec(Vp,kp )

T ]T
∈ R6

kp
j=0Lp,jLp,j+1 .

The fully-connected block 8p can be expressed as 8p =

V T
p,kpϕp,kp , where ϕp,0 : RLp,0 → RLp,0 and ϕp,j : RLp,0 ×

RLp,0×Lp,1×. . .×RLp,j−1×Lp,j → RLp,j ∀j ∈ {1, . . . , kp} denote
the recursive relation defined as

ϕp,j ≜

{
φp,j

(
V T
p,j−1ϕp,j−1

)
, j ∈

{
1, . . . , kp

}
,

ηp, j = 0.
(5)

The arguments of ϕp,j are suppressed for notational brevity.
Let φ′

p,j : RLp,j → RLp,j×Lp,j be defined as φ′
p,j(y) ≜

∂
∂yφp,j(y) ∀y ∈ RLp,j . The short-hand notation 8

θp
p (ηp) ≜

8p(ηp,Vp,0,Vp,1, . . . ,Vp,kp ) is defined for notational brevity
in the subsequent development. Then the output of the pth

building block is given by ηp + 8
θp
p (ηp), where the addition

of the input term ηp represents the shortcut connection
across 8p. As shown in Figure 1, the ResNet 8 : Rn

×

R6m
p=16

kp
j=0Lp,jLp,j+1

→ Rn, which defines the mapping
(η1, θ) 7→ 8θ (η1), is modeled as [14]

8θ (η1) ≜ ηm + 8θm
m (ηm) , (6)

where θ ≜
[
θT1 . . . θTm

]T
∈ R6m

p=16
kp
j=0Lp,jLp,j+1 denotes the

vector of weights for the entire ResNet, and ηm is evaluated
using the recursive relation

ηp =

{
ηp−1 + 8

θp−1
p−1

(
ηp−1

)
, p ∈ {2, . . . ,m},

x, p = 1.
(7)

The recursive relation in (7) has valid dimensions under the
constraint L1,0 = L1,k1+1 = L2,0 = L2,k2+1 = . . . = Lm,0 =

Lm,km+1 = n. To facilitate the subsequent development, the
following assumption is made.
Assumption 1: The function space of ResNets given by (6)

is dense in C(�) with respect to the supremum norm, where
C(�) denotes the space of functions continuous over the
compact set � ⊂ Rn.
Remark 1: Assumption 1 implies that ResNets satisfy the

universal function approximation property that is well-known
for various DNN architectures [1]. The universal function
approximation property of ResNets is a common assumption
that is widely used in the deep learning literature, and
has been rigorously established for ResNets with specific
activation functions in [25] and [26].
Consider any vector field f ∈ C(�) and a prescribed accuracy
ε ∈ R>0. Then by Assumption 1, there exists a ResNet
8 with sufficiently large m, kp,Lp,j ∀(p, j) ∈ {1, . . . ,m} ×

{0, . . . , kp} and a corresponding vector of ideal weights θ∗
∈

R6m
p=16

kp
j=0Lp,jLp,j+1 such that supx∈�

∥∥∥f (x) − 8θ∗

(x)
∥∥∥ ≤ ε.

Therefore, the drift vector field x 7→ f (x) can be modeled

5Bias terms are omitted for simplicity of the notation.

as6

f (x) = 8θ∗

(x) + ε(x), (8)

when x ∈ �, where ε : Rn
→ Rn denotes an

unknown function reconstruction error that can be bounded
as supx∈� ∥ε(x)∥ ≤ ε.

To facilitate the subsequent analysis, the following
assumption is made (cf., [27, Assumption 1]).
Assumption 2: There exists a known constant θ ∈ R>0

such that the unknown ideal ResNet weights can be bounded
as ∥θ∗∥ ≤ θ .

B. CONTROL AND ADAPTATION LAWS
The ResNet-based model in (8) can be leveraged to approx-
imate the unknown drift vector field f . However, since the
ideal weights are unknown, adaptive weight estimates are
developed. The adaptive weight estimate for the jth layer
of 8p is denoted by V̂p,j : R≥0 → RLp,j×Lp,j+1 ∀(p, j) ∈

{1, . . . ,m} × {0, . . . , kp}. The weight estimate for the pth

building block θ̂p : R≥0 → R6
kp
j=0Lp,jLp,j+1 is defined as θ̂p =[

vec(V̂p,0)T , . . . , vec(V̂p,kp )
T
]T

for all p ∈ {1, . . . ,m}, the

weight estimate for the ResNet θ̂ : R≥0 → R6m
p=16

kp
j=0Lp,jLp,j+1

is defined as θ̂ ≜
[
θ̂T1 . . . θ̂Tm

]T
, and the ResNet-based

adaptive estimate of f (x) ∀x ∈ � is denoted by 8θ̂ (x). The

weight estimation error θ̃ : R≥0 → R6m
p=16

kp
j=0Lp,jLp,j+1 is

defined as θ̃ ≜ θ∗
− θ̂ . Based on the subsequent stability

analysis, the adaptation law for the weight estimates of the
ResNet in (6) is designed as

˙̂
θ ≜ 08′T e, (9)

where 0 ∈ R6m
p=16

kp
j=0Lp,jLp,j+1×6m

p=16
kp
j=0Lp,jLp,j+1 denotes

a positive-definite adaptation gain matrix, and 8′
∈

Rn×6m
p=16

kp
j=0Lp,jLp,j+1 is a short-hand notation denoting the

8′ ≜ ∂8θ̂ (x)
∂θ̂

. The term 8′ can be evaluated as follows. Let
η̂p ∈ RLp,0 be defined as

η̂p =

{
x, p = 1,

η̂p−1 + 8
θ̂p−1
p−1

(
η̂p−1

)
, p ∈ {2, . . . ,m}.

(10)

Then, it follows that 8θ̂ (x) = η̂m + 8
θ̂m
m (η̂m). To facil-

itate the subsequent development, the short-hand notations

8′
p ≜

(
∂8θ̂ (x)

∂θ̂p

)
, 3p ≜

∂8
θ̂p
p (η̂p)
∂θ̂p

, 3p,j ≜
∂8

θ̂p
p (η̂p)

∂vec(V̂p,j)
,

and 4p ≜
∂8

θ̂p
p (η̂p)
∂η̂p

are introduced. Then 8′
=[(

∂8θ̂ (x)
∂θ̂1

)
, . . . ,

(
∂8θ̂ (x)

∂θ̂m

)]
can be expressed as

8′ ≜
[
8′

1, . . . , 8′
m
]
. (11)

6If f has different input-output dimensions, i.e., f : Rµ
→ Rn with the

input dimension µ, the ResNet architecture can be modified with an extra
fully-connected DNN block 8

θ0
0 (x) ∈ Rµ at the input to account for the

difference in input and output domains.
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Using the chain rule, the term 8′
p can be computed as

8′
p =


↶
m∏

l=p+1

(In + 4l)

3p, ∀p ∈ {1, . . . ,m}. (12)

In (12), the terms 3p and 4p, for all p ∈ {1, . . . ,m}, can be

computed as follows. Since θ̂p=

[
vec(V̂p,0)T ,. . . ,vec(V̂p,kp )

T
]T
,

it follows that ∂8
θ̂p
p (η̂p)
∂θ̂p

=

[(
∂8

θ̂p
p (η̂p)

∂vec(V̂p,0)

)
, . . . ,

(
∂8

θ̂p
p (η̂p)

∂vec(V̂p,kp )

)]
.

Therefore, using the definitions of 3p and 3p,j yields

3p =
[
3p,0 3p,1 . . . 3p,kp

]
, ∀p ∈ {1, . . . ,m}.

(13)

For brevity in the subsequent development, the short-hand
notations ϕ̂p,j ≜ ϕp,j(η̂p, V̂p,0, . . . , V̂p,j) and ϕ̂′

p,j ≜

ϕ′
p,j(η̂p, V̂p,0, . . . , V̂p,j) are introduced. Using (5), the chain

rule, and the property of vectorization operators in (2), the
terms 3p,0 and 3p,j in (13) can be computed as

3p,0 =


↶
kp∏
l=1

V̂ T
p,l ϕ̂

′
p,l

 (ILp,1 ⊗ η̂Tp ), (14)

and

3p,j =


↶
kp∏

l=j+1

V̂ T
p,l ϕ̂

′
p,l

 (ILp,j+1 ⊗ ϕ̂Tp,j), (15)

for all (p, j) ∈ {1, . . . ,m} × {1, . . . , kp}, respectively.
Similarly, the term 4p can be computed as

4p =


↶
kp∏
l=1

V̂ T
p,l ϕ̂

′
p,l

 V̂ T
p,0, ∀p ∈ {1, . . . ,m}. (16)

Remark 2: If 8p suffers from the vanishing gradient
problem, i.e., ∥4l∥F ≈ 0 for all l ∈ {p + 1, . . . ,m}, then

8′
p =

 ↶
m∏

l=p+1
(In + 4l)

3p ≈ 3p. For an equivalent

fully-connected DNN [12], i.e., in absence of shortcut

connections,
∥∥∥8′

p

∥∥∥
F

=

∥∥∥∥∥∥
 ↶

m∏
l=p+1

4l

3p

∥∥∥∥∥∥ ≈ 0. Thus,

the shortcut connection circumvents the vanishing gradient
problem in the ResNet when 8p has a vanishing gradient.
Based on the subsequent stability analysis, the control input
is designed as

u ≜ ẋd − 8θ̂ (x) − σee− σssgn(e), (17)

where σe, σs ∈ R>0 are constant control gains, and sgn(·)
denotes the vector signum function.

III. STABILITY ANALYSIS
To facilitate the subsequent analysis, let z ≜ [eT , θ̃T ]T ∈

R9 denote a concatenated state, where 9 ≜ n +

6m
p=16

kp
j=0Lp,jLp,j+1. Consider the candidate Lyapunov func-

tion VL : R9
→ R≥0 defined as

VL (z) ≜
1
2
eT e+

1
2
θ̃T0−1θ̃ , (18)

which satisfies the inequality α1 ∥z∥2 ≤ VL (z) ≤ α2 ∥z∥2 ,

where α1, α2 ∈ R>0 are known constants. The universal
function approximation property in (8) holds only on the
compact domain �; hence, the subsequent stability analysis
requires ensuring x(t) ∈ � for all t ∈ R≥0. This is achieved
by yielding a stability result which constrains z in a compact
domain. Consider the compact domain D ≜ {ς ∈ R9

:

∥ς∥ < κ} in which z is supposed to lie, where κ ∈ R>0
is a bounding constant. The subsequent analysis shows that
z(t) ∈ D for all t ∈ R≥0, if z is initialized within the set
S ≜ {ς ∈ R9

: ∥ς∥ <
√

α1
α2

κ}.
Taking the time-derivative of (4), substituting in (3)

and (17), and substituting in (8) yields the closed-loop error
system

ė = 8θ∗

(x) − 8θ̂ (x) + ε(x) − σee− σssgn(e). (19)

The ResNet in (6) is nonlinear in terms of the weights.
Adaptive control design for nonlinearly parameterized sys-
tems is known to be a difficult problem [28]. A number of
adaptive control methods have been developed to address
the challenges posed by a nonlinear parameterization [3],
[12], [28], [29], [30], [31], [32], [33]. In particular, first-
order Taylor series approximation-based techniques have
shown promising results for neural network-based adaptive
controllers [3], [5], [12]. Specifically, the result in [12] uses
a first-order Taylor series approximation to derive weight
adaptation laws for a fully-connected DNN-based adaptive
controller. Thus, motivation exists to explore a Taylor series
approximation-based design to derive adaptation laws for the
ResNet. For the ResNet in (6), a first-order Taylor series
approximation-based error model is given by [27, Eq. 22]

8θ∗

(x) − 8θ̂ (x) = 8′θ̃ +O
(∥∥∥θ̃∥∥∥2) , (20)

where O
(∥∥∥θ̃∥∥∥2) denotes higher-order terms. Since

∥xd (t)∥ ≤ xd for all t ∈ R≥0, x can be bounded as
∥x∥ ≤ ∥e+ xd∥ ≤ ∥z∥ + ∥xd∥ ≤ κ + xd , based on the
definition of D, when z ∈ D. Hence, since the ResNet is
smooth, there exists a known constant 1 ∈ R>0 such that∥∥∥∥O(∥∥∥θ̃∥∥∥2)∥∥∥∥ ≤ 1, when z ∈ D. Then, substituting (20)

into (19), the closed-loop error system can be expressed as

ė = 8′θ̃ +O
(∥∥∥θ̃∥∥∥2)+ ε(x) − σee− σssgn(e). (21)

Then, using (9) and (21) yields

ż = h(z, t), (22)
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where h : R9
× R≥0 → R9 is defined as

h(z, t) ≜


8′θ̃ +O

(∥∥∥θ̃∥∥∥2)+ ε(x)

−σee− σssgn(e)


−08′T e

 . (23)

Based on the nonsmooth analysis technique in [34], the
following theorem establishes the invariance properties
of Filippov solutions to (22) and provides guarantees of
asymptotic tracking error convergence for the system in (3).
Theorem 1: For the dynamical system in (3), the controller

in (17) and the adaptation law in (9) ensure asymptotic
tracking error convergence in the sense that z, u, ˙̂

θ ∈ L∞

and lim
t→∞

∥e(t)∥ = 0, provided Assumptions 1 and 2 hold,
z(0) ∈ S, and the following gain condition is satisfied:

σs > ε + 1. (24)

Proof: Let ∂VL denote the Clarke gradient of VL
defined in [35, p. 39]. Since z 7→ VL(z) is continuously
differentiable,7 ∂VL(z) = {∇VL(z)}, where ∇ denotes the
standard gradient operator. Based on (23) and the chain rule
in [37, Thm 2.2], it can be verified that t → VL(z(t)) satisfies
the differential inclusion

V̇L
a.a.t.
∈

⋂
ξ∈∂VL (z)

ξTK [h] (z, t)

= ∇VL (z)T K [h] (z, t)

= eT
(
O
(∥∥∥θ̃∥∥∥2)+ ε(x)

)
− σe ∥e∥2

− σseTK
[
sgn

]
(e) + eT8′θ̃ − θ̃T8′T e, (25)

for all z ∈ D. Note that the terms eT8′θ̃ and θ̃T8′T e
cancel. This cancellation of terms is the key motivation for
designing the adaptive update law in (9). Using the fact that
eTK

[
sgn

]
(e) = ∥e∥1, (25) can be bounded as

V̇L
a.a.t.
≤ −σe ∥e∥2 + eT

(
O
(∥∥∥θ̃∥∥∥2)+ ε(x)

)
− σs ∥e∥1 ,

(26)

for all z ∈ D. Based on Holder’s inequality, triangle
inequality, and the fact that ∥e∥ ≤ ∥e∥1, the follow-

ing inequality can be obtained: eT
(
O
(∥∥∥θ̃∥∥∥2)+ ε(x)

)
≤

∥e∥1

(∥∥∥∥O(∥∥∥θ̃∥∥∥2)∥∥∥∥+ ∥ε(x)∥
)

≤
(
ε̄ + 1

)
∥e∥1. Then,

provided the gain condition in (24) is satisfied, the right-hand
side of (26) can be upper-bounded as

V̇L
a.a.t.
≤ −σe ∥e∥2 , (27)

for all z ∈ D. Based on (27), invoking [34, Corollary 2] yields
z ∈ L∞ and lim

t→∞
∥e(t)∥ = 0, when z ∈ D. Using (27),

α1 ∥z(t)∥2 ≤ VL (z(t)) ≤ VL (z(0)) ≤ α2 ∥z(0)∥2, when

7For discontinuous candidate Lyapunov functions, the approach from [36]
can be used in lieu of the continuous development in [37].

z(t) ∈ D. Thus, ∥z(t)∥ <
√

α2
α1

∥z(0)∥, when z(t) ∈ D.

Therefore, z(t) ∈ D is always satisfied if ∥z(0)∥ ≤

√
α1
α2

κ ,
i.e., z(0) ∈ S. To show x ∈ � for ensuring the universal
function approximation holds, consider the set ϒ ⊆ �

defined as ϒ ≜ {ζ ∈ � : ∥ζ∥ ≤ κ + xd }. Since
∥z∥ ≤ κ implies ∥e∥ ≤ κ , the following relation holds:
∥x∥ ≤ ∥e+ xd∥ ≤ κ + xd . Therefore, x(t) ∈ ϒ ⊆ � for all
t ∈ R≥0. Additionally, due to the facts that (x, θ̂ ) → 8θ̂ (x) is
smooth, x ∈ �, and θ̂ ∈ B, it follows that 8θ̂ (x) is bounded.
Since each term on the right-hand side of (17) is bounded, the
control input u ∈ L∞. Since φp,j and φ′

p,j are smooth for all
(p, j) ∈ {1, . . . ,m} × {0, . . . , kp}, it follows from (11)-(16)
that 8′ is bounded. Then, every term on the right-hand side
of (9) is bounded, and hence, ˙̂

θ is bounded.
Remark 3: If the ResNet is used to approximate the

desired drift f (xd ) instead of the actual drift f (x), the
control design and analysis method in our preliminary work
in [21] can be used with the developed method to yield
asymptotic tracking error convergence for any value of the
initial condition e(0) ∈ Rn.
Remark 4: If the sliding-mode term σssgn(e) is removed

from the control input, the adaptation law in (9) can be
modified with standard robust modification techniques such
as sigma modification or e-modification [38, Ch. 8], where a
uniformly ultimately bounded tracking result can be obtained
without requiring knowledge of the bounds θ̄ , 1̄, and ε̄. Note
that the design using a sliding-mode term is not a key feature
of our contribution, but only one approach we selected to
develop the ResNet-based controller. As demonstrated in the
last paragraph of the simulation section, the sliding-mode
term can even be omitted while still achieving a good tracking
performance.
Remark 5: The time and memory complexity of the

approach is O(9), i.e., growing linearly with the total
number of parameters, similar to shallow NNs and fully-
connected DNNs. Thus, the ResNet does not incur any
significant additional computational cost compared to other
architectures of the same size.

IV. SIMULATIONS
Monte Carlo simulations are provided8 to demonstrate
the performance of the developed ResNet-based adaptive
controller, and the results are compared with a fully-
connected DNN-based adaptive controller [12]. The system
in (3) is considered with the state dimension n = 10. The
unknown drift vector field in (3) is modeled as f (x) = Ay(x),
where A ∈ Rn×6n is a random matrix with all elements
belonging to the uniform random distribution U (0, 0.1), and
y(x) ≜ [xT , tanh(x)T , sin(x)T , sech(x)T , (x ⊙ x)T , (x ⊙

x ⊙ x)T ]T , where ⊙ denotes the element-wise product
operator. All elements of the initial state x(0) are selected
from the distribution U (0, 2). The reference trajectory is

8Codes for the simulations are provided at
https://github.com/patilomkarsudhir/Lyapunov-based-ResNet-Adaptive-
Control/tree/main
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selected as xd (t) = [0.5 + sin(ω1t), . . . , 0.5 + sin(ωnt)],
where ω1, . . . , ωn ∼ U (0, 20). The configuration of the
ResNet in (6) is selected with 20 hidden layers, a shortcut
connection across each hidden layer, and 10 neurons in each
layer. The hyperbolic tangent activation function is used in
each node of the ResNet. The results are compared with an
equivalent fully-connected DNN-based adaptive control, i.e.,
the same configuration as the ResNet but without shortcut
connections. The control and adaptation gains are selected as
σe = 2, σs = 2, and 0 = I

6m
p=16

kp
j=0Lp,jLp,j+1

.

The performance of both the ResNet and the fully-
connected DNN-based adaptive controller is sensitive to
initial weights. To account for the sensitivity of performance
to weight initialization, the initial weights for each method
are obtained using aMonte Carlo method. In theMonte Carlo
method, 10,000 simulations are performed, where the initial
weights in each simulation are selected fromU (−0.05, 0.05),
and the cost J =

∫ 10
0

(
eT (t)Qe(t) + uT (t)Ru(t)

)
dt is

evaluated in each simulation with Q = I10 and R = 0.01I10.
For a fair comparison between the ResNet and the fully-
connected DNN, the simulation results yielding the least J
for each architecture are compared.9

TABLE 1. Performance comparison.

FIGURE 2. Plots of the tracking error norm ∥e∥ and function
approximation error norm

∥∥∥f̃
∥∥∥ with ResNet and fully-connected

DNN-based adaptive controller.

Table 1 provides the norm of the root mean square (RMS)
tracking error, function approximation error, and control
input given by ∥erms∥,

∥∥∥f̃rms

∥∥∥, and ∥urms∥, respectively.

9Although we use the Monte Carlo approach in this section to tune the
initial weights, it can also be used to tune the controller gains using the same
cost function.

In comparison to the fully-connected DNN, the ResNet
shows 63.93% and 64.77% decrease in the norms of the
tracking and function approximation errors, respectively.
As shown in Figure 2, the fully-connected DNN exhibits
a comparatively poor tracking and function approximation
performance. As mentioned in Remark 2, fully-connected
DNNs suffer from the vanishing gradient problem. Thus,
the fully-connected DNN weights remain approximately
constant as shown in Figure 3. Consequently, the fully-
connected DNN-based feedforward term fails to compensate
for the uncertainty in the system which yields a relatively
poor tracking and function approximation. In contrast to the
fully-connected DNN, the presence of shortcut connections
in the ResNet eliminates the vanishing gradient problem
as mentioned in Remark 2. As a result, the ResNet
weights are able to compensate for the system uncertainty
as shown in Figure 3 which yields improved tracking
and function approximation performance. Additionally, the
ResNet requires approximately the same control effort as
the fully-connected DNN. Therefore, the ResNet improves
the tracking performance without requiring a higher control
effort in comparison to the fully-connected DNN.

FIGURE 3. Plot of the weight estimates of the ResNet and fully-connected
DNN. There are a total of 2,000 individual weights in each architecture.
For better visualization, 10 arbitrarily selected weights are shown. The
fully-connected DNN weights adapt slowly due to the problem of
vanishing gradients. However, the ResNet weights are able to adapt faster
since the ResNet does not have vanishing gradients.

Additionally, to demonstrate performance comparison of
the ResNet with shallow NNs, comparative simulations
two different configurations are used for the shallow NN
architecture given by V T

1 φ(V T
0 x). In the first configuration,

10 neurons are used in the hidden layer of the shallow NN,
i.e., the same number of neurons as in hidden layer of the
ResNet. In the second configuration, we use 100 neurons
in the hidden layer of the shallow NN, which yields the
same total number of individual weights as the ResNet (i.e.,
2000). As evident from Figure 4, the ResNet significantly
outperforms both of the shallow NN configurations. Both
of the shallow NN configurations exhibit overshoot in
the tracking and function approximation errors, unlike
the ResNet. The ResNet achieves rapid tracking error
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convergence in approximately 0.5 seconds. In comparison,
both of the shallow NN configurations fail to demonstrate
exact tracking error convergence, despite containing the
same robust state-feedback gains as the ResNet-based
controller.

FIGURE 4. Comparative plots of the tracking error norm ∥e∥ and the
function approximation error norm

∥∥∥f̃
∥∥∥ with the ResNet and a shallow NN

with 10 neurons.

FIGURE 5. Comparative plots of the tracking error norm ∥e∥ and the
function approximation error norm

∥∥∥f̃
∥∥∥ with the proposed ResNet

architecture (i.e., shortcut connection across every layer, 20 shortcut
connections in total) and the ResNet with only one shortcut connection
from our preliminary work in [21].

Additional simulation results are provided to examine
the benefits of including more shortcut connections in the
ResNet compared to our preliminary work in [21] which
included only one shortcut connection. For the baseline
method from [21], we consider a single shortcut connection
beginning from the input layer and ending at the output
layer of the ResNet. Figure 5 shows the comparative plots
of the tracking error and function approximation error norms
with respect to time, where the developed ResNet (i.e.,
with a shortcut connection across each layer, 20 shortcut

connections in total) is found to provide improved tracking
and function approximation performance. As evident from
Table 1. the developed ResNet provided 12.27 % and 40.72%
reduction in the RMS tracking and function approximation
error norms, respectively, while requiring a comparable
control effort. Such an improvement was expected because
including more shortcut connections implies better miti-
gation of the vanishing gradient problem, as discussed in
Remark 2.

Note that in practice, one can tune a ResNet to contain
sufficiently large number of layers, neurons, and shortcut
connections, which would yield a small value of the approx-
imation error ε, which can be easily compensated using the
sliding-mode term to yield asymptotic tracking. Additionally,
to avoid using a sliding-mode term or the knowledge of the
bound on θ∗, other standard robust modification techniques
such as sigma modification or e-modification [38, Ch. 8] can
be used in the adaptation law, where a uniformly ultimately
bounded (UUB) tracking result can be obtained, as stated
in Remark 4. The sliding-mode term is used to show an
asymptotic tracking result, but it is not central to the main
development. Figure 6 demonstrates the simulation results
where the sliding-mode term σssgn(e) is omitted and the
e-modification based update law ˙̂

θ = −σθ ∥e∥ θ̂ + 08′T e is
used with σθ = 1 and σe = 20. As evident, the ResNet-based
controller with the e-modification is able to track the desired
trajectory with an ultimate bound of 0.15 on the tracking
error, and root mean square (RMS) values of 0.269, 4.669,
and 23.194 for the tracking error, function approximation
error, and control input norms, respectively.

FIGURE 6. Plots demonstrating the tracking and function approximation
errors with the ResNet-based controller, using sigma modification in the
adaptation law.

V. CONCLUSION AND FUTURE WORK
This paper provided the first stability-driven adaptation
laws for the weights of each layer of a ResNet-based
adaptive controller with an arbitrary number of shortcut
connections. Unlike fully-connected DNNs, the ResNet does
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not exhibit the vanishing gradient problem. Comparative
Monte Carlo simulations were provided where the developed
ResNet-based adaptive controller provided approximately
64% improvement in the tracking and function approximation
performance, in comparison to a fully-connected DNN-based
adaptive controller with the same number of hidden layers
and neurons.

Future work can explore incorporating a long short-term
memory component in the ResNet architecture, based on
our recent work [39], to model uncertainties with long-term
temporal dependencies. Additionally, composite adaptive
methods and physics-informed approaches (e.g., [40]) can
be explored that incorporate a prediction error of the
uncertainty, in addition to the tracking error, in the adaptation
law.
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