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Lyapunov-Based Long Short-Term Memory
(Lb-LSTM) Neural Network-Based Control

Emily J. Griffis™, Omkar Sudhir Patil

Abstract—Recurrent neural networks (RNNs) are a
dynamic mapping that can capture time-varying, accumu-
lative effects in a sequence that static, feedforward neural
networks (NNs) cannot. Long short-term memory (LSTM)
NNs are a type of RNN that have gained recent pop-
ularity because the cell structure allows them to retain
long-term information more efficiently than traditional
RNNs. Existing results develop LSTM-based controllers
to compensate for uncertainties in nonlinear systems.
However, these results use discrete-time LSTMs with
offline-trained weights. In this letter, a Lyapunov-based
LSTM controller is developed for general Euler-Lagrange
systems. Specifically, an Lb-LSTM is implemented in the
control design to adaptively estimate uncertain model
dynamics, where the weight estimates of the LSTM cell
are updated using Lyapunov-based adaptation laws. This
allows the LSTM cell to adapt to system uncertainties with-
out requiring offline training. A Lyapunov-based stability
analysis yields uniform ultimate boundedness (UUB) of
the tracking errors and LSTM state and weight estimation
errors. Simulations indicate the developed Lb-LSTM-based
controller yielded significant improvement in tracking and
function approximation performance when compared to
several DNN examples.

Index Terms—Long short-term memory, neural networks,
adaptive control, Lyapunov methods, nonlinear control
systems.

|. INTRODUCTION

DAPTIVE neural network (NN)-based controllers have
become increasingly popular in recent years due to their
real-time function approximation capabilities [1], [2], [3].
While most adaptive control results only consider single-
hidden layer NN, recent developments focus on deep learning
with feedback control [1], [2], [3], [4]. However, the developed
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adaptation methods are restricted to feedforward NNs, which
are static structures and therefore only have access to current
state information. Previous results in [5], [6], [7] establish
that the presence of a memory capable of accessing previous
state information both reduces the required data set for train-
ing and leads to faster learning. Motivated by the improved
performance of NNs with access to previous state information,
results in [8] augment static NN-based controllers with an
external memory and show faster learning and improved
function approximation performance. Although the results
in [8] augment the NN with a working memory, the NN is
feedforward and the augmented memory is external to the NN.

Unlike feedforward NNs, recurrent NNs (RNNs) are a
dynamic mapping. Thus, RNNs have an internal memory that
can leverage dependencies in a sequence and increase approx-
imation capabilities, thus improving performance [9]. This
internal memory allows RNNs to capture time-varying, accu-
mulative effects exhibited in some dynamical systems that
feedforward NNs cannot (cf., [4], [9], [10], [11], [12], [13],
[14], [15], [16], [17]). However, theoretical and empirical evi-
dence has shown that the structure of traditional RNNs inhibits
their ability to learn long-term time dependencies. One type of
RNNs, long short-term memory (LSTM) NNs, have a better
ability to learn long term dependencies, and therefore, have
improved memory capability when compared to traditional
RNNS.

LSTMs have gained recognition in machine learning appli-
cations such as computer vision, natural language processing,
sound recognition, and handwriting recognition due to their
improved memory capability [18], [19], [20]. Specifically,
LSTMs regulate the flow of the gradient along long time
sequences by adding an explicit memory through three gate
units: the input, forget, and output gates [21]. Compared to
traditional RNNs, the addition of an explicit memory to the
LSTM cell improves function approximation performance by
retaining relevant information across each time step and forget-
ting irrelevant information stored in the internal memory [20].
Results such as [4], [15], [16] develop LSTM-based controllers
and implement offline optimization techniques to train the
weights of the LSTM based on some loss function. While
these offline optimization techniques have been successfully
implemented in empirical studies, they often require large, suf-
ficiently rich data sets for training, and when used offline, are
not able to adjust to disturbances in real-time due to the lack of
sustained learning. In contrast to offline learning techniques,
real-time stability-driven methods consider data online in a
closed-loop implementation and provide stability guarantees.
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While previous results develop Lyapunov-derived adaptation
laws for some of the weights of a simplified LSTM cell
structure, they employ offline optimization techniques to train
the remaining weights [15]. Thus, deriving Lyapunov-based
adaptation laws for LSTMs remains an open problem.

In this letter, an adaptive LSTM controller is developed for
general Euler-Lagrange systems, where the adaptation law is
derived from Lyapunov-based methods (hence, we refer to
the architecture as Lb-LSTM). Specifically, a continuous-time
Lb-LSTM NN is constructed and implemented in the con-
troller as a feedforward term to adaptively estimate uncertain
model dynamics. Despite the technical challenges posed by
the complexity of the LSTM cell structure, stability-driven
adaptation laws adjust the Lb-LSTM weights in real-time
and allow the developed architecture to adapt to system
uncertainties without any offline training requirements. A
Lyapunov-based stability analysis is performed to guaran-
tee uniform ultimate boundedness (UUB) of the tracking
errors and LSTM state and weight estimation errors. To
demonstrate the performance of the adaptive Lb-LSTM con-
troller, simulations were performed and compared to the
adaptive DNN-based controller in [2] using three different
DNN architectures. The simulation results indicate signifi-
cant improvements in tracking and function approximation
performance when compared to various feedforward DNN
architectures.

A. Notation and Preliminaries

An n x n-dimension identity matrix is denoted by I, € R"*".
The Hadamard (element-wise) and Kronecker products are
denoted by ©® and ®, respectively. The function composition
operator is denoted by o, i.e., given appropriate functions f(-)
and g(-), f o g(x) = f(g(x)). The vectorization operator is
denoted by vec(-), i.e., given A £ [a;;] € R™™, vec(A) =
lat,1, .-, atm, .-, an1, ...,an,m]T. The Hadamard product
satisfies the following properties [22, Definition 9.3.1]. Given
any a,b € R", a © b = D,b and therefore, %(a O b) =D,
where D, € R"*" denotes a diagonal matrix with the vector
a as its main diagonal. The vectorization operator satisfies
the following properties [22, Proposition 7.1.9]. Given any
A e R B ¢ R™P and C € RP*, vec(ABC) =
(CT ® A)vec(B), and therefore %C(B)VCC(ABC) =(CT®A).

[1. SYSTEM DYNAMICS AND CONTROL OBJECTIVE

Consider a general uncertain Euler-Lagrange
modeled as

system

M@+ Vm(@)q+ F(@) + G(g) =T, (H

where ¢, g, g € R" denote the generalized position, veloc-
ity, and acceleration, respectively, and M:R" — R™",
Vi :R" x R" - RY" G:R" - R", F:R" - R"™" and
7:R>9 — R” denote unknown, continuous generalized iner-
tial effects, generalized centripetal-Coriolis effects, general-
ized vector of potential forces, generalized dissipation effects,
and the control input, respectively. The model dynamics in (1)
satisfy the following property.

Property 1: The inertial and centripetal-Coriolis effects
satisfy & T (M(q) — 2Viu(g, §))€ = 0 for all ¢, g, & € R".
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Fig. 1.
LSTM cell.

LSTM model in (5), where the green box represents the

The control objective is to design an adaptive Lb-LSTM
controller to achieve UUB tracking of a desired trajectory g4 €
R". To quantify the control objective, a tracking error ¢ € R"
and an auxiliary tracking error r € R" are defined as

e=qq—q, )

e+ we, 3)

> >

r

respectively, where @« € R.( denotes a user-selected con-
stant. The desired trajectory qq is designed to be sufficiently
smooth, i.e., ¢4, qa, Ga can be bounded as ||lg4|l < G4, lgall <
Gy 1Gall < Gy, where qd G- 4, € R-¢ denote known con-
stants and g5 € R"” and g; € R” denote the first and second
time-derivatives of g4, respectively.

Taking the time-derivative of (3), multiplying by M(q), and
using (1) and (2) yields

M(q@)r =gx) — 1 = Vulq, gr, “

where x £ [¢".4".q;.4q;, q;] € R denotes a con-

catenated vector and the function g(x) € R” denotes the
unknown system dynamics defined as g(x) £ M(q) (g +aé)+
Vin(q, 9)(qa + ae) + F(q) + G(q).

Il. CONTROL DEVELOPMENT

Long short-term memory (LSTM) NNs have grown in
recent popularity due to their ability to leverage both long-
term and short-term dependencies in time sequences for faster
learning and improved performance. This motivates the devel-
opment of an LSTM-based controller that can estimate and
compensate for the unknown model dynamics in (4). Based
on the design of continuous-time RNNs [23] and using Euler’s
method, an LSTM NN (see Fig. 1) can be modeled in
continuous-time as [21]!2

f(Z, Wf) =o0g0 WfTZ, i(z, W) =040 W,-TZ,
o(z, W) =0, 0 W;rz, c*(z, W) = o 0 WCTz,
¢ = —bec+bVe(x,c,h,0),
h = —bph + byWy(x, ¢, h, 6, W,), ®)

IThe LSTM cell architecture developed in [21] is in discrete-time and is
converted to a continuous-time model in (5) to make it more appropriate for
controlling a continuous-time system. The gains b. and by, in (5) are a result
of constructing a continuous-time model and can be tuned accordingly to
enhance the performance of the continuous-time LSTM.

2Like the hidden state h, the cell state c is passed from one time step to
the next. The gate output ¢* (typically referred to as ¢ in literature) is not
passed to the next time step and represents the output of one of the internal
gates within the LSTM cell.
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where b, b, € R.( denote user-selected constants and ¢ € R”
and h € R2 denote the cell state and hidden state, respec-
tively, where h(0) = ¢(0) = 0 and I, € R.( denotes the
number of neurons. The concatenated state vector z € R4
is defined as 7 £ [xT, R, 1]T, where x € R denotes the
LSTM input and /; = 5n + [, + 1. The state z is augmented
with a 1 to incorporate a bias term. The forget gate, input
gate, cell gate, and output gate are denoted by f(z, Wy) € RA,
i(z, W) € R2, ¢*(z, W,) € R2, and o(z, W,) € R, respec-
tively. The sigmoid and tanh activation functions are denoted
by 0, R2 — R2 and o.:R? — R", respectively, and the
weight matrices are denoted by WfT , WCT , WiT , WOT e Rlxh,

y
where 0 2 [WI,WI,WT| e R The functions

We(x,c,h,0) € R2 and Wy(x, ¢, h, 6, W,) € R2 are defined
as We(x,c,h,0) = f(z, Wp) © ¢ + iz, W) © ¢*(z, W) and
Wy, (x, ¢, h, 0, W,) £ o(z, W,) © (0, 0 We(x, ¢, h, 6)), respec-
tively. To ensure the output of the LSTM has the appropriate
dimensions, a fully-connected layer is added to the LSTM
cell. To add generality to the LSTM model, a feedforward
component is added to the output of the LSTM. The result-
ing LSTM model allows for a direct transmission of the input
information through the feedforward component while lever-
aging the internal memory capabilities of LSTMs. Thus, the
output of the LSTM ®(x, ¢, h, 6, W,, Wy, Wrr) € R" can be
modeled as

O =W, (Uh(x,c,h,0,W,) + 0 o Wipx), (6)

where o :R2 — R2 denotes a vector of smooth activation
functions and W, € R™% and W) € R2*>" denote the
output weight matrix and weight matrix of the feedforward
NN component, respectively.

The universal function approximation property states that
the function space of (5) is dense in C(Z), where C(Z) denotes
the space of continuous functions over the set Z C R, where
z € Z [24, Th. 1.1].3 Therefore, for any prescribed € € R.,
there exist ideal weight matrices W;.r , WiT , WfT WI s WhT , and
W;F such that the system dynamics g(x) can be modeled using
the LSTM architecture in (5) as

8x) = ®(x, ¢, h, 0, Wo, Wy, Wrp) + £(x). )

It is assumed that there exists a known constant W € R.q
such that the ideal weights can be bounded as ||W;||F < W for
all j € {c,i,f, 0, h, FF} [2].

To compensate for the unknown LSTM model dynamics
in (5), auxiliary cell and hidden state estimation errors are
introduced in this section. The auxiliary cell and hidden state
estimation errors ¢ € R2 and h € R” are defined as

c—C+ne, ®)
h—h+n, (€))
respectively, where ¢ € R2 and h € R denote the estimated

cell state and hidden state, respectively, and 7, € R2 and
nn € R2 are designed as

> >

¢
h

(10)
(1)

77‘0 _kl,cnc - K2,crv

Mh

> >

—ki,nnn — Ko pr,

3Since the subspace of LSTMs in (6) involving the feedforward term W;Lrao
W;Fx is dense in C(Z), the space of LSTMs is also dense.

where ki ., ki1, € R.o denote user-selected constants and
K> Ko € R2%" denote user-selected matrices.

The following lemma establishes boundedness properties of
the cell state and hidden state of the LSTM model in (5), which
is essential for the ensuing development.

Lemma 1: Consider the LSTM model in (5). The hidden
state & and cell state ¢ can be bounded as

bivh Vh

2(bn - 1) \/2<bc — b/ — %)‘

Proof: Consider the hidden state dynamics in (5), where
the input W), can be bounded as |W;|| < /I by design
of the sigmoid and tanh activation functions. Consider the
candidate Lyapunov function Vj,:R2 — Rsq defined as
Vh(h) = %hTh. Taking the derivative, using (5), bound-
ing, and applying the Gronwall inqulality yields Vj <
Vi (h(10)) exp<—2(bh - - to)> + %. Therefore, pro-

=3

Al <

el =

vided by > 3, initializing h as h(tp) =
b/l
2(b-3)
¢, consider the candidate Lyapunov function V,:R2 — R.q
defined as V, = %CTC. By design of the sigmoid and
tanh activation functions, ||f| < +/ and |i © c*| <
/I>. Taking the derivative of the candidate Lyapunov func-
tion, substituting the cell state dynamics in (5), bounding,
and applying the Gronwall inequality yields V.(c(¥)) <

Ve(elto)) exp(=2(bc = e/l = Dt = 10)) +

0 yields ||A|| <

. Similarly, to prove boundedness of the cell state

b
4(bc—bm/5—%) '

Therefore, provided b, > m, initializing ¢ as c(fp) = 0
yields J|cf] < —2 n

V2(be=be/— %)

A. Control Design

Let the adaptive estimates of the LSTM weights be denoted
as 0 2 [WI W1 W]] e e, W] e mEXH, W] e
R and Wi, € R2%" Based on the adaptive weight
estimates, an Lb-LSTM adaptive feedforward term & =
dJ(x, c, il, 0, VT/,,, Wh, WFF)
input is designed as

is constructed and the control

T2 D4 kr— Ky ene — Ko + e, (12)

where k., ks € [R.g denote user-selected constants.
Substituting the LSTM model in (7) and the control input
in (12) into (4) yields the closed-loop error system

M(q)i = ® + jo + £(x) — Vin(g, (1)

—kyr + Ko cne + Ko pn — e, (13)

where the function j.(x, c, h, 8, W,, Wj) € R" is defined as
Je £ @(x, ¢, h, 0, Wo, Wy, Wgp) — D (x, 2, h, 0, Wo, Wy, Wep).

B. Weight Adaptation Laws

Using the LSTM model Ain (5), the estimated cell state ¢
and estimated hidden state /& evolve according to
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&= —bet +be(f (2. Wy) O c+ iz, Wi) © c*(2. W), (14) the terms W/, , U/, . and @éwa can be expressed as

h = —byh a0z w(x.e.h.8)), 1 -, . .

wh + bi(0(2, Wo) © 0 0 We(x, & (15) B = dlag(og(WT ))GQ(WIZ)(% ®Zr>,
: a7 37 41" +h+1 U = diag(o(WS2))o! (W 2) (1, @27

respectively, where Z = [x ,h', ll Rso — R"™27" denotes c,w; = d1ag\ oc g\Wi Z)\Up @z ),
the augmented input of the LSTM estimate. To facilitate T — diag(e a’(WT A) (1 AT) 19
the subsequent stability analysis, let the shorthand notations e Wy g( ) s\ U @20, (19)

\IJ €l Rlz and \Ilh € Rlz be defined as \IJ L W.(x, ¢, h, 0)— \IIC,
and U), 2 W (x, &, h 9 W,) — \IJh, respectively, where U, 2
Y. (x, ¢, h, 9) and \Ilh = W(x, ¢, h, 9, W,). Taking the deriva-
tive on both sides of (8) and (9) and substituting in the LSTM
model in (5) and the auxiliary error dynamics in (10) and (11)
yields

¢ = —bcl+ bV + g + e, (16)
h = —byh + by By + £ + in, (17)
where  the 3 functions  f.(x, c, fz,@, W,) € R2
and g.(x,¢,h,6) € R2 are defined as f, =
by (x,c, h, 0, W,) — bWy (x, ¢, h 6, W,) and
g = bV clx,c, h 0) — beWelx, c, h 0), respectrvely

Furthermore, let ® £ L o(x, 0, h,o, W,, Wy) — ®. Based on
the subsequent stability analysis, the weight adaptation laws
are designed as*

() o (050 085+ 55— ().
Vec(ﬁvo) 2 projy, (ro (bh@,f%nh + @ r— yavec(VT/a)»,
Vec(ﬁ/h) 2 projy, <l";, (6/‘;” - yhvec(Wh))),

vee(Wr) 2 projy, (Pre®,,.r — vervee(Wrr) ), (18)

where Yo, Yo, Yn, YFF € R.( denote user-selected constants,
1—*0 c R3 1lz><3lllz F e Rllllellz Fh e ngnxlgn and
[pp € RYmShn denote user-selected positive-definite gain
matrices, the short-hand notations \IJ \Il;lg, \IJ}/IW , <I>’

=/ =/ ;oA 3T,
<I>W, CDWh, Aand QDWFF denote Athe Jacobians \IJC = ey’
v 7 A 2, = A 3D & A
v L h_ £ B 2 _ o, £
h.6 8vec(0) h’WvA 3VCC(W ) 6 dvec() Wo
90 ;A 90 / N 90 ;
Fvec(W,)’ q> Wi = avecaiy 2nd cI)er = Svec(Wgp)® ESPEC

tively, and proj(-) denotes the projection operator defined in
[25, Appendix E, Eq. E.4]. The projection operators projg (-),
projWI o), prosz( -), and projy, (-) in (18) are used to ensure
(1) € By £ {g e R¥:|g| < V3W} W, (1) € Bw, £ (s €
R1E: gl < W), Wa(o) € B, £ {s & R®":|ig|| < W}, and
Wrr(h) € ng {s e Rsnlz lell < W} respectively.

The Jacobians \IJ \Ilhe, and <I>0 can be represented as
‘I'é %\[‘I’éw"yéw’qjéwf] ‘Iﬂe = [qth’\p}/zW’\p}/sz]
and @, £ [P] ,d>’u,,d>’ 1. respectively, where \IJéW £

0% G ooa 0% foa 0%
avec(W)> “hW Ivec (W)’ and <I> = Bvee@y for all
Jefe, i f}. Usmg (5), (14), (15), the chaln rule, the properties

of the Hadamard product, and the properties of vectorization,

4The terms n¢ and 7y, are introduced and implemented in the auxiliary cell
and hidden state estimation errors ¢ and 4 to allow the weight adaptation laws
in (18) to adaptively compensate for the uncertainty m the mtemal dynam-
ics inherent in the LSTM cell through the terms be ¥ A T e, bhll/h oMh, and

bh‘lf;,_wg Nh-

respectively. Similarly, using (19), the terms Gl/z,W,- and @;l W,
can be expressed as

\/13,’1’%_ = diag(ag (WI%))GC’(@L) @é’wj,
W, , = diag(00(8)) (o (W)2) ) (1 27),

for all j € {c, i, f}, respectively. Using (6) and the chain rule,
the Jacobians dD’W, CID’W , CD/W , and CD/ W Can be expressed
as Py, _WT\II,’lW, @, _WW,;W, ®}, =1,® ¥, and
CD’WH = WT /(WFFx)(Ilz ®x"), for all j € {c,i,f}, respec-
tively. NNs such as the LSTM model in (5) are nonlinear in
terms of the weights. Moreover, the LSTM model has added
complexity due to the three gate units present in the cell archi-
tecture. To address the resulting mathematical challenges, a
first-order Taylor Series approximation-based error model of
the LSTM in (5) and (6) is given by

(20)

B, = Blvee(d) + 02(d),
T, = W)y, vec(W,) + T, gvec( ) + 0} (9 W0>
® = @}, vec(Wy) + By, vec(Wrr) + By, vee(W,)
+c1>9vec( ) + 02 (9 TART WFF) @1)
where O26) e R:2 Ol6,W,) e R:2 and

(92 (9 Wo, Wh, pr) € R”" denotes the higher-order terms.
Us1ng~ Lemma 1, the higher-order terms can be bounded as
1O2G), 105, Wo)ll, 1056, W, Wi, Wrp)|| < O, where
0? € R.q denotes a known constant.

V. STABILITY ANALYSIS

To facilitate the
let the concatenated

and constant K €

T T
crionl, e

subsequent  stability  analysis,

state  vector ¢:Rsg — RY
A

R.o be defined as ¢ =
Tonl, BT, vee@)T, vee(Wy) T, vec(W,) T,
VCC(WFF)T] and x 2 min{% — & - —”KZZC”F L/ % —

K2 mllF &y K2, cllIF HKZI\%F ki kin
53— 3~ 3 ’TC’T’VH Yhs YEF» Yo, A},

respectively, where 1/f =2n +412 + 4111, 4 6nl,. Additionally,
let the aux111ary functlon N:RY — R be defined as
N & rTjo+ &g + h'fe + bWvec®) (¢ — &) +
(bhﬁll’wovec(wo)—i—bh\llhﬁgvec(é))T(h — h), where N
represents a group of terms that appear in the subsequent
stability analysis. Applying the mean value theorem-based
inequality [26, Appendix A] on the terms r Tj, ¢ ge, and
hng, and bounding ||7|l, |||, ||h|| and [|z|| terms with [[Z ]|, the
auxiliary function N can be bounded as ||N|| < pUlzhIzI?,
where p(-) denotes an invertible, strictly non-increasing
function. Let the open and connected sets D C RY and

Y C Z be defined as D 2 {g eRY:[sll < /BLo "« —,\)}
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T ~ ~ ~
and Y = {¢ € Z:|lc| < z}, respectively, Where A€ R>0 —vec<9) (—ygvec(9)> —Vec(WO)T(—yovec(Wo))

02+ 2b.02
. @) ooy

denotes a user-selected constant, § = T +

(2bh@)2 (b:07) (bh02)2 _ Y
o T T e W2+ v +vER) W
and Z 2 2+ @)oo + 24, + 24, + 44 + —L2— + 1. The
2(bi4
developed adaptive LSTM-based architecture in (12) and (18)
is shown to be uniformly ultimately bounded (UUB) in the
following theorem.
Theorem 1: Consider the model dynamics in (1) with
Property 1. The Lb-LSTM controller in (12) and the weight
adaptation laws in (18) ensure the states ¢ are UUB in the

—,«;Al(l—lo)>

_ A (=
sense that [|£]] < [£21z(ro)[2¢ 71" ’°)+§(1—

provided the sufficient gain conditions « >
x + o (2 (1560l + 25 + 6W + 67) ).
b, > % b, > 2 +1 NG are satisfied, where

-1 -1 -1 -1
yElehrt nI,n,I]l, Bi £ ind 1. T, T, Ty T} and
,BZ—Amax{l»Fg ’Fo ’FFF’ Fh 1

Proof: Consider the Lyapunov candidate function
VL . Rw —> RZO
1 1 loge 1 1
VL) = '7c'lc+2nhnh+§c c+2h h+2e e+§r

+%vec(Wh)TF; vec(VVh) + %vec(VV,,)TF; vec(Wg)
1 AT -1 ~ 1 ~ T ~
+Evec(9) Ty vec(@)—l—ivec(WpF) r, vec(Wrr),
(22)
which can be bounded as Bi|¢]> < Vi(©) < Balicl

Substituting (2), (3), (13), (16), and (17) into the time
derivative of Vr and canceling cross-terms yields

T — kg nn + R (e + 1)
—lle (bhi"l - b}ﬁih) - Z'T (bCZ‘ - bclic —8e — nc)

VL = —qe e — k,rTr — kl,chTnc

+rT (5 +je +&(xa)) — vec(ﬁ/o)Tl"o_l vec(ﬁ@)
~ T .1 Y AT X

—Vec(Wh) I, Vec(Wh) —vec(@) Iy vec(@)

—VeC(WFF)TF;I];VCC(f}\VFF> .

Using [25, Lemma E.1. IV] -V'r- prOJ(K) < —VTI‘ K,
where the estlmatlon error V € R™ is defined as V2V -V
for some V V, € R™ such that V|| <V and proj(-) ensures
V) € By & {c € R™|c|| <V}, where V € R.( denotes a
known constant. Therefore, substituting in (10) and (11), the
weight adaptation laws in (18), the first order Taylor series
approximation in (21), and the definition of N, and using the
facts that {IVICTE = \i:(c—8+nc) and @Jﬁ = E‘;(h—h—i— nh)s
yields

(23)

VL < —aele—kerTr —bed & —byhTh—ky end ne — ki g na
—H’T ((92 (é, Wo, Wh, WFF) + 8()6)) + bhnh02 (é, W(,)
~&V (ky ene + Kaer) — b (ky_pnp + Ko pr) + beneO? (5>

+b O (é)T(c &)+ b, 0%(8, W()>T(h —h)+N

+yhvec(‘7Vh)Tvec(17Vh) + yppvec(pr)Tvec(pr). (24)
Using Young’s inequality and the facts that N I =<

pUIEIDICI 6 =0 =8, Wo = W, — Wo, Wrr = Wrr — Wer,
and Wh = W, — Wh, (24) can be bounded as V; <

—( — p(IZINIIZ]I? + 8. From (22), |i¢| <ﬁ and there-
Vi VL_|_

fore VL can be bounded as VL < —(K — 'O(‘/E» B
8. Selecting x according to Theorem 1 ensures [[¢(2p)]l
is bounded as [|[¢(f0)] < ‘/ ,o_l(lc — A). Thus, when

all trajectories are initialized in D, V. can be further
bounded as V; < _TVL + 8, which implies Vy(t) <

A A
Vitig)e i 4 B _ 75 ") Then, [27, Definition

4.6] can be invoked to conclude that ¢ is UUB such that
_ A (— A
gl <p= \/%IIC(IO)HZe A=t | %<1 _ R to)>' To

show z € Z, and therefore the universal function approxima-
tion property holds, lets £ [e",rT]" and let w = ,o’1 (k=M.
Thus, if [|£(#)] < ,/%, then ||£(7)]] < o, and therefore
le®|| < o and ||r(¢#)]] < w. Hence, using (2), (3), and
Lemma 1, ||z|| can be bounded as [|z]| < 2+ @)w + 2g, +

2G, + 4y + \/L_z + 1 provided the sufficient gain condi-
2(by—

. 1 1
tions by, > 3 b, > FI(ES) are met for Lemma 1 to hold.

Therefore, if ¢(t9) € D, then z € T C Z Smce e ¢ € Lo,
g, 4 € L. That and the fact that ¢, h 0 W(,, Wh, WFF € Lo
by design imply 7 € L. |

V. SIMULATIONS

To demonstrate the performance and efficacy of the
developed Lb-LSTM control design, simulations were per-
formed on the two-link robot manipulator model in
[26, Eq. (80)]. To demonstrate the advantages of using the
Lb-LSTM architecture instead of a feedforward DNN archi-
tecture in the adaptive controller, the results are compared
with the DNN-based adaptive controller developed in [2]
as the baseline. The baseline adaptive DNN-based controller
1/1’\1 [2] is © & @DNN + k,r + e, where the DNN estimate
®dpyy was updated according to the weight adaptation laws
defined in [2, Egs. (7)—(8)]. The LSTM model in (5) was
used with tanh activation functions for the feedforward term
and /» = 12 neurons and was compared to 3 baseline fully-
connected DNN architectures, DNN1, DNN2, and DNN3, with
1, 2, and 5 hidden layers each, respectively, with tanh acti-
vation functions. DNN1 and DNN2 had 12 neurons in each
layer and DNN3 had 14 neurons. The weights of all NNs
were randomly initialized with a uniform distribution with val-
ues ranging between —1 and 1. The gains were selected as
a=15k =50, k1 .=5 kip,=5 K. =0.1-[I» Oleo]T,
Kyjp = 0.1-[L Oaxiol’, be = 5, by = 1, Ty = 40 - Iy,
'y = 40 - Ij,, I'n = 40 - Iy, Trr = 40 - Isp,, and
Vo = Vo = v = yrr = 0.01 for the adaptive LSTM con-
troller. For the baseline controllers, the gains were selected as
a =15, k, =50, and I'; = 24 - ILL Vj e {0,...,k}. For a

j+1
fair comparison, the same robust control gains were used for
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TABLE |
PERFORMANCE COMPARISON RESULTS

NN Architecture  ||e||[deg] Hg (z) — &DH [|7||[N-m]
DNNI1 0.6374 36.4609 33.3563
DNN2 0.6360 22.2069 19.5852
DNN3 0.5302 11.8436 9.2579
LSTM 0.3970 3.7480 6.1471

each controllers. The NN gains and parameters (e.g., the learn-
ing gains and activation functions) were empirically adjusted
to achieve the best performance for each network. For all sim-
ulations, the desired trajectory g4(f) £ [ga.1, qa2]" € R? was
A | Z sin(lt
selected as g4 = %sin(é ;
lations were performzed for 25 s with the initial conditions
q(0) = [1.0472, —0.5236]" [rad] and ¢(0) = [0,0]" [rad/s].

Although all four adaptive NN architectures compensated
for the uncertainty in the dynamics and achieved tracking, the
LSTM provided improved tracking performance with a signifi-
cant improvement in both function approximation performance
and control effort, when compared to the feedforward NN
architectures (see Table I). Moreover, the LSTM provided
twofold and fourfold faster tracking and function approxi-
mation error convergence, respectively, compared to DNN3
with better transient behavior. When compared to the adaptive
controller DNN3, the LSTM-based controller and developed
weight adaptation law resulted in 25.1343% and 68.3541%
improvement in the tracking error and function approximation
error, respectively, while requiring 33.6015% reduced control
effort, as shown in Table I.

€ R? [rad], and the simu-

VI. CONCLUSION

An adaptive LSTM-based controller was developed for
general uncertain Euler-Lagrange systems. Leveraging the
dynamic structure and internal memory inherent in LSTMs,
the developed Lb-LSTM architecture is able to leverage time
dependencies in the system dynamics and capture time-varying
accumulative effects in the system dynamics that static, feed-
forward NNs cannot. Unlike traditional RNNs, the cell struc-
ture of LSTMs allows the LSTM to retain relevant information
across longer time sequences. Stability-driven weight adapta-
tion laws are developed for the Lb-LSTM weights in real-time,
eliminating the need for offline pre-training. A Lyapunov-
based stability analysis is performed and guarantees UUB
for the tracking errors, LSTM estimation errors, and weight
estimation errors. To validate the developed adaptive LSTM-
based controller, simulations were performed to compare the
developed method to the adaptive DNN-based controller in [2]
and yielded twofold and fourfold faster tracking error and
function approximation error convergence, respectively, when
compared to a baseline DNN architecture of a similar size.
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