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A Switched System Dwell-Time Update Mechanism for Path Following
With Intermittent State Feedback Constraints
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Abstract— This article focuses on a class of problems where
a switched system approach is used to model intermittencies in
state feedback. Specifically, a single-agent with nonlinear dynam-
ics is tasked with following a desired path that lies in a feedback-
denied region where state feedback is unavailable. As a result,
the agent must use open-loop state estimates (dead-reckon) to
navigate along the desired path while periodically returning to a
known feedback region where the accumulated dead-reckoning
errors are regulated. A dwell-time update mechanism is developed
that leverages intermittent data measurements to generate a re-
laxed dwell-time condition in comparison to previous literature.
The updated dwell-time conditions are used to plan the duration
spent following the desired path before returning to the feedback
region to acquire state feedback. A Lyapunov-based switched sys-
tem dwell-time analysis is used to show the state tracking error
is uniformly ultimately bounded to a prescribed error threshold
that also guarantees re-entry of the agent to the feedback region.
Comparative numerical simulations are conducted to demonstrate
the efficacy of the developed method.

Index Terms—Dead reckoning, Lyapunov methods, nonlinear
control, switched systems.

I. INTRODUCTION

Autonomous systems are often tasked with objectives such as state
regulation, trajectory tracking, and multi-agent coordination. To accom-
plish such objectives, control designs critically depend on a system’s
ability to continuously acquire and use state feedback. However, factors
such as the task definition, operating environment, sensor modality, and
adversarial attacks may impede continuous state sensing capabilities.
Moreover, relaxing continuous state acquisition requirements can im-
prove autonomous system design by reducing costs such as energy
consumption, computational demands, and required hardware devices
such as GPS.

Motivated to obviate the need for continuous state feedback, various
methods have been developed that tolerate intermittencies in state
feedback. For example, in visual servoing applications, approaches
have been developed to address the practical problem when landmarks
or image features leave the field of view. In results such as [1], a
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Fig. 1. Illustration of the single-agent switched system intermittent
feedback approach. The feedback region is shown in the black dot-
ted area. State measurements are available to the agent while inside
the feedback region, otherwise it is unavailable. The desired path is
indicated by the blue dashed line. Since state measurements are not
continuously available, the agent must follow a user-defined auxiliary
trajectory shown in the green dashed line. The auxiliary trajectory is
designed such that it directs the agent from the feedback region to
the desired path, then it directs the agent along the desired path until
it departs the desired path to return to the feedback region. Upon
leaving the feedback region (red dot), the agent dead-reckons (uses
open-loop state estimates) to navigate along the auxiliary trajectory.
At an instant in time outside the feedback region, the open-loop state
estimate and true state of an autonomous agent are illustrated by the
black circle and x markers, respectively. The discrepancy between the
state estimate and the true state represents the dead-reckoning error.
To regulate the dead-reckoning error, the auxiliary trajectory directs the
agent back to the feedback region (green dot) where the agent may
acquire state measurements and reset the state estimate. Note that the
problem formulation can be extended to multiagent problems using the
Relay-Explorer framework (see [11]).

daisy-chaining approach is used to link features that leave the image
with features that remain visible for position and pose estimation.
Similarly, simultaneous localization and mapping algorithms have been
developed to generate local state estimates in feature-rich environments
(cf., [2], [3], [4]). In the context of communication networks, unreliable
communication channels may result in delays and intermittent losses of
information. The results in [5], [6], and [7] model temporary losses in
communication as a random process and use Kalman filtering with
intermittent observations. Moreover, to conserve resources such as
communication energy and bandwidth, self- and event-triggered mech-
anisms have been developed where sensing and actuation are executed
discretely based on a trigger condition (cf., [8] and [9]).

Emerging results in [10], [11], [12], [13], [14], [15], and [16]
examined a class of problems where a switched system approach
was used to model the intermittencies in state feedback (see Fig. 1).
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Specifically, the results such as [10], [15], and [16] examined switched
systems with two modes of operation: 1) a stabilizable mode where
state feedback is available and 2) a potentially unstable mode where
state feedback is unavailable. When state measurements are avail-
able, feedback controllers are used to stabilize the system, otherwise
open-loop state estimates (dead-reckoning) are used to navigate when
state measurements are unavailable. Lyapunov-based switched system
methods in [17], [18], and [19] are used to analyze the closed-loop
state tracking error of the switched system, and to develop sufficient
dwell-time conditions on the switching signal. The developed dwell
times are sufficient conditions that determine the maximum duration the
system can endure without state feedback, and the minimum duration
required in the stabilizing mode. Specifically, the maximum dwell
time is derived from a guaranteed re-entry criterion that ensures the
tracking errors do not exceed a specified threshold that is sufficient to
guarantee the agent reacquires state feedback. The minimum dwell time
ensures the tracking errors are regulated to a desired threshold before
exiting the feedback available mode. Similarly, time-based constraints
on the switching signal have also been studied for general switched
nonlinear systems and hybrid systems in results such as [20], [21],
[22], [23], [24], [25], [26], [27], and [28]. The results in [23] considered
switched nonlinear systems with unstable modes and used an average
dwell-time condition and introduced a time-ratio constraint to guarantee
input/output-to-state-stability. The average dwell-time condition limits
the frequencies of switches while the time-ratio constraint limits the
duration the unstable modes are active. Results in [24] used a hybrid
systems approach to induce the time-ratio constraint from [23] using
an auxiliary timer state to develop a time-ratio monitor that limited
the duration the unstable modes wer active. In addition, the time-ratio
monitor was used in conjunction with an average dwell-time automaton
in results such as [26], [27], and [28] for hybrid systems with unstable
modes. Although the time-based constraints on the switching signal in
the aforementioned results and in this article both provide stability
certificates, the maximum dwell-time condition (i.e., the maximum
duration in the unstable mode) developed in this article is derived from
a guaranteed re-entry criterion and is independent of the stable mode.

The switched system intermittent feedback framework introduced
in [10] considered a single-agent system tasked with following a path
that lay in a feedback-denied environment. Therefore, the agent must
dead-reckon along the desired path while repeatedly returning to a
known feedback region to acquire state feedback and regulate the
accumulated dead-reckoning errors. Similarly, results in [12] extended
the intermittent path following framework in [10] to a class of non-
holonomic systems tasked with exploration of uncertain environments.
In addition, the results in [11] and [13] extended the switched system
intermittent feedback framework to a multiagent coordination setting
where a leader agent with local state sensing capabilities must relay
state feedback to the remaining agents by moving within proximity of
the follower agents’ communication radius.

The results in [10], [11], [12], [13], [14], [15], and [16] used
Lyapunov-based techniques to develop dwell-time conditions based on
conservative bounds. Consequently, the aforementioned results yield
conservative dwell-time conditions that require a system to acquire state
feedback more frequently than required. Moreover, the results in [10],
[11], [12], [13], [14], [15], and [16] limited the dwell-time analysis to
circular feedback regions, which also restricted the dwell time. As a
result, recent efforts have been made to relax the dwell-time condition.
The results in [29] built on the switched system framework in [10] by
examining criteria under which an agent is guaranteed to re-enter a feed-
back region with arbitrary geometry. A topologically inspired method
is used to factor in geometric parameters of a known feedback region

and provide sufficient conditions for guaranteed re-entry. The sufficient
conditions are used to develop a path-planning algorithm that computes
a relaxed dwell-time condition. However, the improvement in the dwell
time is dependent on the geometry of the feedback region. Overall, the
dwell-time analyses in [29] and the results such as [10], [11], [12],
[13], [14], [15], and [16] were limited by conservative bounds on the
system dynamics. Hence, the preliminary results in [15] incorporated an
extremum seeking control method that used intermittent measurements
to update the dwell-time condition.

This article builds on the switched system framework in [10] and
the preliminary results in [15], which consider a single-agent nonlinear
system subject to exogenous disturbances that is tasked with following a
desired path that lies in a region where state measurements are unavail-
able (see Fig. 1). A new dwell-time update mechanism is developed to
relax the dwell-time condition. Unlike previous results, the developed
dwell-time update mechanism leverages intermittent data measure-
ments of the dead-reckoning error to iteratively adjust the dwell-time
condition. In comparison, for the result in [10], the dwell-time condition
is static and dependent on conservative bounds. A Lyapunov-based
analysis is used to analyze the switched system dynamics resulting
from intermittencies in state measurements. The developed dwell-time
conditions guarantee the agent re-enters the feedback region and also
ensures the state tracking error is uniformly ultimately bounded to a
prescribed error threshold. In addition, the developed dwell-time update
algorithm is analyzed to guarantee the generated dwell-time conditions
are less conservative than the nominal dwell time developed in prior
works in [10] and [15].

II. PROBLEM FORMULATION

A. Switched System Framework

This section introduces the switched system framework in [10] for
path following subject to intermittencies in state measurements. This
article considers a single-agent system that is capable of measuring
its state x : R≥0 → R

n while inside a known feedback region. The
feedback region is a known set of states where state measurements are
available to the agent; otherwise, state measurements are unavailable
(see Fig. 1). In this article, the feedback region is defined as the set
F � {x ∈ R

n : ‖x− xc‖ ≤ R} ⊆ R
n, whereR > 0denotes a known

constant, andxc ∈ R
n denotes a known fixed vector. The agent is tasked

with following a desired path that lies entirely outside of the feedback
region. In addition, due to the lack of state measurements while outside
the feedback region, the agent must dead-reckon (i.e., use state estimates
x̂ : R≥0 → R

n) to navigate along the desired path.1 Hence, a state-
dependent switching controller and state estimator are designed such
that state measurements are used when available, and state estimates
are used when state measurements are unavailable.

To facilitate the subsequent development, let a and u be indices
denoting modes of a switched system (subsystems) when state measure-
ments are available and unavailable, respectively. Let P � {a, u} de-
note the set of operating modes of the switched system. Let p : R≥0 →
P denote a piecewise right-continuous switching signal that indicates
the active subsystem. Let the concatenated state z : R≥0 → R

2n be de-
fined as z � [xT , x̂T ]T . A switched controller vp : R2n × R≥0 → R

n

1Visual odometry or the use of inertial measurements may reduce the growth
rate of the state estimate over traditional open-loop estimates without any feed-
back measurements. However, without absolute sensing (e.g., “loop-closure”
with visual odometry), the measurements may drift and lead to instability. Hence,
such methods can also be included in the generalized concept of “open-loop
dead-reckoning” considered in this article.
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and state estimator are designed as

vp(z, t) �
{
va(x, t), p = a,

vu (x̂, t) , p = u,
(1)

˙̂x �
{
f(x, t) + va(x, t) + ṽ(z, t), p = a,

f (x̂, t) + vu (x̂, t) , p = u,
(2)

where the functions (x, t) �→ va(x, t) and (x̂, t) �→ vu(x̂, t) denote
the control laws when state feedback is available and unavailable,
respectively; (z, t) �→ ṽ(z, t) denotes a state feedback term, and f :
R

n × R≥0 → R
n denotes the agent’s locally Lipschitz drift dynamics.

The switched system framework allows for various controller and state
estimator designs in (1) and (2), provided sufficient Lyapunov-like
conditions (introduced subsequently in Section III) are satisfied. Then,
the single-agent system is modeled as a switched nonlinear system

ẋ = f(x, t) + vp(z, t) + d(t) (3)

where d : R≥0 → R
n denotes an unknown exogenous disturbance.

For simplicity, the development in this article considers fully actu-
ated systems (see [12] for extensions to systems with nonholonomic
constraints). The following assumption facilitates the subsequent de-
velopment.

Assumption 1: The exogenous disturbance t �→ d(t) is a class C1

function, and there exists known constants δ, γ ∈ R>0 such that d(·)
and its time derivative ḋ(·) can be bounded as ‖d(t)‖ ≤ δ and ‖ḋ(t)‖ ≤
γ for all t ∈ R≥0, respectively.

B. Control Objective

The potential instabilities from dead-reckoning motivate the
switched system intermittent path following approach introduced
in [10] that is adopted in this article, i.e., “loop-closure” by returning to
a region of the state-space where absolute measurements are available.
The path following task is expressed as a time-based trajectory tracking
problem for an auxiliary trajectory that is designed to ensure the path
is followed, while also ensuring the agent returns to the feedback
region in sufficient time. Specifically, the control objective is to track
a user-defined auxiliary trajectory xσ : R≥0 → R

n that coincides with
the desired path and repeatedly returns to the feedback region to regulate
the dead-reckoning errors. To quantify the tracking objective, an error
system is defined as

e � x− xσ, ê � x̂− xσ, ẽ � x− x̂ (4)

where e : R≥0 → R
n denotes the state tracking error, ê : R≥0 → R

n

denotes the state estimate tracking error, and ẽ : R≥0 → R
n denotes

the state estimate error. Using (1)–(3) and taking the time derivatives
of the error system in (4) yields a family of closed-loop error dynamics
of the forms

ė = ge,p(z, t), ˙̂e = gê,p(z, t), ˙̃e = gẽ,p(z, t) (5)

for all p ∈ P, where ge,p, gê,p, gẽ,p : R2n × R≥0 → R
n.

III. DWELL-TIME ANALYSIS

In this section, the framework in [10] is used to develop a re-
laxed maximum loss of feedback availability condition that dictates
the maximum duration the agent can remain outside the feedback
region. Similarly, to guarantee the reacquisition of state measurements,
the normalized state tracking error is required to be bounded by a
user-defined maximum error threshold upon entering the feedback

region.2 The maximum dwell-time condition in [10] is introduced
and used as a nominal dwell-time condition for initialization. A new
dwell-time update mechanism is then developed that uses intermittent
output measurements of the agent upon returning to the feedback region
to update the dwell-time condition. The resulting switched system
generated by the class of switching signals admitted by the updated
dwell-time conditions is analyzed to ensure reentry of the agent into
the feedback region. Moreover, the developed algorithm is analyzed to
show the generated dwell times are less conservative than the nominal
dwell time developed previously in [10].

To facilitate the subsequent analysis, the following notation is in-
troduced. Let tai ≥ 0 for all i ∈ Z≥0 denote the ith instant when p
switches from u to a, i.e., the instant the agent enters the feedback
region. For the complementary case, let tui ≥ 0 for all i ∈ Z≥0 denote
the ith instant when the switching signal p switches from a to u, i.e.,
the instant the agent exits the feedback region. Based on the switching
instants, the dwell times Δtai � tui − tai and Δtui � tai+1 − tui for all
i ∈ Z≥0 denote the ith activation of the subsystems a and u.

To analyze the closed-loop error system in (5), candidate Lyapunov-
like functions are defined as

Ve(e) �
1

2
eT e, Vê (ê) �

1

2
êT ê, Vẽ (ẽ) �

1

2
ẽT ẽ (6)

where Ve, Vê, Vẽ : Rn → R≥0. To facilitate the subsequent dwell-time
analysis, the following assumption is made.

Assumption 2: [10] Consider the family of systems in (5). Based
on the design of the control input and state estimator in (1) and (2),
respectively, the following inequalities hold:〈

∂Ve

∂e
, ge,a(z, t)

〉
≤ −2λeVe, (7)

〈
∂Vê

∂ê
, gê,u(z, t)

〉
≤ −2λêVê, (8)

〈
∂Vẽ

∂ẽ
, gẽ,p(z, t)

〉
≤

{
−2λẽ,aVẽ, p = a,

2λẽ,uVẽ +
δ2

2
, p = u,

(9)

where λe, λê, λẽ,a, λẽ,u ∈ R≥0 are known constants, and δ is a known
constant that was introduced in Assumption 1.3

Based on the definitions of the switching indices introduced above
(6), the feedback available subsystem p(t) = a coincides to the time
interval t ∈ [tai , t

u
i ) for all i ∈ Z≥0, and the feedback unavailable mode

p(t) = u corresponds to the time interval t ∈ [tui , t
a
i+1) for all i ∈ Z≥0.

This shorthand notation is used in (7)–(9) and the remainder of this
article. The inequalities in Assumption 2 ensure bounds on the closed-
loop error signals in (5) that are used to develop a maximum loss of
feedback dwell-time condition. Therefore, this framework allows for
various controller and state estimator designs that satisfy Assumption 2
(see [10, Sec. VI] for a design example). Using the definition of Vê and
Vẽ in (6) and applying the Comparison Lemma [30, Lemma 3.4] to (8)
and (9) yields

‖ê(t)‖ ≤ ‖ê (tui )‖ exp (−λê (t− tui )) , ∀t ∈ [tui , t
a
i+1), (10)

2The developed method in this article also considers circular feedback regions
for simplicity and to better focus the result on the unique specific contributions.
The topologically inspired method in [29] can be used with the developed method
to extend to feedback regions with generic geometries.

3Under the switched system framework adopted in this article, the control and
state estimator designs are decoupled from the stability analysis. See Section IV
for a concrete design example of (1) and (2) that satisfy the criteria specified in
Assumption 2.
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‖ẽ(t)‖2 ≤ c̃ (tui ) exp (2λẽ,u (t− tui ))−
δ2

2λẽ,u

, ∀t ∈ [tui , t
a
i+1)

(11)

respectively, where c̃(tui ) � ‖ẽ(tui )‖2 + δ2

2λẽ,u
for all i ∈ Z≥0 is an

auxiliary variable. While the agent is inside the feedback region, state
measurements can be used to update the auxiliary trajectory and state
estimate as xσ(t) = x(t) and x̂(t) = x(t) for all t ∈ [tai , t

u
i ), respec-

tively. Hence, at the instant the agent re-enters the feedback region, the
following resets are applied:

xσ(t
a
i ) = x(tai ), x̂(t

a
i ) = x(tai ) (12)

for all i ∈ Z≥0, i.e., the auxiliary trajectory and state estimate are
updated based on the re-entry location to regulate the dead-reckoning
errors rather than remaining inside the feedback region for a specified
amount of time before returning to the desired path. Hence, the agent can
instantaneously leave the feedback region (i.e., tai = tui ) upon applying
the resets in (12). To distinguish states at the reset times, consider a
piecewise continuous function t �→ h(t) with discontinuities occurring
at reset times tai and tui . At the reset times tui , h(tui ) � lim

t→tu+
i

h(t)

denotes the function after the resets are applied. Similarly, h(tai ) �
limt→ta−

i
h(t) denotes the function before the resets are applied. There-

fore, applying the reset maps yields‖e(tui )‖ = ‖ê(tui )‖ = ‖ẽ(tui )‖ = 0
for all i ∈ Z≥0. Using (4), the error e can be expressed as e = ê+ ẽ.
Then, using (10) and (11) and applying the resets yields

‖e(t)‖ ≤
[

δ2

2λẽ,u

(exp (2λẽ,u (t− tui ))− 1)

] 1
2

∀t ∈ [tui , t
a
i+1).

(13)

The inequality in (13) is a bound on the normalized state tracking error
while the agent is outside the feedback region (i.e., t ∈ [tui , t

a
i+1)), and

is used to develop the nominal dwell-time condition Δtunom ∈ R>0 in
the following theorem.

Theorem 1: [10, Th. 1] Consider an agent modeled by the dynamics
in (3) with initial condition x(τ0) ∈ F and τ0 ≥ 0, and suppose As-
sumptions 1 and 2 hold. The composite error system trajectories of the
switched system generated by the family of subsystems described in
(5) with a piecewise, right-continuous switching signal t �→ p(t) ∈ P
are uniformly ultimately bounded in the sense that ‖e(t)‖ ≤ eM for
all t > τ0 + τ with τ > 0, provided the switching signal satisfies the
sufficient maximum loss of feedback dwell-time condition

Δtui = Δtunom ≤ 1

2λẽ,u

ln

(
2λẽ,ue

2
M

δ2
+ 1

)
(14)

∀i ∈ Z≥0, where eM ∈ R>0 is a user-defined parameter,4 and the
known constants λẽ,u and δ were previously defined in (9).

Remark 1: The nominal dwell-time condition in (14) is sufficient to
guarantee the agent’s state tracking error does not exceed the maximum
error threshold eM , which also guarantees re-entry to the feedback
region. Similar to (13), a convergence bound on the normalized state
tracking error while the agent is inside the feedback region can be
developed and used to develop a minimum feedback availability dwell-
time condition [10, Th. 1]:

Δtai ≥ −1

min {λe, λẽ,a} ln

(
min

{
em

‖e (tai )‖+ ‖ẽ (tai )‖
, 1

})

for all i ∈ Z≥0, where em ∈ R>0 denotes a user-defined parameter
and the known constants λe and λẽ,a were previously defined in

4The guaranteed re-entry criterion in [10] required selecting the maximum
error threshold eM to be less than or equal to the radius of the feedback region.

Algorithm 1: Dwell-Time Update Mechanism.

Output:Maximum dwell-time condition update Δtui+1

Input:

Initialize Δtu0 = Δtunom = 1
2λẽ,u

ln(
2λẽ,ue2

M
δ2

+ 1)

Require δ, γ, λẽ,u, and eM
1: if Agent enters feedback region, i.e., t = tai+1 then
2: Compute output measurement yi = ‖e(tai+1)‖
3: Compute δi = [

2λẽ,uy2
i

exp(2λẽ,uΔtu
i
)−1

]
1
2 and δ̂i = δi + γΔtui

4: Compute
χ1 = [ 1

2λẽ,u
ln(

2λẽ,u

δ2
(eM − ‖e(t′i)‖)2 + 1)],

χ2 = δ−δi
γ

−Δtui , and Δt′i ≤ min(χ1, χ2)
5: Dwell-time update Δtui+1 = Δtui +Δt′i
6: return Δtui+1

The nominal dwell time in (14) is used to initialize the algorithm which
updates the dwell time based on the intermittent measurements in (15).
The updated dwell time is analyzed in Theorem 2 and guarantees the
state tracking error is bounded. Subsequently, the developed algorithm
is analyzed in Lemma 1 to show that the updated dwell time is less
conservative than the nominal dwell time under Assumption 3.

Assumption 2. However, by applying the reset maps described in (12),
the dead-reckoning errors can be regulated instantly, eliminating the
minimum dwell-time condition.

In Theorem 1, the nominal dwell-time condition developed in (14)
is used for initialization during the initial instance the agent leaves the
feedback region, i.e., Δtu0 = Δu

nom. In [10], the dwell-time condition
ensured the dead-reckoning error did not exceed the error threshold eM .
Upon re-entry to the feedback region, the agent acquires state measure-
ments that provide information on how conservative the dwell time is,
i.e., the discrepancy between the true and allowable dead-reckoning
error. Despite having intermittent data on the dead-reckoning errors,
the dwell-time analysis in Theorem 1 yields a constant dwell time and
is dependent on conservative bounds on the modeled dynamics. Conse-
quently, the conservative dwell time requires the agent to allocate more
time returning to the feedback region, which inhibits the agent’s ability
to follow the desired trajectory. Hence, this motivates the development
of a new algorithm that incorporates the intermittent measurements
acquired upon re-entry to the feedback region.

To quantify the intermittent measurements, a discrete output mea-
surement yi : Z≥0 → R>0 is defined as

yi �
∥∥e (tai+1

)∥∥ ∀i ∈ Z≥0. (15)

The output measurement provides a measure of the true dead-reckoning
error during the ith instance the agent returns to the feedback region.
Using intermittent output measurements in (15), relaxed dwell-time
conditions are generated in the subsequently developed dwell-time
update mechanism in Algorithm 1. The dwell-time update mechanism
in Algorithm 1 also generates sufficient dwell-time conditions on the
switching signal. The resulting class of switched systems admitted
are analyzed to show boundedness of the state tracking error in the
following theorem.

Theorem 2: Consider an agent modeled by the dynamics in (3) with
initial condition x(τ0) ∈ F and τ0 ≥ 0, and suppose Assumptions 1
and 2 hold. The dwell-time update mechanism described in Algorithm 1
ensures the error system trajectories of the switched system generated
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by the family of subsystems described in (5) are uniformly ultimately
bounded.

Proof: Based on (13) and (15), let δi : Z≥0 → R>0 be defined as

δi �
[

2λẽ,uy
2
i

exp (2λẽ,uΔtui )− 1

] 1
2

(16)

for all i ∈ Z≥0. Using (16), a discrete auxiliary variable δ̂i : Z≥0 →
R≥0 is defined as

δ̂i � δi + γΔtui (17)

where γ is defined in Assumption 1. Let t′i � tui +Δtui , where t′i :
Z≥0 → (tui , t

a
i+1) denotes an intermediate time instant while the agent

is outside the feedback region. Using (13) and (17) yields

‖e (t′i) ‖ ≤
[

δ̂i
2λẽ,u

(exp (2λẽ,uΔtui )− 1)

] 1
2

. (18)

Using (13) and (18), the agent’s state tracking error bound yields

‖e (tai+1

) ‖ ≤
[

δ2

2λẽ,u

(exp (2λẽ,uΔt′i)− 1)

] 1
2

+ ‖e (t′i)‖ (19)

where Δt′i � tai+1 − t′i. To guarantee re-entry of the agent to the
feedback region, it is required that the normalized state tracking er-
ror is bounded by the maximum allowable error while outside the
feedback region, i.e., [ δ2

2λẽ,u
(exp(2λẽ,uΔt′i)− 1)]

1
2 + ‖e(t′i)‖ ≤ eM .

Then, solving the inequality in (19) for Δt′i yields

Δt′i ≤
1

2λẽ,u

ln

(
2λẽ,u

δ2
(eM − ‖e (t′i) ‖)2 + 1

)
. (20)

The inequality constraint in (20) represents the additional duration
of time the agent can extend during the next iteration of leaving the
feedback region. The inequality in (20) is derived from the bound on the
normalized state tracking error in (19) which incorporates information
on the exogenous disturbance using the discrete measurements in (16).
Based on the discrete measurements in (16) and known bounds on
the disturbance from Assumption 1, the following inequality constraint
must also be satisfied:

Δt′i ≤
δ − δi
γ

−Δtui . (21)

Therefore, satisfying both (20) and (21) yields the following inequality
constraint:

Δt′i ≤ min (χ1, χ2) (22)

where χ1 � [ 1
2λẽ,u

ln(
2λẽ,u

δ2
(eM − ‖e(t′i)‖)2 + 1)] and χ2 � δ−δi

γ
−

Δtui for all i ∈ Z≥0 are measurable terms. Then, using (22), the dwell-
time update mechanism is designed as

Δtui+1 = Δtui +Δt′i (23)

for all i ∈ Z≥0. If the switching signal satisfies the maximum dwell-
time condition in (23), then by construction of the dwell-time update
mechanism, the normalized state tracking error is bounded as ‖e(t)‖ ≤
eM for all t ∈ [tui , t

a
i+1) and i ∈ Z≥0. �

In Theorem 2, Algorithm 1 is analyzed and guaranteed to generate
dwell times that ensure the normalized state tracking error is bounded
by the maximum allowable threshold error. In the following lemma,
Algorithm 1 is analyzed to ensure the generated dwell times are less

conservative than the nominal dwell-time condition in (14). To facilitate
the subsequent analysis, the following assumption is made.5

Assumption 3: Given known parameters δ and γ from Assumption 1
and a nominal dwell time Δtunom defined in (14), the controller in (1)
can be designed to yield λẽ,u, defined in (9), such that the following
inequality is satisfied

δ

γ
− 1

γ

[
2λẽ,ue

2
M

exp (2λẽ,uΔtui )− 1

] 1
2

≥ Δtunom ∀i ∈ Z≥0. (24)

Lemma 1: Suppose Assumptions 1–3 hold. The dwell-time update
mechanism described in Algorithm 1 ensures that

Δtui+1 ≥ Δtunom ∀i ∈ Z≥0. (25)

Proof: Substituting (22) into (23), the dwell-time update mechanism
yields

Δtui+1 = Δtui + min (χ1, χ2) (26)

where χ1 and χ2 were defined below (22). Based on (26), there are
two possible cases for the dwell-time update mechanism. In the first
case, if 1

2λẽ,u
ln(

2λẽ,u

δ2
(eM − ‖e(t′i)‖)2 + 1) ≤ δ−δi

γ
−Δtui , then the

dwell-time update in (26) yields

Δtui+1 = Δtui +
1

2λẽ,u

ln

[
2λẽ,u

δ2
(eM − ‖e (t′i) ‖)2 + 1

]
. (27)

In (27), the bracketed term is nonnegative. Hence, (27) can be lower
bounded as Δtui+1 ≥ Δtui for all i ∈ Z≥0. By Algorithm 1, the dwell-
time condition is initialized as Δtu0 = Δtunom. Then, according to
the recursive relation in (27) with initial condition Δtu0 = Δtunom,
the dwell-time update mechanism satisfies (25). In the second case,
if 1

2λẽ,u
ln(

2λẽ,u

δ2
(eM − ‖e(t′i)‖)2 + 1) > δ−δi

γ
−Δtui , the dwell-time

update in (26) yields

Δtui+1 =
δ

γ
− 1

γ
δi. (28)

Substituting (16) into (28) yields

Δtui+1 =
δ

γ
− 1

γ

[
2λẽ,uy

2
i

exp (2λẽ,uΔtui )− 1

] 1
2

. (29)

By Theorem 1, the nominal dwell-time condition Δtunom in (14) ensures
the state tracking error is bounded as ‖e(t)‖ ≤ eM for all t ∈ R≥0.
Similarly, by Theorem 2, the dwell-time update mechanism ensures
the state tracking error is bounded as ‖e(t)‖ ≤ eM for all t ∈ R≥0.
Therefore, by (15), yi can be bounded as 0 ≤ yi ≤ eM , for all i ∈ Z≥0.
Hence, (29) can be lower bounded as

Δtui+1 ≥ δ

γ
− 1

γ

[
2λẽ,ue

2
M

exp (2λẽ,uΔtui )− 1

] 1
2

∀i ∈ Z≥0. (30)

Then, (25) follows from Assumption 3 and (30). �

IV. NUMERICAL SIMULATIONS

To demonstrate the performance of the developed dwell-time update
mechanism in Algorithm 1, simulations were conducted. In the simula-
tion results, the feedback region was modeled as F = {x ∈ R : ‖x‖ ≤

5The inequality in (24) of Assumption 3 is restrictive and may not be possible
to satisfy for some systems, e.g., systems with small magnitude disturbances
with high rates of change. However, there is a large class of systems that can
satisfy the verifiable sufficient condition in (24) (see the numerical simulations
in Section IV for an example).
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0.5}. The controller in (1) was designed as

vp �
{
ẋσ − kee− f(x, t)− kssgn(e), p = a,

ẋσ − kêê− f(x̂, t), p = u
(31)

where ke, kê, ks ∈ R≥0 are user-defined parameters. The state estima-
tor in (2) was designed as follows [10]:

˙̂x �
{
f(x, t) + va(t) + kẽẽ+ kssgn (ẽ) , p = a,

f(x̂, t) + vu(t), p = u
(32)

where kẽ ∈ R≥0 is a user-defined parameter.6 Similar to [10, Sec. VI],
xσ was designed with the smootherstep function.

A. Simulation Configurations

To demonstrate and gain insight on the performance of the dwell-time
update mechanism in Algorithm 1, three simulation cases were con-
ducted for 240 s. For simplicity, in all simulation cases, a scalar system
(i.e., n = 1) in (3) was considered with drift dynamics f(x) � x, for
all x ∈ R. The desired path is selected as xd(t) = 2 for all t ∈ R≥0.
The control parameters for the controller in (31) and state estimator in
(32) were selected as ke = kê = 1, kẽ = 1.1, and ks = 0.26. The state
and state estimate were initialized as x(0) = 0.4 and x̂(0) = 0, respec-
tively. The user-defined parameter eM = 0.5 was used throughout all
simulation cases.

In Case 1, a baseline simulation was conducted using the nominal
dwell-time condition in (14) with the known bounds δ = 0.2 andλẽ,u =
1.5. Note that the nominal dwell-time condition does not use the bound
δ̇. The disturbance in (3) was modeled as d(t) = 0.05, ∀t ∈ R≥0. In
the second case, a similar simulation was conducted using the same
disturbance model in Case 1. However, the developed algorithm was
used and examined in two separate subcases. Specifically, in Case 2a,
Algorithm 1 was implemented with the known bounds δ = 0.2, γ =
0.01, and λẽ,u = 1.5. Case 2b follows similarly, but with the known
bound γ = 0.001. Subcases “a” and “b” were conducted to examine
how variations in the known bounds of the disturbance and its time
derivative affect the performance of the developed algorithm. Finally,
two additional subcases were examined in Case 3a and Case 3b us-
ing Algorithm 1 with the same parameters and bounds as in Case
2a and Case 2b, respectively. However, instead of a constant distur-
bance, a time-varying disturbance was modeled as d(t) = 0.035 +
0.015 sin(0.03t− 45)hτ (t), where hτ : R≥0 → {0, 1} denotes the

Heaviside function defined as hτ (t) =

{
1, t ≥ 45,

0, else,
∀t ∈ R≥0.

The known bounds of the disturbances in all cases was 0.2. The
known bounds of the time derivative of the disturbances corresponding
to Cases 2a, 2b, 3a, and 3b were 0.01, 0.001, 0.01, and 0.001, respec-
tively. Note that model knowledge of the disturbances was not used in
the control and state estimator design. Only the known bound on the
disturbance, by Assumption 1, was used for control gain tuning. More-
over, the parameters used in the simulation study satisfied the stated
assumptions. Practically, knowledge of the bounds of the disturbance
in the stated assumptions is typically application dependent and varies
based on how much uncertainty there is in the disturbance and its time
derivative.

B. Results and Discussion

Recall the auxiliary trajectory xσ was designed according to the
dwell-time conditionΔtui , i.e., the duration of the trajectory outside the

6By taking the time derivatives of (6), using (5), and substituting (31) and
(32), it can be shown Assumption 2 is satisfied.

Fig. 2. Evolution of the state trajectories from 3 to 9 s. The feedback
region is shown in the shaded green region. The state x (Case 1) using
the nominal dwell time in (14) is shown in the solid black line. The state
x (Case 2b) using Algorithm 1 is shown in the dashed red line.

feedback region was dependent on Δtui . To illustrate the implications
of the extended dwell times generated by the developed dwell-time
update mechanism, Fig. 2 illustrates the state trajectories resulting from
the nominal dwell-time condition in (14) (Case 1), and the dwell-time
update mechanism in Algorithm 1 (Case 2b). As expected, from approx-
imately 3 to 4.9 s, the state trajectories coincide as the dwell-time in
Algorithm 1 was initialized as the nominal dwell time (Δtunom = 0.99 s).
However, after the initial re-entry to the feedback region, the dwell time
in Case 2b was updated to Δtu1 = 1.81 s—a nearly twofold increase
compared to the nominal dwell time. As a result, the agent returned to
the feedback region less often as seen from approximately 4.9–6.8 s
where the trajectory for the baseline Case 1 returned to the feedback
region twice, whereas the trajectory returned once in Case 2b.

Remark 2: In Fig. 2, the resulting dwell times from Algorithm 1
yield reduced performance in the tracking of the desired path. The
level of precision in the tracking performance can be prescribed by
the selection of the maximum error threshold eM . However, there is
a tradeoff between the prescribed level of precision and the maximum
dwell time. To emphasize the main contribution of this article, eM was
selected as the worst-case threshold error that sufficiently guaranteed
re-entry of the agent to the feedback region.

Fig. 3 illustrates the evolution of the disturbances against the evo-
lution of the dwell time for each of the simulation cases. During the
initial instance outside the feedback region from approximately 4–5 s,
the dwell time was Δtu0 = 0.99 s for all simulation cases. The dwell
time in the baseline simulation of Case 1 remained constant over the
duration of the simulation due to the nominal dwell-time condition
being static. However, the dwell times in Cases 2a, 2b, 3a, and 3b
increased, on average, by approximately twofold to 1.92, 2.27, 2.04,
and 2.55 s, respectively. Relative to the nominal dwell time in Case 1,
the dwell times in Cases 2a, 2b, 3a, and 3b increased by 193%, 228%,
206%, and 256%, respectively. From approximately 5–45 s, the dwell
times had a transient period of increase until a steady state was reached
across all cases. In Case 2, the dwell times remain at a steady state
for the entire duration of the simulation, as expected with a constant
disturbance. However, the disturbance in Case 3 increased after 45 s
as the sinusoidal component was activated. Despite the variation in
the disturbance in Case 3, the dwell-time update mechanism in both
Cases 3a and 3b was able to adapt accordingly, i.e., as the magnitude
of the disturbance increased, the dwell time decreased, and vice versa.
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Fig. 3. (Top): Evolution of the disturbances d(t). The constant distur-
bance for Cases 1 and 2 is shown in the solid red line. The time-varying
disturbance for Case 3 is shown in the dashed blue line. (Bottom):
Evolution of the dwell time Δtui for each of the simulation cases. Note
that the dwell time was updated discretely and is constant until re-entry
to the feedback region.

Fig. 4. Evolution of the normalized state tracking error ‖e(tai+1)‖ at
each time instant of re-entry to the feedback region for each of the
simulation cases. The maximum error threshold eM is shown in the
dashed black line.

Relative to the corresponding “a” subcases, the dwell times in Cases
2b and 3b were larger by 118% and 125%, respectively.

Fig. 4 illustrates the agent’s normalized tracking (dead-reckoning)
error at each instant of re-entry to the feedback region. As stated in
Remark 2, the selected maximum error threshold eM = 0.5 in the
dashed black line represents the guaranteed re-entry criterion. Re-entry
error values below eM indicate the possibility of the agent remaining
outside the feedback region for a longer duration. In Case 1, the
re-entry error is the lowest among the cases and resided at a constant
‖e(tui+1)‖ = 0.09, which is 17% of the maximum allowed error. Using
the dwell-time update mechanism in Cases 2 and 3, the re-entry errors
increased while not exceeding the maximum error threshold. Ideally, the
maximum dwell time would yield a re-entry error of ‖e(tui+1)‖ = eM .
However, the developed algorithm accounts for variations in the dis-
turbance, hence the re-entry errors do not converge to eM . The input
parameter γ in the corresponding “b” subcases was γ = 0.001, whereas
in the corresponding “a” subcases γ = 0.01. Therefore, in the “a”

TABLE I
COMPARISON BETWEEN SIMULATION CASES

subcases, the algorithm accounted for disturbances with larger time
derivatives. Hence, the re-entry errors in the “a” subcases were more
conservative than the “b” subcases.

To highlight the main outcomes of the conducted simulation study,
Table I displays the average dwell-time condition, percent increase
in the dwell-time condition of Algorithm 1 [relative to the nominal
dwell-time condition in (14)], and the number of re-entries to the
feedback region in each simulation case. Across all simulation cases,
the developed algorithm increased the maximum dwell-time condition
by more than twofold. Moreover, the algorithm adapted to variations
in the disturbance while ensuring the dead-reckoning errors did not
exceed the maximum error threshold.

V. CONCLUSION

This article examines a class of Relay-Explorer problems where
a single-agent system was tasked with following a desired path that
was in a feedback-denied region. A dwell-time update mechanism
was developed that leveraged intermittent output measurement data
to compute a relaxed dwell-time condition. Lyapunov-based switched
system methods were used to guarantee that the state tracking error
was bounded to a prescribed maximum error threshold. Moreover,
the developed dwell-time update mechanism was analyzed to show
that the generated dwell times were less conservative than the nom-
inal dwell time from prior works. To demonstrate the efficacy of
Algorithm 1, comparative numerical simulations were conducted. Com-
pared to the nominal dwell time in (14), the dwell times generated from
Algorithm 1 increased more than twofold. Based on the simulation
results in Section IV, the integration of intermittent data measurements
in Algorithm 1 showed an increase in the dwell time and extended the
agent’s duration in the dead-reckoning mode. For clarity of the central
idea, the problem setting in this technical note considered a single agent
system. Future research efforts may investigate applications of the de-
veloped dwell-time update mechanism for multiagent settings. Natural
challenges arise in the design and analysis of the developed algorithm
when considering coordination of updates among a network of agents.
Such challenges can include various graph topologies, asynchronous
exchanges of information, and fidelity of shared information.
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