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Abstract of Thesis Presented to the Graduate School
of the University of Florida in Partial Fulfillment of the

Requirements for the Degree of Master of Science

TARGET TRACKING USING NETWORKS OF COOPERATIVE AGENTS SUBJECT TO
INTERMITTENT SENSING

By

Christian G. Harris

August 2020

Chair: Warren E. Dixon
Major: Mechanical Engineering

Using networks of cooperative agents, target tracking solutions are developed

for scenarios where continuous feedback of a target is not available, while providing

performance guarantees for the target tracking objectives. By considering stationary

and mobile networks of cooperative agents (i.e., cameras), the underlying estimator and

predictor framework developed in this thesis is demonstrated to be adaptable to a wide

range of target tracking scenarios.

First, an observer and predictor framework is developed for tracking a moving object

using a sparsely distributed network of stationary cameras. The sparsity of the camera

network is representative of complex environments where continuous image feedback

is not available, which occurs when the target is transitioning between fields-of-view in

the camera network or the target is occluded by objects in the scene. Using a Lyapunov-

based switched systems approach, estimates of the object’s pose and motion model are

proven to remain bounded, provided the current network configuration satisfies certain

dwell-time conditions (i.e., minimum time the object needs to be observed and maximum

time the object may remain outside a feedback region). This approach allows for areas

of the network that may cause instabilities in the pose estimates, based on the dwell-

time conditions, to be identified ahead of time and offers insight into how the network

configuration could be augmented to ensure stability of the target’s pose estimates.

7



Second, a controller, estimator, and predictor framework is developed for tracking

a moving target using a network of mobile cameras, with non-overlapping fields-of-

views and operating regions. Using a Lyapunov-based switched systems approach,

the proposed framework is proven to be robust to intermittent feedback, and estimates

of the target’s pose and motion model are proven to remain bounded, provided that

minimum and maximum dwell-time conditions are satisfied (i.e., minimum time the target

must be observed and maximum time the target may be unobserved, respectively). This

framework allows for teams of cooperative agents to track a moving target in complex

environments, while increasing the effective target tracking area and guaranteeing

tracking performance.
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CHAPTER 1
INTRODUCTION

Advances in computer vision and imaging technologies have enabled cameras to

be effective sensing tools for tracking a target (i.e., estimating the position, orientation,

and velocity state) in real time; however, the use of these sensors poses significant

challenges. Specifically, a deficit of using image data for feedback is the lack of scale

information for the target. This issue is commonly addressed by assuming known

lengths between feature points attached to a target or by obtaining multiple views of

the target, enabling geometric reconstruction of features (cf., [1–10]). Additionally, there

is the potential for intermittent or permanent loss of image feedback due to the target

leaving the limited field-of-view (FOV) of the camera, the target becoming occluded by

surrounding objects in the scene, or the camera having poor sampling rates. These

challenges are often addressed by using probabilistic or deterministic estimators that

track the target when feedback is available, then use a predictor to propagate those

estimates when feedback is not available.

Multiple views of a target may be achieved using a single camera over time (cf.,

[1–6, 9, 10]) or by a camera network providing simultaneous views of a target (cf., [7, 8]).

The primary challenge that arises when using a single moving camera for tracking a

moving target, generally referred to as the structure and motion from motion (SaMfM)

problem (cf., [1–6, 9]), is that the velocity of the target is not measurable, requires

the positive depth constraint, and continuous feedback of the target is required (cf.,

[1–4, 9, 10]). However, recent developments in [4–6] and [11] offer single camera

approaches that alleviate these challenges. Alternatively, these challenges can be

addressed by employing a camera network to generate simultaneous views of a target

(cf., [7, 8]). However, these approaches often require specialized environments free

of objects that may occlude the target, are intolerant to the target leaving the FOV

of camera network, and require a high-density of cameras to ensure multiple views
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of the target for the entire operating environment; increasing cost and computational

requirements.

Our preliminary work in [12], developed an observer for estimating the Euclidean

distances to features on a moving target using a network of stationary cameras, without

requiring the traditional positive depth constraint. The result assumes the pose of the

cameras in the network are known and that the target’s features are initially contained

in the shared FOV between two cameras, with sufficient parallax between the cameras

to estimate scale. It also assumed that each camera’s FOV is partially overlapping with

the FOV of it’s neighboring cameras. As the target travels through this environment,

alternating single and multiple views of the target are available. Additionally, it is

assumed that the intrinsic matrices for each camera are known, the motion of the target

is not parallel to the direction to the object, and the position of the target is not at the

origin of the camera. Using a Lyapunov-based stability analysis, the distance estimate

errors were proven to converge exponentially, for both single and multi-view feedback

regions. The approach did not assume a priori knowledge of the target’s structure.

Instead, structure is estimated when multiple views of the target are available. Also,

through optical flow and estimates of the target’s structure, the target’s linear and

angular velocities were measurable.

The intermittent feedback problem has traditionally been addressed using prob-

abilistic estimators, e.g., Kalman filters (cf., [13–18]) and particle filters (cf., [19, 20]).

These methods often linearize the feature’s nonlinear dynamics, resulting in local con-

vergence (cf., [13, 14, 16–18]), or are sample-based methods which only show optimal

estimation in the limit as the number of samples approach infinity (cf., [19, 20]). More-

over, when proving the convergence of state estimates, probabilistic estimators typically

require knowledge of the probability distribution of the uncertainties in the system,
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resulting in convergence in mean. In contrast, deterministic estimators typically as-

sume boundedness of uncertainties and disturbances in the analysis, yielding uniformly

ultimately bounded results (cf., [6,21]).

Using a single moving camera, [6] presents a deterministic approach for solving

the intermittent feedback problem. When feedback for the target is available (i.e., the

target is in the FOV), [6] uses pose (i.e., position and orientation) feedback data to

approximate the motion model of the target. When feedback is not available (i.e., the

target is not in the FOV), the approximated motion model is then used to predict the

target’s pose until feedback is regained. Using a Lyapunov-based switched systems

approach, [6] demonstrates that the proposed estimator and predictor remains bounded,

for all feedback and non-feedback cycles, provided that an average dwell-time condition

is satisfied. This condition implies, over “k” cycles of losing and regaining feedback, the

average time the target spends outside of a feedback region is sufficiently small such

that the hybrid system remains bounded. For the tracking scenario presented in [6], the

result is sufficient because the single camera can be commanded to track the target for

an arbitrary length of time, prior to the target leaving the FOV of the camera. However,

the average dwell-time analysis presented in [6] does not consider the problem where,

if the target remains outside of a feedback region for too long, the target’s positional

uncertainty may grow greater than the camera’s FOV, making it impractical for regaining

feedback in many target tracking applications.

Our previous work in [21] addresses the aforementioned challenges by consid-

ering the scenario where a sparsely distributed network of stationary cameras, with

non-overlapping FOVs, are tasked with tracking a target. Because the camera network

is stationary, this problem formulation has no control over the length of time the target

remains in a feedback region and demonstrates the need for regaining feedback prior

to the uncertainty on the position of the target growing too large. Similar to [6], [21]

develops an estimator and predictor which are proven to remain bounded, provided
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the maximum and minimum dwell-time conditions for each feedback cycle are sat-

isfied. However, these dwell-time conditions can only be satisfied if the neighboring

cameras in the network are sufficiently close. Thus, [21] can only provide guidance on

how to design stationary camera networks to certify a desired tracking performance

requirement.

In Chapter 3, a deterministic estimator and predictor approach is developed for

estimating the pose and velocity of a target. The system is characterized by two sub-

systems, when measurement feedback is available and unavailable. When a target

is operating in the feedback region, the target’s motion model is approximated online,

using a neural network (NN) where a complementary concurrent learning (CCL) adap-

tation technique is used to estimate the ideal weights of the NN. The CCL adaptation

technique is a weighted concurrent learning (CL) and integral concurrent learning (ICL)

technique (cf. [4,22–24]) that allows previously saved pose and velocity state data to im-

prove the rate of convergence of the state estimates, where the persistence of excitation

(PE) condition is replaced by a finite excitation (FE) condition, which is verified online.

When measurement feedback is unavailable (i.e., the target leaves the FOV of the cam-

era network), the motion model is used to propagate the target’s state forward into the

occluded region. Using a Lyapunov-based switched systems analysis, the estimator and

predictor are proven to remain bounded provided the dwell-time conditions are satisfied.

These dwell-time conditions dictate how long the target may remain outside the feed-

back regions, and how long the target must be observed when in the feedback regions.

Moreover, an error growth analysis is developed using the dwell-time conditions, which

relates the error dynamics to the physical network configuration.

In Chapter 4, the developments in Chapter 3 are generalized to incorporate velocity

control of the camera network, where the cameras are constrained to non-overlapping

operating regions where state feedback for the cameras are available. When the target

enters an operating region and is observed by a camera belonging to the network (i.e., a
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cooperative agent), a sliding mode controller (SMC) is used to regulate the cooperative

agent’s pose to track the target. Similar to Chapter 3, image feedback for the target

is available when the target is contained in the cooperative agent’s FOV. The target’s

motion model is approximated online when feedback is available using a NN where a

CCL adaptation technique is used to estimate the ideal weights of the NN. When the

target leaves an operating region, the cooperative agent in that region can no longer

track the target, causing image feedback to become unavailable. When feedback is

unavailable, the approximated motion model is used to propagate the target’s state

estimates through the occluded regions until the estimates intersect a neighboring

operating region, informing the neighboring cooperative agent where to intercept the

target to reestablish visual feedback. Using a Lyapunov-based switched systems

approach, the proposed framework is proven to remain bounded provided the maximum

and minimum dwell-time conditions for each feedback cycle are satisfied. These dwell-

time conditions dictate how long feedback must be available and how long feedback

may be unavailable, such that the system remains bounded and the target’s positional

uncertainty does not grow larger than the camera’s FOV.
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CHAPTER 2
SYSTEM MODELS

In this chapter, the system models used in Chapters 3 and 4 will be introduced.

Section 2.1 introduces the dynamic model for the target, where a sparsely distributed

network of stationary cameras is tasked with tracking a target. In Section 2.2, the dy-

namic models for a network of mobile agents (i.e., cameras) and a target are introduced,

where the mobile network of cameras are tasked with tracking the target.

2.1 Dynamics for a Network of Stationary Cameras

Figure 2-1 illustrates the kinematic relationships between the moving object,

denoted byM, and the cameras in the network. As shown in Figure 2-1, FG represents

the inertial reference frame for the system with an arbitrary origin, denoted by og, and

basis
{
xG, yG, zG

}
, while Fm represent the object’s body-fixed reference frame with

an origin located at m1, representing an arbitrary feature point attached to the object,

with basis
{
xm, ym, zm

}
. For the camera network,

{
Fcj
}C
j=1

represents the set of

stationary camera reference frames, where Fcj is the jth camera’s reference frame and

C ∈ Z>1 is the number of cameras in the network. Also, each camera’s reference frame

has an origin located at the principal point of the camera, denoted by cj, with basis{
xcj , ycj

, zcj

}
, where zcj ∈ R3 axis is along the viewing direction and co-linear with the

optical axis, y
cj
∈ R3 is parallel with and facing the image plane, and xcj , y

cj
× zcj ∈ R3.

Let p
mi/cj

(t) ∈ R3 represent the position of feature point mi with respect to cj, in Fcj . Let

p
mi/G

(t) ∈ R3 represent the position of feature point mi with respect to og, in FG. The

structure ofM is denoted by p
mi/m1

∈ R3, which represents the position of feature point

mi with respect to m1, in Fm. The Euclidean space contained within the jth camera’s

field-of-view (FOV) is denoted by Vcj ⊂ R3, where the set of these spaces are denoted

by VC ,
{
Vcj
}C
j=1

. Additionally, the indexing sequence for the cameras serve only to

identify the cameras in the network and may not be representative of the jth camera’s

immediate neighbors (e.g., Vc2 may not be in close proximity to Vc1 or Vc3). For the target
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Figure 2-1. Single-view geometry of features on a moving object.
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to be within the FOV of the jth camera, PG ⊂ Vcj , where PG ,
{
p
mi/G

}m
i=1

and m ∈ Z≥4

represents the number of features attached to the target.

The linear velocity of the moving object is determined by the kinematic relationship

between the features onM and the inertial fixed reference frame and is denoted by

vm1/G
(t) ∈ R3, where vm1/G

(t) = ṗ
mi/G

(t). The angular velocity ofM with respect to the

inertial fixed reference frame is described by (see [25, Chapter 3.4])

q̇ =
1

2
B (q (t))ωm/G (t) , (2–1)

where ωm/G (t) ,

[
ωx ωy ωz

]T
∈ R3 is the angular velocity ofM with respect

to FG, q is the quaternion parameterization of Rm/G (t) which is a rotation matrix

representing the orientation between Fm and FG. Furthermore, B (q (t)) : S4 → R4×3

is defined as B (q (t)) ,

 −qTv (t)

q0 (t) I3 + q×v (t)

 and has the pseudo-inverse property

B (q (t))T B (q (t)) = I3×3, where (·)× : R3 → R3×3 represents the skew operator, q (t) ,[
q0 (t) qTv (t)

]T
∈ S4 has the standard basis {1, i, j, k}, S4 ,

{
x ∈ R4|xTx = 1

}
, and

q0 (t) and qv (t) represent the scalar and vector components of q (t), respectively.

2.2 Dynamics for a Network of Mobile Cameras

Figure 2-2 illustrates the kinematic relationships between the jth cooperative

agent, denoted by Cj, and the target agent, denoted byM. As shown in Figure 2-2, FG

represents the inertial reference frame which has an arbitrarily selected origin, denoted

by og, and the basis
{
xG, yG, zG

}
, while Fm represents the target agent’s body-fixed

reference frame with an origin located at m (i.e., an arbitrarily selected feature point

attached to the rigid body), with the basis
{
xm, ym, zm

}
. For the network of cooperative

agents,
{
Fcj
}C
j=1

represents the set of body-fixed reference frames belonging to the

agents, where Fcj is Cj ’s reference frame, and C ∈ Z>1 is the number of agents in

the network. Also, each Fcj has an origin located at the principal point of the agent’s

camera, denoted by cj, with the basis
{
xcj , ycj

, zcj

}
, where the zcj ∈ R3 axis is along

16



Figure 2-2. Kinematic relationship between cooperative agent and target agent.
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the viewing direction and co-linear with the optical axis, y
cj
∈ R3 is along the image

plane vertical, and xcj ∈ R3 is along the image plane horizontal. The Euclidean space

contained within Cj ’s FOV is denoted by Vcj ⊂ R3, where the set of these spaces are

denoted by VC ,
{
Vcj
}C
j=1

. Each Cj is constrained to an operating region, denoted by

Oj ⊂ R3, where the set of these operating regions are denoted by OC , {Oj}Cj=1, and

none of the operating regions overlap (i.e., Oj ∩ Op = /O, where p ∈ {1, . . . , C} r {j}).

Additionally, let OcC , {x ∈ U | x 6∈ OC} describe the remaining space outside of OC ,

where U ∈ R3 represents the entire tracking environment. Moreover, OC represents the

regions where image feedback forM is available, while OcC represents the region where

feedback is unavailable.

2.2.1 Vehicle Dynamics

The kinematics used to represent Cj ’s linear velocity is described as

ṗG
cj/G

(t) = ul,cj (t) + dl,cj (t) , (2–2)

where ṗG
cj/G

(t) ∈ R3 represents the velocity of the Cj ’s origin (i.e., cj) with respect to

FG’s origin (i.e., og) expressed in FG, and ul,cj (t) ∈ R3 and dl,cj (t) ∈ R3 represents Cj ’s

control input and exogenous disturbance along the basis
{
xcj , ycj

, zcj

}
, respectively.

Additionally, the orientation dynamics of Cj ’s body-fixed reference frame (i.e., Fcj ) with

respect to FG is described by

q̇cj/G (t) =
1

2
B
(
qcj/G (t)

) (
ua,cj (t) + da,cj (t)

)
, (2–3)

where qcj/G (t) ∈ R4 represents the quaternion parameterization of Rcj/G (t) ∈ R3×3,

Rcj/G (t) is the rotation matrix representing the orientation of Fcj with respect to FG, and

ua,cj (t) ∈ R3 and da,cj (t) ∈ R3 represents Cj ’s control input and exogenous disturbance

about the basis
{
xcj , ycj

, zcj

}
, respectively.
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2.2.2 Target Dynamics

As illustrated in Figure 2-2, the position ofM’s origin (i.e., m) with respect to og

expressed in FG is described by

pG
m/G

(t) = pG
cj/G

(t) +Rcj/G (t) p
cj
m/cj

(t) , (2–4)

where pG
cj/G

(t) ∈ R3 represents the position of cj with respect to og expressed in FG

and pcjm/cj (t) ∈ R3 is the position of m with respect to cj expressed in Fcj . Taking the

time-derivative of (2–4) yields

ṗG
m/cj

(t) = ṗG
m/G

(t)− ṗG
cj/G

(t)− ω×cj/G (t) pG
m/cj

(t) , (2–5)

where ṗG
m/G

(t) ∈ R3 is the linear velocity of m with respect to og expressed in FG, and

ωcj/G (t) ,

[
ωx,cj/G ωy,cj/G ωz,cj/G

]T
∈ R3 is the angular velocity of Fcj with respect to

FG. Additionally, the orientation dynamics ofM’s body-fixed reference frame (i.e., Fm)

with respect to Fcj is described by

q̇m/cj (t) =

1
2
B
(
qm/cj (t)

)
RT
m/cj

(t)
(
ωm/G (t)− ωcj/G (t)

)
,

(2–6)

where qm/cj (t) ∈ R4 is the quaternion parameterization of Rm/cj (t) ∈ R3×3, Rm/cj (t) is

the rotation matrix representing the orientation of Fm with respect to Fcj , and ωm/G (t) ,[
ωx,m/G ωy,m/G ωz,m/G

]T
∈ R3 is the angular velocity of Fm with respect to FG.
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CHAPTER 3
TARGET TRACKING IN THE PRESENCE OF INTERMITTENT MEASUREMENTS BY

A SPARSELY DISTRIBUTED NETWORK OF STATIONARY CAMERAS

In this chapter, an estimator and predictor framework is developed for approximating

the pose and motion model of a moving target, using a sparsely distributed network

of stationary cameras. As the target navigates through the tracking environment, the

target is intermittently observed by the camera network, causing periods when visual

feedback is available and unavailable. While feedback is available, measurements of

the target’s state are recorded and used to approximate the target’s motion model. This

motion model is then used in a predictor, when feedback is not available, to propagate

the target’s state estimate into the non-feedback regions. Using a Lyapunov-based

switched systems approach, the estimator and predictor are proven to remain bounded

provided minimum and maximum dwell-time conditions are satisfied. Additionally, an

error growth analysis is developed using these dwell-time conditions, which relates the

target’s positional uncertainties to the physical network configuration.

3.1 Estimator and Predictor Design

The objective of this chapter is to develop a method for estimating a moving object’s

pose, despite intermittent measurements that results from the object transitioning

between non-overlapping FOVs in a camera network. To do this, an estimator and

predictor framework are developed to estimate the object’s pose and motion model

when feedback is available, and then uses the motion model to propagate the pose

estimates through the occluded regions until measurement feedback is regained. Figure

3-1 illustrates an example of the proposed framework, whereM has traveled from the

j − 1th camera to the j + 1th camera. Measurement feedback is available whenM

travels through Vcj−1
→ Vcj+1

, where estimates ofM’s pose is represented by the solid

trajectory, and predictions ofM’s pose is represented by the dashed trajectory. Let η (t)
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Figure 3-1. Example of the target traveling between FOVs in camera network.

be a state vector that stacksM’s position and orientation, which is defined as

η (t) ,

[
pT
m1/G

(t) qT (t)

]T
.

Assumption 3.1. The state η (t) is bounded (i.e., η (t) ∈ χ, where χ ⊂ R7 is a convex,

compact set).

Taking the time derivative of η (t) and substituting (2–1) yields

η̇ (t) =

 vm1/G
(t)

1
2
B (q (t))ωm/G (t)

 , (3–1)

which can be determined when image feedback is available.

Assumption 3.2. Measurement for η (t) and η̇ (t) are available whenM is contained in

the FOV of the camera network (i.e., when PG ⊂ VC).

Remark 3.1. By using an approach similar to [12], when the target is contained in the

FOV of the camera network, estimates of the target’s pose, linear velocity, and angular

velocity can be obtained.

Assumption 3.3. The object’s velocity state is described by a locally Lipschitz function

of the object’s pose, which is not explicitly time dependent (i.e., vm1/G
(t) = ϕ1 (η (t)) and

ωm/G (t) = ϕ2 (η (t)), where ϕ1,ϕ2 : R7 → R3 are bounded).
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Remark 3.2. Assumption 3.3 guarantees there exists a function that can be approx-

imated, using universal function approximators (e.g., neural networks (NN)), that

describes η̇ (t) to an arbitrary level of accuracy via the Stone–Weierstrass Theorem [26]

(i.e., ε̄ can be made arbitrary small). Furthermore, the Stone–Weierstrass Theorem only

ensures the approximation is accurate over a closed interval. Thus, dependence on η (t)

is allowed since it is bounded via Assumption 3.1. Specifically, from Assumption 3.3,

η̇ (t) can be approximated as

η̇ (t) =

 ϕ1 (η (t))

1
2
B (q (t))ϕ2 (η (t))


= W Tσ (η (t)) + ε (η (t)) ,

(3–2)

where W ∈ Rp×7 is a matrix of unknown ideal weights, σ : R7 → Rp is a known, bounded,

and locally Lipschitz vector of basis functions, p represents the number of nodes in the

NN, ε : R7 → R7 is a function approximation residual that is locally Lipschitz and can be

bounded a priori by ε̄ , supη∈χ,t∈[0,∞) ‖ε (η (t))‖, and ‖·‖ is the Euclidean norm operator.

Let the object’s state estimation error, denoted by η̃ (t) ∈ R7, be defined as

η̃ (t) , η (t)− η̂ (t) , (3–3)

where η̂ (t) ∈ R7 is the estimate of η (t). Taking the time derivative of (3–3) and substitut-

ing (3–2) results in the closed-loop error system

˙̃η (t) = W Tσ (η (t)) + ε (η (t))− ˙̂η (t) , (3–4)

where ˙̂η (t) ∈ R7 is the pose estimator update law. Additionally, the NN weight estimation

error, W̃ (t) ∈ Rp×7, is defined as

W̃ (t) , W − Ŵ (t) , (3–5)
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where Ŵ (t) ∈ Rp×7 is the estimate of the ideal weights. Taking the time derivative of

(3–5) yields

˙̃
W (t) = − ˙̂

W (t) , (3–6)

where ˙̂
W (t) ∈ Rp×7 is the weight estimator update law. Stacking the state and weight

estimation errors results in the error vector, ξ (t) ∈ R7+7p, which is defined as

ξ (t) ,

[
η̃T (t) vec

(
W̃ (t)

)T ]T
, (3–7)

where vec (·) denotes a stack of the columns of (·). Using the definition for ξ (t), the

estimation objective is to design ˙̂η (t) and ˙̂
W (t) so that ξ (t) ∈ L∞.

3.1.1 State and Motion Model Estimator - Update Design

Informed by the subsequent stability analysis, when feedback is available, the pose

estimator update law is

˙̂η (t) = Ŵ T (t)σ (η (t)) + k1η̃ (t) + k2sgn (η̃ (t)) , (3–8)

where sgn (·) is the signum function, and k1, k2 ∈ R>0 are constant, positive control

gains. Substituting (3–8) into (3–4) yields the closed-loop error system for the pose

estimator as

˙̃η (t) = W̃ T (t)σ (η (t)) + ε (η (t))− k1η̃ (t)− k2sgn (η̃ (t)) . (3–9)

The weight update law for estimating the ideal weight of the motion model is designed

as

˙̂
W (t) =proj

(
Γσ (η (t)) η̃T (t)

+αkCLΓ
N∑
i=1

YTi
(

∆ηTi − YiŴ (t)
)

+ (1− α) kCLΓ
N∑
k=1

Y T
k

(
η̇Tk − YkŴ (t)

))
,

(3–10)
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where kCL ∈ R>0 and α ∈ [0, 1] are constant control gains, Γ ∈ Rp×p is a constant,

positive definite and symmetric control gains, and proj (·) is a smooth projection operator

(see [27, Appendix E], [28, Remark 3.7]) with state and velocity bounds which are

known under Assumptions 3.1 and 3.3. Additionally, N ∈ Z>p represents the size

of the history stacks, Yi , Y (ti) and ∆ηi , η (ti) − η (ti −∆t) represent recorded

data at ti ∈ [∆t, t], where Y (t) ,
∫ t
t−∆t

σT (η (τ)) dτ , and ∆t ∈ R>0 is an integration

window. Also, Yk , Y (tk) and η̇k , η̇ (tk) represent recorded data at tk ∈ [0, t], where

Y (t) , σT (η (t)).1 By using a weighted CL and ICL technique in the design of (3–10),

recorded pose and velocity data can be used to influence the rate of convergence of the

ideal weight estimates. Moreover, (3–2) over the time interval [t−∆t, t] yields

∆ηT (t) = Y (t)W + E (t) , (3–11)

∀t ∈ [∆t,∞), where E (t) ,
∫ t
t−∆t

εT (η (τ)) dτ . Evaluating (3–11) at t = ti yields

∆ηTi = YiW + Ei, (3–12)

where Ei , E (ti). Also, evaluating (3–2) at t = tk yields

η̇Tk = YkW + εTk , (3–13)

where εk , ε (η (tk)). Substituting (3–12) and (3–13) into (3–10), yields a simplified

expression for the weight update law that can then be substituted into (3–6) to yield the

closed-loop error system for the weight estimator as

1 The indices for Yi and Yk are not necessarily the same (i.e., the recorded data in the
history stacks may be updated asynchronously).
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˙̃
W (t)=−proj

(
Γσ (η (t)) η̃ (t)T + kCLΓΨ (t) W̃ (t)

+kCLΓα
N∑
i=1

YTi Ei + kCLΓ (1− α)
N∑
k=1

Y T
k εk

)
,

(3–14)

where Ψ (t) , α
N∑
i=1

YTi Yi + (1− α)
N∑
k=1

Y T
k Yk.

3.1.2 State and Motion Model Estimator - Predictor Design

When the moving object becomes occluded or travels outside the feedback region

of the camera network, the pose estimates are propagated forward into the non-

feedback region using the predictor update law,

˙̂η (t) = proj
(
Ŵ T (t)σ (η̂ (t))

)
. (3–15)

Substituting (3–15) into (3–4) yields a closed-loop error system for the pose predictor as

˙̃η (t) = W̃ T (t)σ (η (t)) + Ŵ T (t) σ̃ (t) + ε (η (t)) , (3–16)

where σ̃ (t) , σ (η (t)) − σ (η̂ (t)). Additionally, the ideal weight estimates are also

updated whenM is in the non-feedback regions using the recorded data (i.e., Ψ (t)),

when measurements were available. The predictor’s weight update law is designed as

˙̂
W (t) = proj

(
kCLΓα

N∑
i=1

YTi
(

∆ηi − YiŴ (t)
)

+ kCLΓ (1− α)
N∑
k=1

Y T
k

(
η̇Tk − YkŴ (t)

))
.

(3–17)

Substituting (3–12) and (3–13) into (3–17), yields a simplified expression for the pre-

dictor’s weight update law that is then substituted into (3–6) to yield a closed-loop error

system for the ideal weight predictor as

˙̃
W (t) = −proj

(
kCLΓΨ (t) W̃ (t) + kCLΓα

N∑
i=1

YTi Ei + kCLΓ (1− α)
N∑
k=1

Y T
k εk

)
. (3–18)
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3.2 Analysis

As the target transitions between non-overlapping FOVs in the camera network,

the system considered in this analysis is characterized by two modes. When the target

is in the FOV of camera network (i.e., PG ⊂ VC), measurement feedback is available

and the estimator in (3–8) and (3–10) is active. The time spent in the measurement

feedback region is denoted by ∆ton
n , toff

n − ton
n , where ton

n and toff
n represents the time

when measurement feedback first became available and unavailable, respectively, and

n represents the nth instance when the measurements became available. When the

target leaves the FOV of camera network (i.e., PG 6⊂ VC), measurement feedback is

unavailable and the predictor in (3–15) and (3–17) is active. This period is denoted by

∆toff
n , ton

n+1 − toff
n , where ton

n+1 represents the next instance when feedback is available.

Lemmas 3.1 considers the mode when measurement feedback in available, while

Lemma 3.2 considers the mode when feedback is not available.

Due to the weighted CL and ICL technique in (3–10), the measurement update

mode is partitioned into two sub-systems, each dependent on if the history stacks (i.e.,

Ψ (t)) meet the finite excitation condition in the following assumption.

Assumption 3.4. At time denoted by T > 0, there exists a positive constant λ ∈ R such

that

∀t ≥ T, λmin {Ψ (t)} ≥ λ, (3–19)

where λmin {·} refers to the minimum eigenvalue of {·}.

When the target first enters VC , the history stack contains insufficiently rich excita-

tion data (i.e., Assumption 3.4 is not met). The lack of rich excitation data reduces the

performance of the estimator, as shown in Lemma 3.1; however, the estimator remains

bounded. As more measurements become available, techniques like the singular value

maximization algorithm in [29] are used to add and remove data in the history stack to

maximize the minimum eigenvalue of Ψ (t). After a finite period of time, the history stack

is populated with sufficiently rich data and Assumption 3.4 is met at time T . Lemma
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3.1 shows that for all t > T , by using the history stack in the adaptive update law, the

estimator converges exponentially to an arbitrarily small bound. Furthermore, the history

stack collected during t ∈ [ton
n , t

off
n ) is also used in the predictor, when t ∈ [toff

n , t
on
n+1).

The Lyapunov-based analysis in the subsequent development use the Lyapunov

function candidate

V (ξ (t)) ,
1

2
η̃T (t) η̃ (t) +

1

2
tr
(
W̃ T (t) Γ−1W̃ (t)

)
, (3–20)

where V : R7+7p → R. To facilitate the stability analysis, (3–20) can be bounded

by 1
2
γ1 ‖ξ (t)‖2 ≤ V (ξ (t)) ≤ 1

2
γ2 ‖ξ (t)‖2, where γ1 , min {1, λmin {Γ−1}}, γ2 ,

max {1, λmax {Γ−1}}, λmax {·} refers to the maximum eigenvalue of {·}, and min {·}

and max {·} returns the minimum and maximum value in the set {·}, respectively.

Additionally, because of the projection operator in (3–10) and (3–17), Ŵ (t) ≤
∥∥∥Ŵ (t)

∥∥∥ ≤
η̇max, where η̇max ∈ R denotes a known bounding constant that is obtained from some

knowledge aboutM’s maximum linear and angular velocities. Also, ‖W‖ ≤ η̇max,

resulting in W̃ (t) ≤
∥∥∥W̃ (t)

∥∥∥ ≤ 2η̇max. Using these bounds, V (ξ (t)) ≤ 1
2
‖η̃ (t)‖2 + c2,

where c2 , 2λmax {Γ−1} η̇2
max ∈ R>0 is a positive constant. Furthermore, taking the

time derivative of (3–20) yields an expression that incorporates the closed-loop error

systems, ˙̃η (t) and ˙̃
W (t), which is described as

V̇ (ξ (t)) = η̃T (t) ˙̃η (t) + tr
(
W̃ T (t) Γ−1 ˙̃

W (t)
)
. (3–21)

3.2.1 Estimator - Stability Analysis

Lemma 3.1. The estimator in (3–8) and (3–10) remains bounded during t ∈ [ton
n , t

off
n ).

Proof. Considering the period where t ∈ [ton
n , t

off
n ) ∩ [0, T ) (i.e., Assumption 3.4 is not

met), substituting (3–9) and (3–14) into (3–21) and simplifying yields

V̇ (ξ (t)) ≤ −k1 ‖η̃ (t)‖2 + c1, (3–22)
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where c1 , 2kCLNη̇maxε̄ (α∆t+ 1− α) is a positive constant, and k2 > ε̄ . Using the

bounds on (3–20), (3–22) can be bounded by

V̇ (ξ (t)) ≤ −2k1V (ξ (t)) + 2k1c2 + c1. (3–23)

Using the Comparison Lemma [30, Lemma 3.4],

V (ξ (t)) ≤ V (ξ (ton
n )) exp [−λD(t− ton

n )] + β1, (3–24)

∀t ∈ [ton
n , t

off
n ) ∩ [0, T ), where β1 ,

c1
2k1

+ c2 and λD , 2k1 are positive constants.

After sufficient data is collected and t ∈ [ton
n , t

off
n ) ∩ [T,∞) (i.e., Assumption 3.4 is

met), substituting (3–9) and (3–14) into (3–21) and simplifying yields

V̇ (ξ (t)) ≤ −min {k1, λCL} ‖ξ (t)‖2 + c1, (3–25)

where λCL , kCLλmin {Ψ (t)} and k2 > ε̄. Using the bounds on (3–20), (3–25) can be

bounded by

V̇ (ξ (t)) ≤ −λD,TV (ξ (t)) + c1, (3–26)

where λD,T , 2min{k1,λCL}
max{1,λmax{Γ−1}} .

Using the Comparison Lemma [30, Lemma 3.4],

V (ξ (t)) ≤ V (ξ (ton
n )) exp [−λD,T (t− tonn )] + cUB, (3–27)

∀t ∈ [ton
n , t

off
n ) ∩ [T,∞), where cUB ,

c1max{1,λmax{Γ−1}}
2min{k1,λCL}

.

3.2.2 Predictor - Stability Analysis

Lemma 3.2. The predictor in (3–15) and (3–17) remains bounded during t ∈ [toff
n , t

on
n+1).

Proof. Substituting (3–16) and (3–18) into (3–21) and simplifying yields
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V̇ (ξ (t)) ≤ 1

2
‖ξ (t)‖2 + c3, (3–28)

where c3 , 1
2

(4η̇max + ε̄)2 + c1. Using the bounds on (3–20), (3–28) can be bounded by

V̇ (ξ (t)) ≤ 1

min {1, λmin {Γ−1}}
V (ξ (t)) + c3. (3–29)

Using the Comparison Lemma [30, Lemma 3.4],

V (ξ (t)) ≤ V
(
ξ
(
toff
n

))
exp

[
λG
(
t− toff

n

)]
, (3–30)

∀t ∈ [toff
n , t

on
n+1), where λG , 1

min{1,λmin{Γ−1}} .

3.2.3 Dwell-Time Analysis

In the following dwell-time analysis, a cycle refers to periods when measurement

feedback is available (i.e, t ∈ [ton
n , t

off
n )), and unavailable (i.e., t ∈ [toff

n , t
on
n+1)).

Lemma 3.3. The estimator in (3–8) and (3–10), and the predictor in (3–15) and (3–17)

will remain bounded provided

∆toff
n ≤

1

λG
ln
(
V/V
)
, (3–31)

where V represents the maximum allowable value that V (ξ (t)) may reach, during

the period t ∈ [toff
n , t

on
n+1), before the tracking objective becomes impractical (e.g., the

uncertainty on η (t) grows larger than the FOV of the neighboring cameras), and V

represents the threshold that V (ξ (t)) must decay below during the period t ∈ [ton
n , t

off
n ).

Proof. Consider a cycle to be a sequence of two sub-systems, starting with the sub-

system defined in (3–24) for t ∈ [ton
n , t

off
n ) where feedback is available and the finite

excitation condition is not met, and ending with (3–30) for t ∈ [toff
n , t

on
n+1) where feedback

is not available. Evaluating (3–24) at toff
n yields

V
(
ξ
(
toff
n

))
≤ V (ξ (ton

n )) exp
[
−λD(toff

n − ton
n )
]

+ β1 ≤ V . (3–32)
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Also, evaluating (3–30) at ton
n+1 yields

V
(
ξ
(
ton
n+1

))
≤ V

(
ξ
(
toff
n

))
exp

[
λG
(
ton
n+1 − toff

n

)]
≤ V . (3–33)

Combining (3–32) and (3–33) yields

V exp
[
λG∆toff

n

]
≤ V . (3–34)

Solving for ∆toff
n yields the expression in (3–31).

Remark 3.3. The design of V can be considered an engineering parameter, that is

dependent on the current network configuration and assumptions made about the target

(e.g., η̇max).

Lemma 3.4. After the dwell-time condition for ∆toff
n is satisfied andM enters the

feedback region of the neighboring camera (i.e., the beginning of cycle n + 1), the

estimator in (3–8) and (3–10) will converge to or below a user defined bound, V ,

provided

∆ton
n+1 ≥ −

1

λD
ln
[
V − β1

V

]
, (3–35)

where V > β1.

Proof. The objective of this analysis is for

V
(
ξ
(
toff
n+1

))
≤ V . (3–36)

Considering the worst case scenario where the finite excitation condition is not met

during the period where t ∈ [ton
n+1, t

off
n+1), (3–24) is evaluated at toff

n+1, yielding

V
(
ξ
(
toff
n+1

))
≤V

(
ξ
(
ton
n+1

))
exp

[
−λD(toff

n − ton
n )
]

+ β1≤V . (3–37)

The right-hand side inequality of (3–37) can be simplified to
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V exp [−λD∆ton
n ] + β1 ≤ V . (3–38)

Solving for ∆ton
n yields the expression in (3–35).

Remark 3.4. Lemma 3.4 indicates the minimum time the target needs to remain in the

feedback region of the following cycle for the estimator to remain stable, avoiding the

scenario where the target only briefly crosses the outer boundaries of the feedback

region. Furthermore, after sufficient excitation data is collected (i.e., Ψ (t) meets the

finite excitation condition in Assumption 3.4), the dwell-time condition can be replaced

by

∆ton
n ≥ −

1

λD,T
ln
[
V − cUB

V

]
,

resulting in a smaller ∆ton
n since λD,T > λD, or allowing V to be reduced, provided

V > cUB.

Theorem 3.1. Let σn+1 , {sn+1, un+1} be a switching signal indicating whether the

physical region of uncertainty on p
m1/G

(t), denoted by Umax,n(ϕ, θ, t) ⊂ R3, will be

contained within the FOV of another camera in the network,

σn+1 =

 sn+1, ∃t : Umax,n(ϕ, θ, t) ⊂ VC ,∀ϕ, θ

un+1, otherwise
,

where t ∈ [toff
n , t

off
n + ∆toff

n ), and ϕ, θ ∈ [0, 2π]. The estimator in (3–8) and (3–10), and

predictor in (3–15) and (3–17) will remain bounded for the current network configuration

provided

σn+1 = sn+1,∀n. (3–39)

Proof. Using the predictor in (3–15) and (3–17), the uncertainty on p
m1/G

(t) can be

represented by a sphere. Let
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Figure 3-2. Evolution of Umax,n(ϕ, θ, t) during unstable sub-system.

αmax,n(t) , 2vmax
(
t− toff

n

)
, (3–40)

represent the radius of the uncertainty sphere where t ∈ [toff
n , t

off
n + ∆toff

n ). Assuming that

PG ⊂ VC , the uncertainty sphere must be contained within VC , to guarantee that the

dwell-time condition in Lemma 3.3 is satisfied. To guarantee thatM remains within VC

for a sufficient amount of time such that V
(
ξ
(
toff
n+1

))
≤ V (i.e., Lemma 3.4), let

βmin,n+1 , vmax∆t
on
n+1 + max

{∥∥∥p
mi/G

(t)− p
m1/G

(t)
∥∥∥ : p

mi/G
(t) ∈ PG

}
, (3–41)

represent the maximum distance thatM could travel within a single FOV in VC , such

that Lemma 3.4 is satisfied. Let

Umax,n(ϕ, θ, t) ,

p̂m1/G
(t) + rmax,n(t)


sinϕcosθ

sinϕsinθ

cosϕ

 , ∀ϕ, θ,
 , (3–42)
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represent the set of points on the surface of a sphere, centered at p̂
m1/G

(t), with radius

rmax,n(t) , αmax,n(t) + βmin,n+1. If Umax,n(ϕ, θ, t) is contained within VC , during the period

when t ∈ [toff
n , t

off
n + ∆toff

n ), then Lemma 3.3 will be satisfied for cycle n, and Lemma

3.4 will be satisfied for cycle n + 1. Thus, if this condition is held for all n cycles, then

the dwell-time conditions for ∆toff
n and ∆ton

n+1 will be satisfied for the current network

configuration, ensuring that the estimator and predictor will remain bounded throughout

the target tracking objective.

Remark 3.5. Theorem 3.1 cannot be proven unless the target has been observed by

the entire camera network (i.e., (3–39) holds). However, Lemmas 3.3 and 3.4 show

that once measurement feedback is available for cycle n, σn+1 can be determined and

stability guarantees for the estimator and predictor could be made for the current and

upcoming cycle. Moreover, this development provides a means of identifying areas

of the camera network that lie ahead of the target, that may cause instabilities in the

pose estimates. Furthermore, during the measurement feedback region of cycle n, if

σn+1 = un+1 (i.e., Lemma 3.3 will not be satisfied due to the network configuration), this

development provides a time horizon within which the pose estimates can be trusted.

33



CHAPTER 4
TARGET TRACKING IN THE PRESENCE OF INTERMITTENT MEASUREMENTS BY

A NETWORK OF MOBILE CAMERAS

In this chapter, a controller, estimator, and predictor framework is developed for

tracking a moving target using a network of mobile cameras, with non-overlapping

fields-of-views and operating regions. As the target navigates through the tracking

environment, the target enters finite operating regions where a cooperative agent

belonging to that region is tasked with tracking the target, establishing visual feedback.

While feedback is available, measurements of the target’s state are recorded and used

to approximate the target’s motion model. When the target exits the operating region,

visual feedback becomes unavailable, and the approximated motion model is used in a

predictor to propagate the target’s state estimates through the non-feedback regions.

Using a Lyapunov-based switched systems approach, the proposed framework is

proven to be robust to intermittent feedback, and estimates of the target’s pose and

motion model are proven to remain bounded, provided that minimum and maximum

dwell-time conditions are satisfied.

4.1 Control Design

The proposed target tracking framework requires the development of a controller,

allowing the jth cooperative agent to track the target agent while the target is in the

jth operating region (i.e.,M ⊂ Oj). To facilitate the development of Cj ’s controller, let

ηcj/G (t)∈ R7 be a state vector that stacks Cj ’s position and orientation, yielding

ηcj/G (t) ,

[ (
pG
cj/G

(t)
)T

qTcj/G (t)

]T
. (4–1)

Taking the time-derivative of (4–1) and substituting in (2–2) and (2–3), yields Cj ’s velocity

state vector,

η̇cj/G (t) =

 ul,cj (t) + dl,cj (t)

1
2
B
(
qcj/G (t)

) (
ua,cj (t) + da,cj (t)

)
 . (4–2)
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Let Cj ’s pose error system, denoted by η̃cj/G (t) ∈ R7, be defined as

η̃cj/G (t) , ηcj/G (t)− ηcj/G,d (t) , (4–3)

where ηcj/G,d (t) ,

[ (
pG
cj/G,d

(t)
)T

qTcj/G,d (t)

]T
∈ R7, pG

cj/G,d
(t) ∈ R3 represents the

desired position of cj with respect to og expressed in FG, and qcj/G,d (t) ∈ R4 represents

the desired orientation of Fcj with respect to FG.

Assumption 4.1. There exists a desired trajectory (i.e., ηcj/G,d (t)), that is at least C1

continuous, which allows Cj to trackM (i.e.,M⊂ Vcj ) whileM ⊂ Oj, and allows Cj to

loiter arbitrarily within Oj whileM 6∈ Oj.

Taking the time-derivative of (4–3) yields

˙̃ηcj/G (t) = η̇cj/G (t)− η̇cj/G,d (t) , (4–4)

where η̇cj/G,d (t) ,

[ (
ṗG
cj/G,d

(t)
)T

q̇Tcj/G,d (t)

]T
∈ R7, ṗG

cj/G,d
(t) ∈ R3 represents the

desired velocity of cj with respect to og expressed in FG, and q̇cj/G,d (t) ∈ R4 represents

the desired angular velocity of Fcj with respect to FG.

Assumption 4.2. Measurements for ηcj/G (t) and η̇cj/G (t) are available when Cj is

operating within Oj (i.e., Cj ⊂ Oj).

Substituting (4–2) into (4–4) and simplifying yields

˙̃ηcj/G (t) = ucj (t) + dcj (t)− η̇cj/G,d (t) , (4–5)

where ucj (t) ,

[
uTl,cj (t)

(
1
2
B
(
qcj/G (t)

)
ua,cj (t)

)T ]T ∈ R7 and dcj (t) ,[
dTl,cj (t)

(
1
2
B
(
qcj/G (t)

)
da,cj (t)

)T ]T ∈ R7.

Assumption 4.3. The Euclidean norm of the exogenous disturbance dcj (t) is bounded

by
∥∥dcj (t)

∥∥ ≤ dcj ∈ R≥0.
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Figure 4-1. Generalized schematic of the target tracking objective.

The control objective is to design Cj ’s control input (i.e., ucj (t)) such that ζj (t) ∈ L∞,

where ζj (t) , η̃cj/G (t) ∈ R7. Based on the subsequent stability analysis, ucj (t) is

designed as

ucj (t) , η̇cj/G,d (t)− k1η̃cj/G (t)− dcjsgn
(
η̃cj/G (t)

)
, (4–6)

where k1 ∈ R>0 is a constant control gain, and sgn (·) is the signum function. Substitut-

ing (4–6) into (4–5) yields the closed-loop error system,

˙̃ηcj/G (t) = −k1η̃cj/G (t) + dcj (t)− dcjsgn
(
η̃cj/G (t)

)
. (4–7)
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4.2 Estimator and Predictor Design

To achieve the control objective, a method for estimating the pose of the target

agent must be developed, that is robust to intermittent feedback. Figure 4-1 illustrates

the target tracking objective whereM is being tracked by Cj, andM is approaching the

outer boundary of Oj. WhenM leaves Oj and enters the region where state feedback

for Cj is no longer available (i.e.,M ⊂ OcC), Cj will no longer be able to trackM,

resulting in a loss of visual feedback forM. OnceM enters Oj+1, Cj+1 is tasked with

trackingM, reestablishing visual feedback ofM. The order of operating regions in

Figure 4-1 is arbitrary. To accomplish the tracking objective, an estimator and predictor

are developed to estimateM’s pose and motion model when feedback is available (i.e.,

M ⊂ Vcj ), then the motion model is used to propagate the pose estimates through

OcC when feedback is unavailable (i.e.,M 6∈ Vcj ), informing Cj+1 where to meetM in

Oj+1 to reestablish visual feedback. Let σfj (t) ∈ {a, u} be a switching signal indicating

if feedback forM is available (i.e., σfj (t) = a) or unavailable (i.e., σfj (t) = u) while

M⊂ Oj.

To facilitate the design of the state estimator, let ηm/cj (t)∈ R7 be the pose state

vector that stacksM’s position and orientation, which is defined as

ηm/cj (t) ,

[ (
pG
m/cj

(t)
)T

qTm/cj (t)

]T
. (4–8)

Assumption 4.4. The state ηm/cj (t) is bounded (i.e., ηm/cj (t) ∈ χ, where χ ⊂ R7 is a

convex, compact set).

Taking the time-derivative of (4–8) and substituting in (2–5) and (2–1), yields the

velocity state vector forM, described by

η̇m/cj (t) = η̇m/G (t) + fj (η, t) (4–9)

where η̇m/G (t) ∈ R7 representsM’s velocity state vector with respect to FG and is

defined as
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η̇m/G (t) ,

 ṗG
m/G

(t)

1
2
B
(
qm/cj (t)

)
RT
m/cj

(t)ωm/G (t)

 , (4–10)

and fj (η, t) , −

 ṗG
cj/G

(t) + ω×cj/G (t) pG
m/cj

(t)

1
2
B
(
qm/cj (t)

)
RT
m/cj

(t)ωcj/G (t)

 ∈ R7.

Assumption 4.5. Measurements for ηm/cj (t) and η̇m/cj (t) are available whenM is

contained in the FOV of Cj (i.e., whenM⊂ Vcj ).

Remark 4.1. By using an approach similar to [12], whenM is contained in the FOV

of a camera in the network, estimates of the target’s pose, linear velocity, and angular

velocity can be obtained.

Assumption 4.6. The target’s velocity state is described by a locally Lipschitz function

of the target’s pose, which is not explicitly time dependent (i.e., ṗG
m/G

(t) = ϕ1

(
ηm/G (t)

)
and ωm/G (t) = ϕ2

(
ηm/G (t)

)
, where ϕ1,ϕ2 : R7 → R3 are bounded).

Remark 4.2. Assumption 4.6 guarantees there exists a function that can be approx-

imated, using universal function approximators (e.g., neural networks (NN)), that

describes η̇m/G (t) to an arbitrary level of accuracy via the Stone–Weierstrass Theo-

rem [26]. Furthermore, the Stone–Weierstrass Theorem only ensures the approximation

is accurate over a closed interval. Thus, dependence on ηm/G (t) is allowed since it

is bounded via Assumption 4.4. Specifically, from Assumption 4.6, η̇m/G (t) can be

approximated as

η̇m/G (t) =

 ϕ1

(
ηm/G (t)

)
1
2
B
(
qm/cj (t)

)
RT
m/cj

(t)ϕ2

(
ηm/G (t)

)
 ,

= W T
j σj

(
ηm/cj (t) , ηcj/G (t)

)
+ εj

(
ηm/cj (t) , ηcj/G (t)

)
,

where Wj ∈ Rp×7 is a matrix of unknown ideal weights, σj : R7 × R7 → Rp is a

known, bounded, and locally Lipschitz vector of basis functions, εj : R7 × R7 → R7

is a function approximation residual that is locally Lipschitz and can be bounded a
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priori by ε̄ , supηm/cj
(t),ηcj/G(t)∈χ,t∈[0,∞)

∥∥εj (ηm/cj (t) , ηcj/G (t)
)∥∥, p ∈ Z>0 represents the

number of nodes in the NN, and ‖·‖ is the Euclidean norm operator. Furthermore, the

“j” subscript for Wj, σj, and εj indicates that these terms belong only to Oj (i.e., each

operating region is independently approximatingM’s motion model whenM ⊂ Oj).

The approximated motion model is then used in the predictor to propagateM’s pose

estimates through OcC , until the pose estimates intersect a neighboring operating region,

as illustrated in Figure 4-1. WhenM leaves Oj, the previous motion model (i.e., Ψj
(
toff
j,n

)
and Ŵj

(
toff
j,n

)
, defined in the subsequent sections) is saved untilM reenters Oj at a later

time.

Under Assumptions 4.4 and 4.6, (4–9) can be rewritten as1

η̇m/cj (t) = W T
j σj (η, t) + εj (η, t) + fj (η, t) . (4–11)

Let the object’s state estimation error, denoted by η̃m/cj (t) ∈ R7, be defined as

η̃m/cj (t) , ηm/cj (t)− η̂m/cj (t) , (4–12)

where η̂m/cj (t) ∈ R7 is the estimate of ηm/cj (t). Taking the time-derivative of (4–12) and

substituting for (4–11) yields

˙̃ηm/cj (t) = W T
j σj (η, t) + εj (η, t) + fj (η, t)− ˙̂ηm/cj (t) , (4–13)

where ˙̂ηm/cj (t) ∈ R7 is the pose estimator update law. Additionally, the NN weight

estimation error, W̃j (t) ∈ Rp×7, is defined as

W̃j (t) , Wj − Ŵj (t) , (4–14)

1 For brevity, the functional dependencies for σj
(
ηm/cj (t) , ηcj/G (t)

)
and

εj
(
ηm/cj (t) , ηcj/G (t)

)
have been simplified to σj (η, t) and εj (η, t), respectively.
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where Ŵj (t) ∈ Rp×7 is the estimate of the ideal weights. Taking the time-derivative of

(4–14) yields

˙̃
W j (t) = − ˙̂

W j (t) (4–15)

where ˙̂
W j (t) is the weight estimator update law. Stacking the state and weight estima-

tion errors (i.e., (4–12) and (4–14), respectively) result in the composite error vector,

ξj (t) ∈ R7+7p, which is defined as ξj (t) ,

[
η̃Tm/cj (t) vec

(
W̃j (t)

)T ]T
, where the

vec (·) operator denotes a stack of the columns of (·). Using the definition for ξj (t), the

estimation objective is to design ˙̂ηm/cj (t) and ˙̂
W j (t) such that ξj (t) ∈ L∞.

4.2.1 State Estimator and Predictor - Update Law

Based on the subsequent stability analysis, the pose estimator (i.e., when σfj (t) =

a) and predictor (i.e., when σfj (t) = u) update laws are designed as

˙̂ηm/cj (t) =


Ŵ T
j (t)σj (η, t) + fj (η, t) + k2η̃m/cj (t) + k3sgn

(
η̃m/cj (t)

)
, σfj = a

proj
(
Ŵ T
j (t) σ̂j (η, t) + f̂j (η, t)

)
, σfj = u

(4–16)

where k2, k3∈ R>0 are constant control gains, proj (·) is a smooth projection operator

(see [28, Remark 3.7]) with state and velocity bounds which are known under Assump-

tions 4.4 and 3.3, σ̂j (η, t) , σj
(
η̂m/cj (t) , ηcj/G (t)

)
, and f̂j (η, t) , fj

(
η̂m/cj (t) , ηcj/G (t)

)
.

Substituting (4–16) into (4–13) yields the closed-loop error system

˙̃ηm/cj (t) =


W̃ T
j σj (η, t) + εj (η, t)− k2η̃m/cj (t)− k3sgn

(
η̃m/cj (t)

)
, σfj = a

W̃ T
j (t)σj (η, t) + Ŵ T

j (t) σ̃j (η, t) + εj (η, t) + f̃j (η, t) , σfj = u

(4–17)

where σ̃j (η, t) , σj (η, t)− σ̂j (η, t), and f̃j (η, t) , fj (η, t)− f̂j (η, t).
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4.2.2 Parameter Weight Estimator and Predictor - Update Law

Based on the subsequent stability analysis, the ideal weight estimator (i.e., when

σfj (t) = a) and predictor (i.e., when σfj (t) = u) update laws are designed as

˙̂
W j (t) =



proj
(

Γσj (η, t) η̃Tm/cj (t)

+kCLΓα
N∑
i=1

YTj,i
(

∆ηTj,i −Fj,i − Yj,iŴj (t)
)

+kCLΓβ
N∑
k=1

Y T
j,k

(
η̇Tj,k − fj,k − Yj,kŴj (t)

))
, σfj = a

proj
(
kCLΓα

N∑
i=1

YTj,i
(

∆ηTj,i −Fj,i − Yj,iŴj (t)
)

+kCLΓβ
N∑
k=1

Y T
j,k

(
η̇Tj,k − fj,k − Yj,kŴj (t)

))
, σfj = u

(4–18)

where kCL ∈ R>0 is a constant control gain, Γ ∈ Rp×p is a constant, positive definite

control gain, and β , 1 − α ∈ [0, 1] and α ∈ [0, 1] are tuning parameters that adjust

how previously recorded pose data (i.e., ∆ηj,i) and velocity data (i.e., η̇j,k) influence

the performance of the ideal weight estimator and predictor. Additionally, Yj,i , Yj (ti)

and ∆ηj,i , ∆ηj (ti) represent recorded pose data at ti ∈ [∆t, t], where Yj (t) ,∫ t
t−∆t

σTj
(
ηm/cj (τ) , ηcj/G (τ)

)
dτ , ∆ηj (t) , ηm/cj (t) − ηm/cj (t−∆t), and ∆t ∈ R>0 is

an integration window. Also, Yj,k , Yj (tk) and η̇j,k , η̇m/cj (tk) represent recorded

velocity data at tk ∈ [0, t], where Yj,k , σTj
(
ηm/cj (tk) , ηcj/G (tk)

)
.2 Furthermore,

N ∈ Z>p represents the size of the history stacks, Fj,i , Fj (ti), where Fj (t) ,∫ t
t−∆t

fTj
(
ηm/cj (τ) , ηcj/G (τ)

)
dτ , and fj,k , fTj

(
ηm/cj (tk) , ηcj/G (tk)

)
.

The following development aims to gain a deeper understanding of the history

stacks and aid in the development of the closed-loop error systems for the ideal weight

2 The i, k indices in ∆ηj,i and η̇j,k are not necessarily the same (i.e., the recorded data
in the history stacks may be updated asynchronously).
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estimator and predictor. For the pose data history stack, taking the transpose of (4–11),

integrating over the time interval [t−∆t, t], and evaluating at t = ti yields

∆ηTj,i = Yj,iWj + Ej,i + Fj,i, (4–19)

where Ej,i , Ej (ti) and Ej (t) ,
∫ t
t−∆t

εTj
(
ηm/cj (τ) , ηcj/G (τ)

)
dτ . For the velocity data

history stack, taking the transpose of (4–11) and evaluating at t = tk yields

η̇Tj,k = Yj,kWj + εj,k + fj,k, (4–20)

where εj,k , εTj
(
ηm/cj (tk) , ηcj/G (tk)

)
. Substituting (4–19) and (4–20) into (4–18), yields

a simplified expression for (4–18) that can then be substituted into (4–15) to yield the

closed-loop error system for the weight estimator and predictor, described by

˙̃
W j (t) =



−proj
(

Γσj (η, t) η̃Tm/cj (t) + kCLΓΨj (t) W̃j (t)

+kCLΓα
N∑
i=1

YTj,iEj,i + kCLΓβ
N∑
k=1

Y T
j,kεj,k

)
, σfj = a

−proj
(
kCLΓΨj (t) W̃j (t)

+kCLΓα
N∑
i=1

YTj,iEj,i + kCLΓβ
N∑
k=1

Y T
j,kεj,k

)
, σfj = u

(4–21)

where Ψj (t) , α
N∑
i=1

YTj,iYj,i + β
N∑
k=1

Y T
j,kYj,k represents the composite history stack.

4.3 Analysis

As the target agent travels across the target tracking environment, it transitions

between being inside and outside the FOV of the camera network, causing periods

when measurement feedback is available (i.e., σfj (t) = a) and unavailable (i.e.,

σfj (t) = u). When σfj (t) = a, the estimator in (4–16) and (4–18) is active. The time

spent in the σfj (t) = a subsystem is denoted by ∆ton
j,n , toff

j,n − ton
j,n, where ton

j,n and toff
j,n

represent the nth time instance when feedback first became available and unavailable
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whileM ⊂ Oj, respectively. When σfj (t) = u, the predictor in (4–16) and (4–18) is

active. Two scenarios can cause σfj (t) = u, which influences the definition for the

time spent in the σfj (t) = u subsystem, denoted by ∆toff
j,n. First, feedback loss forM

can occur whenM is transitioning between Oj and Oj+1 (i.e.,M ⊂ OcC), resulting

in ∆toff
j,n , ton

j+1,n − toff
j,n, where ton

j+1,n represents the time instance when feedback first

becomes available whenM ⊂ Oj+1 (i.e., σfj+1 (t) = a). Second, feedback loss forM

can occur whenM is occluded by an unknown object in Oj (i.e,M ⊂ Oj ∧M 6∈ Fcj ),

resulting in ∆toff
j,n , ton

j,n+1 − toff
j,n, where ton

j,n+1 represents the next time instance (i.e., n+ 1)

when feedback is available whileM⊂ Oj (i.e., σfj (t) = a). Thus, the j+ 1 index increase

indicates thatM has transitioned between operating regions in OC , while the n+ 1 index

increase indicates thatM is occluded by an unknown object in Oj. The subsequent

analysis considers both cases, but emphasis is placed onM transitioning between

operating regions in OC . Furthermore, due to the CCL adaptation technique used in

(4–18), the σfj (t) = a subsystem is further partitioned into two modes. Let σdj (t) ∈ {a, u}

be a switching signal indicating whether the composite history stack (i.e., Ψj (t)) satisfies

(i.e., Tj ∈ [ton
j,n, t

off
j,n) ∧ σdj (t) = a) or does not satisfy (i.e., Tj 6∈ [ton

j,n, t
off
j,n) ∧ σdj (t) = u) the

finite excitation condition in Assumption 4.7.

Assumption 4.7. At time Tj ∈ R>0, there exists a constant λ ∈ R>0 such that

∀t ≥ Tj, λmin {Ψj (t)} ≥ λ, where λmin {·} refers to the minimum eigenvalue of {·}

(see [24] and [4]).

The first instance when σfj (t) = a, Ψj (t) contains insufficient excitation data and the

finite excitation condition in Assumption 4.7 is not met. The lack of sufficient excitation

data reduces the performance of the estimator, however as shown in Lemma 4.2, the

estimator remains bounded. As Ψj (t) is populated with new data, techniques like the

singular value maximization algorithm in [29] and [31] can be used to add and remove

data to maximize the minimum eigenvalue of Ψj (t). After a finite period of time, Ψj (t) is

populated with sufficient data and the finite excitation condition is met at Tj, improving
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the performance of the estimator, as shown in Lemma 4.2. Furthermore, the data

collected when σfj (t) = a is also used in the predictor, when σfj (t) = u.

The Lyapunov-based analyses in the subsequent sections utilize the Lyapunov

function candidates

V C
j (ζj (t)) ,

1

2
η̃Tcj/G (t) η̃cj/G (t) , (4–22)

V M
j (ξj (t)) ,

1

2
η̃Tm/cj (t) η̃m/cj (t) +

1

2
tr
(
W̃ T
j (t) Γ−1W̃j (t)

)
, (4–23)

where V C
j : R7 → R≥0 is used for the controller, and V M

j : R7+7p → R≥0 is used for the

estimator and predictor, respectively. To facilitate the stability analysis for the estimator

and predictor, (4–23) can be bounded by 1
2
γ1 ‖ξj (t)‖2 ≤ V M

j (ξj (t)) ≤ 1
2
γ2 ‖ξj (t)‖2, where

γ1 , min {1, λmin {Γ−1}}, γ2 , max {1, λmax {Γ−1}}, λmax {·} refers to the maximum

eigenvalue of {·}, and min {·} and max {·} returns the minimum and maximum value in

the set {·}, respectively. Additionally, because of the projection operator in (4–16) and

(4–18), Ŵj (t) ≤
∥∥∥Ŵj (t)

∥∥∥ ≤ η̇max, where η̇max ∈ R denotes a known bounding constant

via Assumptions 4.7. Also, ‖Wj‖ ≤ η̇max, resulting in W̃j (t) ≤
∥∥∥W̃j (t)

∥∥∥ ≤ 2η̇max. Using

these bounds, V M
j (ξj (t)) ≤ 1

2

∥∥η̃m/cj (t)
∥∥2

+ c2, where c2 , 2λmax {Γ−1} η̇2
max ∈ R>0 is a

constant. Taking the time-derivative of (4–22) yields

V̇ C
j (ζj (t)) = η̃Tcj/G (t) ˙̃ηcj/G (t) . (4–24)

Additionally, taking the time-derivative of (4–23) yields

V̇ M
j (ξj (t)) = η̃Tm/cj (t) ˙̃ηm/cj (t) + tr

(
W̃ T
j (t) Γ−1 ˙̃

W j (t)
)
. (4–25)
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4.3.1 Controller - Stability Analysis

Lemma 4.1. For the jth operating region (i.e., Oj), the controller in (4–6) remains

bounded for t ∈ [ton
j ,∞), where ton

j represents the first time instance when the controller

becomes active for Oj.

Proof. Substituting the closed-loop error system (4–7) into (4–24) and simplifying yields

V̇ C
j (ζj (t)) ≤ −k1η̃

T
cj/G

(t) η̃cj/G (t) . (4–26)

Using the definition in (4–22), (4–26) can be rewritten in terms of V C
j (ζj (t)), yielding

V̇ C
j (ζj (t)) ≤ −2k1V

C
j (ζj (t)) .

Solving the first-order linear ordinary differential equation yields

V C
j (ζj (t)) ≤ V C

j

(
ζj
(
ton
j

))
exp

[
−λCD

(
t− ton

j

)]
, (4–27)

where λCD , 2k1 ∈ R>0 is a known constant.

4.3.2 Estimator and Predictor - Stability Analysis

Lemma 4.2. For the jth operating region, both the estimator in (4–16) and (4–18)

when t ∈ [ton
j,n, t

off
j,n), and the predictor in (4–16) and (4–18) when t ∈ [toff

j,n, t
on
j+1,n) or

t ∈ [toff
j,n, t

on
j,n+1), remain bounded.

Proof. Substituting the closed-loop error systems (4–17) and (4–21) into (4–25) and

simplifying yields

V̇ M
j (ξj (t)) ≤


−k2

∥∥η̃m/cj (t)
∥∥2

+ c1, σfj = a ∧ σdj = u

−min {k2, λCL} ‖ξj (t)‖2 + c1, σfj = a ∧ σdj = a

1
2
‖ξj (t)‖2 + c3, σfj = u

(4–28)
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where c1 , 2kCLNη̇maxε̄ (α∆t+ 1− α) ∈ R>0, λCL , kCLλmin {Ψj (t)} ∈ R>0, and

c3 , 1
2

(6η̇max + ε̄)2 + c1 ∈ R>0 are known constants, and k3 > ε̄. Using the bounds on

(4–23), (4–28) can be rewritten in terms of V M
j (ξj (t)), yielding

V̇ M
j (ξj (t)) ≤


−λMD V M

j (ξj (t)) + 2k2c2 + c1, σfj = a ∧ σdj = u

−λMD,TV M
j (ξj (t)) + c1, σfj = a ∧ σdj = a

λMG V
M
j (ξj (t)) + c3, σfj = u

(4–29)

where λMD , 2k2 ∈ R>0, λMD,T , 2min{k2,λCL}
max{1,λmax{Γ−1}} ∈ R>0, and λMG , 1

min{1,λmin{Γ−1}} ∈ R>0 are

known constants. Solving the first-order linear ordinary differential equations in (4–29)

yields

V M
j (ξj (t)) ≤


V M
j

(
ξj
(
ton
j,n

))
exp

[
−λMD (t− ton

j,n)
]

+ β1, σfj = a ∧ σdj = u

V M
j

(
ξj
(
ton
j,n

))
exp

[
−λMD,T

(
t− ton

j,n

)]
+ cUB, σfj = a ∧ σdj = a

V M
j

(
ξj
(
toff
j,n

))
exp

[
λMG
(
t− toff

j,n

)]
, σfj = u

(4–30)

where cUB ,
c1max{1,λmax{Γ−1}}

2min{k2,λCL}
∈ R>0 and β1 ,

c1
2k2

+ c2 ∈ R>0 are known constants.

4.3.3 Dwell-Time Analysis

Theorem 4.1. For the jth operating region, the proposed estimator and predictor remain

bounded for t ∈ [ton
j,n, t

on
j+1,n), provided

∆toff
j,n ≤



1
λMG

ln
(
V
(
V ν1 + β1

)−1
)
, σdj = u

1
λMG

ln
(
V
(
V ν2 + β1ν3 + cUB

)−1
)
, σdj = a ∧ σhj = u

1
λMG

ln
(
V
(
V ν4 + cUB

)−1
)
, σdj = a ∧ σhj = a

(4–31)

where V ∈ R>0 represents the maximum allowable value that V M
j (ξj (t)) may grow

during the period when t ∈ [ton
j,n, t

on
j+1,n), σhj (t) , {a, u} is a switching signal indicating
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whether Tj ∈ [ton
j,n, t

off
j,n) (i.e., σhj (t) = u ) or Tj ∈ [ton

j,n−q, t
off
j,n−q) (i.e., σhj (t) = a),

q ∈ {1, . . . , n− 1}, and ν1, ν2, ν3, ν4 ∈ R>0 are known constants after toff
j,n.

Remark 4.3. If V M
j (ξj (t)) exceeds V , the uncertainty on ηm/cj (t) may grow larger

than Vcj , making the tracking objective impractical. Hence, the value of V is dictated

by the camera parameters that influence Vcj and the pose of Cj. Additionally, after the

composite history stack (i.e., Ψj (t)) satisfies the finite excitation condition in Assumption

4.7 (i.e., σdj (t) = a), the maximum timeM may stay outside of a feedback region (i.e.,

∆toff
j,n) increases as indicated in (4–31). Also, ∆toff

j,n further increases ifM reenters an

operating region (e.g., Oj) where the finite excitation condition has already been met in

a previous n cycle for Oj (i.e., σhj (t) = a). Furthermore, Theorem 4.1 demonstrates that

the proposed framework remains bounded for t ∈ [ton
j,n, t

on
j+1,n) (i.e., feedback loss caused

byM leaving Oj, traveling through OcC , and entering Oj+1). However, Theorem 4.1 can

be directly extended for t ∈ [ton
j,n, t

on
j,n+1) (i.e., feedback loss caused byM being occluded

by an object in Oj whileM⊂ Oj), and will result in (4–31).

Proof. The objective of this analysis is to show that

V M
j

(
ξj
(
ton
j+1,n

))
≤ V .

Using the σfj (t) = u case in (4–30), V M
j

(
ξj
(
ton
j+1,n

))
can be bounded by

V M
j

(
ξj
(
ton
j+1,n

))
≤ V M

j

(
ξj
(
toff
j,n

))
exp

[
λMG ∆toff

j,n

]
≤ V . (4–32)

The V M
j

(
ξj
(
toff
j,n

))
term in (4–32) can be bounded by three equations depending if the

composite history stack (i.e., Ψj (t)) satisfies the finite excitation condition in Assumption

4.7 (i.e., σdj (t) = u or σdj (t) = a). Consider the first case where σdj (t) = u, evaluating the

σfj (t) = a ∧ σdj (t) = u case in (4–30) at toff
j,n allows V M

j

(
ξj
(
toff
j,n

))
to be bounded by

V M
j

(
ξj
(
toff
j,n

))
≤ V M

j

(
ξj
(
ton
j,n

))
ν1 + β1,
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where ν1 , exp
[
−λMD ∆ton

j,n

]
∈ R>0. Consider the second case where σdj (t) = a and

Tj ∈ [ton
j,n, t

off
j,n) (i.e., σhj (t) = u), first the σfj (t) = a ∧ σdj (t) = a case in (4–30) is evaluated

at toff
j,n with an initial condition of Tj instead of ton

j,n, then the σfj (t) = a ∧ σdj (t) = u case in

(4–30) is evaluated at Tj. Combining the results of these operations allows V M
j

(
ξj
(
toff
j,n

))
to be bounded by

V M
j

(
ξj
(
toff
j,n

))
≤ V M

j

(
ξj
(
ton
j,n

))
ν2 + β1ν3 + cUB,

where ν2 , exp
[
−λMD ∆ton

j,n,I − λMD,T∆ton
j,n,S

]
∈ R>0, ν3 , exp

[
−λMD,T∆ton

j,n,S

]
∈ R>0, and

∆ton
j,n,I , Tj − ton

j,n and ∆ton
j,n,S , toff

j,n − Tj represent the length of time when the excitation

data in Ψj (t) was insufficiently and sufficiently rich during cycle n for Oj, respectively.

Additionally, summing ∆ton
j,n,I and ∆ton

j,n,S yields ∆ton
j,n. Now, ifM reenters Oj where the

finite excitation condition for Ψj (t) was satisfied in a previous n cycle (i.e., σdj (t) = a

and σhj (t) = a), the σfj (t) = a ∧ σdj (t) = a case in (4–30) is evaluated at toff
j,n allows

V M
j

(
ξj
(
toff
j,n

))
to be bounded by

V M
j

(
ξj
(
toff
j,n

))
≤ V M

j

(
ξj
(
ton
j,n

))
ν4 + cUB,

where ν4 , exp
[
−λMD,T∆ton

j,n

]
∈ R>0. Compiling the three cases for the bounds on

V M
j

(
ξj
(
toff
j,n

))
yields

V M
j

(
ξj
(
toff
j,n

))
≤


V M
j

(
ξj
(
ton
j,n

))
ν1 + β1, σdj = u

V M
j

(
ξj
(
ton
j,n

))
ν2 + β1ν3 + cUB, σdj = a ∧ σhj = u

V M
j

(
ξj
(
ton
j,n

))
ν4 + cUB, σdj = a ∧ σhj = a.

(4–33)

Substituting (4–33) into (4–32) and upper bounding V M
j

(
ξj
(
ton
j,n

))
by V (i.e., the previous

feedback cycle n for Oj is also bounded by V ) yields
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V ≥



(
V ν1 + β1

)
exp

[
λMG ∆toff

j,n

]
, σdj = u(

V ν2 + β1ν3 + cUB
)

exp
[
λMG ∆toff

j,n

]
, σdj = a ∧ σhj = u(

V ν4 + cUB
)

exp
[
λMG ∆toff

j,n

]
, σdj = a ∧ σhj = a.

(4–34)

Solving (4–34) for ∆toff
j,n yields (4–31).

Theorem 4.2. After the dwell-time condition for ∆toff
j,n is satisfied andM enters the FOV

(i.e., Fcj+1
) belonging to the neighboring operating region (i.e., Oj+1), a new feedback

cycle begins and the estimator in (4–16) and (4–18) will be bounded by V , provided

∆ton
j+1,n ≥


− 1
λMD

ln
(

(V − β1)V
−1
)
, σhj = u

− 1
λMD,T

ln
(

(V − cUB)V
−1
)
, σhj = a

(4–35)

where V ∈ R>0 represents the threshold that V M
j+1 (ξj+1 (t)) must decay below during the

period then t ∈ [ton
j+1,n, t

off
j+1,n).

Remark 4.4. The design of V can be considered an engineering parameter, that is

dependent on the configuration of OC , the camera parameters that influence Vcj , the

pose of Cj, and assumptions made about the target (e.g., η̇max). If feedback loss was a

result of an unknown object occludingM whenM ⊂ Oj, Theorem 4.2 can be directly

extended for t ∈ [ton
j,n+1, t

off
j,n+1), which will result in (4–35), but for ∆ton

j,n+1.

Proof. The objective of this analysis is to show that

V M
j+1

(
ξj+1

(
toff
j+1,n

))
≤ V .

First, the analysis considers the case where eitherM enters Oj+1 for the first time or

M reenters Oj+1, however the finite excitation condition in Assumption 4.7 was not met

during the previous instance whenM ⊂ Oj+1 (i.e., σhj (t) = u). Second, the analysis

considers the case whenM reenters Oj+1 and the finite excitation condition was met

during a previous instance whenM ⊂ Oj+1 (i.e., σhj (t) = a). For the σhj (t) = u case,
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the σfj (t) = a ∧ σdj (t) = u case for (4–30) is evaluated at toff
j+1,n and V M

j+1

(
ξj+1

(
ton
j+1,n

))
is

upper bounded by V , yielding

V exp
[
−λMD ∆ton

j+1,n

]
+ β1 ≤ V .

Similarly, for the σhj (t) = a case, the σfj (t) = a ∧ σdj (t) = a case for (4–30) is evaluated at

toff
j+1,n and V M

j+1

(
ξj+1

(
ton
j+1,n

))
is upper bounded by V , yielding

V exp
[
−λMD,T∆ton

j+1,n

]
+ cUB ≤ V .

Compiling the two cases for the bounds on V M
j+1

(
ξj+1

(
toff
j+1,n

))
yields

V ≥


V exp

[
−λMD ∆ton

j+1,n

]
+ β1, σhj = u

V exp
[
−λMD,T∆ton

j+1,n

]
+ cUB, σhj = a.

(4–36)

Solving (4–36) for ∆ton
j+1,n yields (4–35).
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CHAPTER 5
CONCLUSIONS

In Chapter 3, an estimator and predictor are developed for approximating the

pose and velocity of a moving target, using a sparsely distributed network of stationary

cameras. The sparsity of the camera network is meant to maximize the observable

area for a given environment by not requiring overlapping FOVs for the entire camera

network. When tracking a target using a sparse camera network, there are periods

when measurement feedback is not available for the target. While feedback is available,

measurements of the target’s state are recorded and used to approximate the target’s

motion model. This motion model is then used in a predictor, when feedback is not

available, to propagate the target’s state estimate into the non-feedback regions. Using

a Lyapunov-based switched systems approach, the proposed framework developed

in Chapter 3 is proven to remain bounded provided the dwell-time conditions are

satisfied. These dwell-time conditions provide a metric for how long the target may

travel outside the feedback regions, and for how long measurements are required

when in the feedback regions. Moreover, an error growth analysis was developed using

these dwell-time conditions, which relates the error dynamics to the physical network

configuration.

In Chapter 4, a controller, estimator, and predictor framework is developed for

estimating the pose and velocity states of a moving target, using a mobile network of

cooperative agents, where the cooperative agents are constrained to be within non-

overlapping operating regions. Since the operating regions are non-overlapping, periods

exist when feedback of the target is unavailable. When the target is initially observed

by a cooperative agent in the accompanying operating region, a controller is used to

regulate the cooperative agent’s pose to track the target, establishing visual feedback

for the target while in the operating region. During this period, measurements of the

target’s pose and velocity state are recorded and used to approximate the target’s
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motion model. When feedback is not available, the approximated motion model is then

used in a predictor to propagate the target’s state estimates into the non-feedback

regions, informing the cooperative agent in the neighboring operating region where to

intercept the target. Using a Lyapunov-based switched systems approach, the proposed

framework developed in Chapter 4 is proven to remain bounded, provided the developed

minimum and maximum dwell-time conditions are satisfied. The maximum dwell-time

condition offers an upper bound for the length of time that measurement feedback

for the target can be unavailable, while considering the quality of the approximated

motion model (i.e., via the minimum eigenvalue condition on the composite history

stack), obtained when feedback was previously available. Through the design of V ,

this dwell-time condition ensures that the target’s positional uncertainty does not grow

larger than the cooperative agent’s FOV, ensuring that the tracking objective does

not become impractical for future feedback cycles. Additionally, the minimum dwell-

time condition offers a lower bound for the length of time that measurement feedback

must be available. Through the design of V , this dwell-time condition ensures that

the estimator and controller used to approximate the target’s motion model remains

bounded for all feedback cycles.

The utility of the underlying estimator and predictor framework presented in this

thesis is demonstrated by considering stationary and mobile networks of cooperative

agents for tracking a moving target. The developments in Chapter 3 can be used to

improve the the design of stationary camera networks by identifying areas of the net-

work that may cause instabilities in the target’s pose estimates, provided assumptions

are made about the class of targets being tracked and their operating environments

(e.g., vehicles traveling along a known road network). Additionally, the developments

in Chapter 4 enables a mobile network of cooperative agents to intermittently track

a moving target, reducing the quantity of agents needed for the tracking objective or
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increasing the coverage area of the network. Future work will seek to validate the the-

oretical framework presented in this thesis through experiments, the framework will be

adapted for non-holonomic systems, the time required to correctly identify a previously

observed target will be considered, and methods for improving the performance of the

framework, within the scope of this thesis, will be examined (e.g., the sharing of data

and approximated motion models between operating regions). Additionally, future work

will explore novel methods for further reducing the density of cooperative agents needed

for the tracking objective. One possible method would be to allow the cooperative agents

to momentarily leave their operating regions (i.e., the regions where state feedback is

available) to continue tracking the target into the feedback-denied region, reducing the

time the target remains unobserved. However, two significant challenges may arise.

While a cooperative agent is operating in the feedback-denied region, estimates of the

cooperative agent’s pose may become unstable and an additional maximum dwell-time

condition would be needed to ensure that the cooperative agent returns to its desig-

nated operating region. Also, instabilities in the cooperative agent’s pose estimates may

cause instabilities in the target’s pose estimates, even if visual feedback for the target is

available. Addressing these challenges may lead to a viable method for increasing the

time the target may operate in the feedback-denied region, further reducing the density

of cooperative agents needed for the tracking objective.
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